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Legal disclaimer
Alibaba Cloud reminds you t o carefully read and fully underst and t he t erms and condit ions of t his legal
disclaimer before you read or use t his document . If you have read or used t his document , it  shall be deemed
as your t ot al accept ance of t his legal disclaimer.

1. You shall download and obt ain t his document  from t he Alibaba Cloud websit e or ot her Alibaba Cloud-
aut horized channels, and use t his document  for your own legal business act ivit ies only. The cont ent  of
t his document  is considered confident ial informat ion of Alibaba Cloud. You shall st rict ly abide by t he
confident ialit y obligat ions. No part  of t his document  shall be disclosed or provided t o any t hird part y for
use wit hout  t he prior writ t en consent  of Alibaba Cloud.

2. No part  of t his document  shall be excerpt ed, t ranslat ed, reproduced, t ransmit t ed, or disseminat ed by
any organizat ion, company or individual in any form or by any means wit hout  t he prior writ t en consent  of
Alibaba Cloud.

3. The cont ent  of t his document  may be changed because of product  version upgrade, adjust ment , or
ot her reasons. Alibaba Cloud reserves t he right  t o modify t he cont ent  of t his document  wit hout  not ice
and an updat ed version of t his document  will be released t hrough Alibaba Cloud-aut horized channels
from t ime t o t ime. You should pay at t ent ion t o t he version changes of t his document  as t hey occur and
download and obt ain t he most  up-t o-dat e version of t his document  from Alibaba Cloud-aut horized
channels.

4. This document  serves only as a reference guide for your use of Alibaba Cloud product s and services.
Alibaba Cloud provides t his document  based on t he "st at us quo", "being defect ive", and "exist ing
funct ions" of it s product s and services. Alibaba Cloud makes every effort  t o provide relevant  operat ional
guidance based on exist ing t echnologies. However, Alibaba Cloud hereby makes a clear st at ement  t hat
it  in no way guarant ees t he accuracy, int egrit y, applicabilit y, and reliabilit y of t he cont ent  of t his
document , eit her explicit ly or implicit ly. Alibaba Cloud shall not  t ake legal responsibilit y for any errors or
lost  profit s incurred by any organizat ion, company, or individual arising from download, use, or t rust  in
t his document . Alibaba Cloud shall not , under any circumst ances, t ake responsibilit y for any indirect ,
consequent ial, punit ive, cont ingent , special, or punit ive damages, including lost  profit s arising from t he
use or t rust  in t his document  (even if Alibaba Cloud has been not ified of t he possibilit y of such a loss).

5. By law, all t he cont ent s in Alibaba Cloud document s, including but  not  limit ed t o pict ures, archit ect ure
design, page layout , and t ext  descript ion, are int ellect ual propert y of Alibaba Cloud and/or it s
affiliat es. This int ellect ual propert y includes, but  is not  limit ed t o, t rademark right s, pat ent  right s,
copyright s, and t rade secret s. No part  of t his document  shall be used, modified, reproduced, publicly
t ransmit t ed, changed, disseminat ed, dist ribut ed, or published wit hout  t he prior writ t en consent  of
Alibaba Cloud and/or it s affiliat es. The names owned by Alibaba Cloud shall not  be used, published, or
reproduced for market ing, advert ising, promot ion, or ot her purposes wit hout  t he prior writ t en consent  of
Alibaba Cloud. The names owned by Alibaba Cloud include, but  are not  limit ed t o, "Alibaba Cloud",
"Aliyun", "HiChina", and ot her brands of Alibaba Cloud and/or it s affiliat es, which appear separat ely or in
combinat ion, as well as t he auxiliary signs and pat t erns of t he preceding brands, or anyt hing similar t o
t he company names, t rade names, t rademarks, product  or service names, domain names, pat t erns,
logos, marks, signs, or special descript ions t hat  t hird part ies ident ify as Alibaba Cloud and/or it s
affiliat es.

6. Please direct ly cont act  Alibaba Cloud for any errors of t his document .
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Document conventions
St yleSt yle Descript ionDescript ion ExampleExample

 DangerDanger
A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

 Danger:Danger:

Resetting will result  in the loss of user
configuration data.

 WarningWarning
A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

 Warning:Warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

 Not iceNot ice
A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

 Not ice:Not ice:

If the weight is set to 0, the server no
longer receives new requests.

 Not eNot e
A note indicates supplemental
instructions, best practices, t ips, and
other content.

 Not e:Not e:

You can use Ctrl + A to select all files.

>
Closing angle brackets are used to
indicate a multi-level menu cascade.

Click Set t ingsSet t ings > Net workNet work> Set  net workSet  net work
t ypet ype.

BoldBold
Bold formatting is used for buttons ,
menus, page names, and other UI
elements.

Click OKOK.

Courier font Courier font is used for commands
Run the cd /d C:/window  command to
enter the Windows system folder.

Italic Italic formatting is used for parameters
and variables.

bae log list  --instanceid

Instance_ID

[] or [a|b]
This format is used for an optional value,
where only one item can be selected.

ipconfig [-all|-t]

{} or {a|b}
This format is used for a required value,
where only one item can be selected.

switch {active|stand}
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A scaling act ivity is triggered when a scaling rule is executed or when an instance is manually added to
or removed from a scaling group. After a scaling act ivity is triggered, the system performs a scale-in or
scale-out act ion. This topic describes the process of a scaling act ivity, its status, and instance rollback.

Process of a scaling activity when ECS instances are automaticallyProcess of a scaling activity when ECS instances are automatically
added or removedadded or removed
When ECS instances are automatically added to a scaling group after a scaling rule is executed, Auto
Scaling perform the following operations:

1. Check the health status and boundary condit ions of the scaling group.

2. Assign the act ivity ID and execute the scaling act ivity.

3. Create ECS instances.

4. Modify the number of instances in the scaling group.

5. Assign IP addresses to the added ECS instances.

6. Add the ECS instances to the whitelist  of the ApsaraDB for RDS instance.

7. Start  the ECS instances.

8. Add the ECS instances to the backend server group of the SLB instance, and set  the weights of
these ECS instances to the values specified by the act ive scaling configuration of the scaling group.

9. The cooldown period starts after the scaling act ivity is complete.

When ECS instances are automatically removed from a scaling group after a scaling rule is executed,
Auto Scaling perform the following operations:

1. Check the health status and boundary condit ions of the scaling group.

2. Assign the act ivity ID and execute the scaling act ivity.

3. Remove the ECS instances from the backend server group of the SLB instance.

4. Stop the ECS instances.

5. Remove the ECS instances from the whitelist  of the ApsaraDB for RDS instance.

6. Release the ECS instances.

7. Modify the number of instances in the scaling group.

8. The cooldown period starts after the scaling act ivity is complete.

Process of a scaling activity when ECS instances are manually addedProcess of a scaling activity when ECS instances are manually added
or removedor removed
When ECS instances are manually added to a scaling group, Auto Scaling perform the following
operations:

1. Check the health status and boundary condit ions of the scaling group, and check the status and
types of ECS instances.

2. Assign the act ivity ID and execute the scaling act ivity.

3. Add the ECS instances to the scaling group.

1.Scaling events1.Scaling events
1.1. Overview1.1. Overview
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4. Modify the number of instances in the scaling group.

5. Add the ECS instances to the whitelist  of the ApsaraDB for RDS instance.

6. Add the ECS instances to the backend server group of the SLB instance and set  the weights of
these ECS instances to the values specified by the act ive scaling configuration of the scaling group.

7. The cooldown period starts after the scaling act ivity is complete.

When exist ing ECS instances are manually removed from a scaling group, Auto Scaling perform the
following operations:

1. Check the health status and boundary condit ions of the scaling group.

2. Assign the act ivity ID and execute the scaling act ivity.

3. The SLB instance stops forwarding traffic to the ECS instances.

4. Wait  60 seconds, and remove the ECS instances from the backend server group of the SLB instance.

5. Remove the ECS instances from the whitelist  of the ApsaraDB for RDS instance.

6. Modify the number of instances in the scaling group.

7. Remove the ECS instances from the scaling group.

8. The cooldown period starts after the scaling act ivity is complete.

Status of a scaling activityStatus of a scaling activity
The following table describes the states that a scaling act ivity may undergo.

Status Description Reference

Rejected
The scaling activity is rejected in the
request phase and does not perform the
scale-in or scale-out action.

Scenarios:

The maximum number of instances in
the scaling group is 100.

The scaling group already has 100 ECS
instances.

A scaling rule is executed to
automatically create 10 ECS instances.

Result: The scaling activity fails the
condition check and is rejected. No
subsequent processes are followed.
After the scaling activity is complete, the
number of instances in the scaling group
is still 100.

Monit oring··Scaling event s Aut o Scaling
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Executing

The scaling activity passes the condition
check and is in progress.

Auto Scaling automatically scales in or
out ECS instances based on the
maximum and minimum numbers of
instances in the scaling group.

Scenarios:

The maximum number of instances in
the scaling group is 100.

The scaling group already has 95 ECS
instances.

A scaling rule is executed to
automatically create 10 ECS instances.

Result: The scaling activity passes the
condition check and is performed. Only
five ECS instances are automatically
created. After the scaling activity is
complete, the number of instances in the
scaling group is changed to 100.

Successful
The scaling activity is complete, and all
ECS instances are added to or removed
from the scaling group.

Scenario:

The maximum number of instances in
the scaling group is 100.

The scaling group already has 90 ECS
instances.

A scaling rule is executed to
automatically create 10 ECS instances.

Result: The scaling activity passes the
condition check and is performed. After
the scaling activity is complete, the
number of instances in the scaling group
is changed to 100.

Status Description Reference

Aut o Scaling Monit oring··Scaling event s
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Warning

The scaling activity is complete. At least
one ECS instance is added to or removed
from the scaling group, while at least
one ECS instance fails to be added to or
removed from the scaling group.

An ECS instance is considered to be
added to the scaling group if the
instance is created, added to the
backend server group of the SLB
instance, and then added to the whitelist
of the ApsaraDB for RDS instance. If any
step fails, the instance is not considered
to be added to the scaling group.

When an instance fails to be added to a
scaling group, the instance will be rolled
back. For more information, see ECS
instance rollback.

Scenario:

The scaling group is associated with
an SLB instance. All created ECS
instances in the scaling group are
automatically added to the backend
server group of the SLB instance.

The quota for backend servers of the
SLB instance is 200.

Not e Not e For more
information, see Limits.

The maximum number of instances in
the scaling group is 300.

The scaling group already has 199 ECS
instances added to the backend server
group of the SLB instance.

A scaling rule is executed to
automatically create five ECS
instances.

Result: The scaling activity passes the
condition check and is performed to
create five ECS instances. However, four
ECS instances fail to be added to the
backend server group and cannot be
added to the scaling group because the
quota for backend servers of the SLB
instance is 200. After the scaling activity
is complete, only one instance is added
to the scaling group. The number of
instances in the scaling group is 200.

Status Description Reference

Monit oring··Scaling event s Aut o Scaling

8 > Document  Version: 20210909

https://www.alibabacloud.com/help/doc-detail/25914.htm#concept-mz2-rdn-qfb/section-jp3-qxl-rxd
https://www.alibabacloud.com/help/doc-detail/32459.htm#concept-mfm-mp4-tdb


Failed
The scaling activity is complete, and all
ECS instances fail to be added to or
removed from the scaling group.

Scenario:

The instance types specified by the
active scaling configuration are out of
stock in the region where the scaling
group resides.

The maximum number of instances in
the scaling group is 100.

The scaling group already has 95 ECS
instances.

A scaling rule is executed to
automatically create five ECS
instances.

Result: The scaling activity passes the
condition check and is performed. The
five instances fail to be created due to
insufficient resources. After the scaling
activity is complete, no instances are
added to the scaling group. The number
of instances in the scaling group is still
95.

Status Description Reference

ECS instance rollbackECS instance rollback
When some ECS instances fail to be added to a scaling group during a scaling act ivity, Auto Scaling
priorit izes the integrity of the ECS instances over that of the scaling act ivity. Auto Scaling will roll back
the ECS instances that fail to be added to the scaling group, but not the scaling act ivity. Auto Scaling
uses Alibaba Cloud Resource Access Management (RAM) to call ECS API operations to create ECS
instances. ECS instances that are rolled back are st ill charged after they are created and before they are
automatically released.

For example, you want to add five ECS instances to a scaling group and to the backend server group of
the SLB instance associated with the scaling group. After the five instances are created, two instances
are added to the scaling group, and three instances fail to be added and are automatically released.
After the scaling act ivity is complete, its status is WarningWarning.

Aut o Scaling Monit oring··Scaling event s
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When ECS instances in a scaling group are rolled back, the scaling group does not reach its expected
capacity. This means that the scaling group cannot provide the required computing power and maintain
monitoring metrics at  the required values. In this case, you can use other methods to ensure that the
scaling group can provide the required computing power for your business needs. For example, you can
manually trigger scaling rules, manually add exist ing ECS instances to the scaling group, or configure
scheduled or event-triggered tasks to trigger a scaling act ivity.

This topic describes how to view the details of a scaling act ivity. If  a scaling act ivity is triggered by a
scheduled or event-triggered task, you can view the details of the scaling act ivity to check its execution
result .

ContextContext
A scaling act ivity can have the following states: Rejected, Executing, Successful, Warning, and Failed.
For more information, see Status of a scaling act ivity.

Not e Not e During a scaling act ivity, if  some ECS instances fail to be added to a scaling group, Auto
Scaling performs rollback on these ECS instances. After the scaling act ivity is complete, the scaling
activity enters the Warning state. For more information, see ECS instance rollback.

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. In the left-side navigation pane, click Scaling GroupsScaling Groups.

3. In the top navigation bar, select  a region.

4. Find the scaling group and use one of the following methods to open the details page of the
scaling group:

Click the ID of the scaling group in the Scaling Group Name/IDScaling Group Name/ID column.

In the Act ionsAct ions column corresponding to the scaling group, click Det ailsDet ails.

5. In the upper part  of the page, click the Scaling Act ivit iesScaling Act ivit ies tab.

6. Find the scaling act ivity whose details you want to view and click its ID in the Scaling Act ivit y IDScaling Act ivit y ID
column.

1.2. View the details of a scaling activity1.2. View the details of a scaling activity

Monit oring··Scaling event s Aut o Scaling
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The event notificat ion feature helps you monitor the scaling act ivit ies. It  can automatically send
messages to CloudMonitor or Message Service (MNS), providing you with t imely information on scaling
groups to improve automatic management.

Event notification methodsEvent notification methods
Supported event notificat ion methods include sending messages to CloudMonitor system events, MNS
topics, and MNS queues.

In CloudMonitor, you can query and view stat ist ics on system events of various cloud services, such as
Auto Scaling. You can also obtain up-to-date information about scaling groups. For more information
about the event monitoring feature of CloudMonitor, see View system events.

Message Service offers two service models: MNS topic and MNS queue. Message Service is a distributed
message service that helps you easily transfer data and notificat ion messages among distributed
components, and build loosely coupled systems. For more information about the features of MNS
topics and MNS queues, see Message Service overview.

The MNS queue model supports point-to-point  sending and receiving of messages. It  is designed to
deliver a highly reliable and concurrent consumption model in a point-to-point  manner. Each message
in a queue can only be consumed by a single consumer.

The MNS topic model supports one-to-many publishing and subscript ion of messages. It  is designed
to publish and subscribe to messages and send notificat ions in a one-to-many manner. The model
also allows you to publish messages in various ways.

The following sect ion provides examples of each event notificat ion method. For more information
about the parameter configuration, see Create an event notification.

Example of event notifications through CloudMonitorExample of event notifications through CloudMonitor

2.Event notification2.Event notification
2.1. Event notification overview2.1. Event notification overview
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You have created an event notificat ion in which Notificat ion Method is set  to CloudMonit orCloudMonit or and Event
Types to Successf ul Scale-Out sSuccessf ul Scale-Out s and T he scale-out  act ivit ies f or t he specif ied scaling groupT he scale-out  act ivit ies f or t he specif ied scaling group
are runningare running. After a scale-out act ivity of a scaling group succeeds, CloudMonitor receives an event
notificat ion and displays the event. The following figure shows the notificat ion results of the
successful scale-out act ivity. Two events are displayed in the results, including T he scale-outT he scale-out
act ivit ies f or t he specif ied scaling group are runningact ivit ies f or t he specif ied scaling group are running and Successf ul Scale-Out sSuccessf ul Scale-Out s.

In the CloudMonitor console, you can view the status of scaling groups and create alarm rules to notify
mult iple alarm contacts through SMS messages and emails. This helps improve operations and
maintenance (O&M) efficiency.

Example of event notifications through an MNS topicExample of event notifications through an MNS topic
You have created an event notificat ion in which Notificat ion Method is set  to MNS T opicMNS T opic and Event
Types to Successf ul Scale-InsSuccessf ul Scale-Ins and T he scale-in act ivit ies f or t he specif ied scaling group areT he scale-in act ivit ies f or t he specif ied scaling group are
runningrunning. After a scale-in act ivity of a scaling group succeeds, the specified MNS topic receives an event
notificat ion and sends it  to its subscribers. The following figure shows the notificat ion results of the
successful scale-in act ivity. The number displayed in the Message CountMessage Count  column corresponding to the
MNS topic has increased. You can view the subscribers for message details.

The MNS topic does not allow direct  consumption of messages. You must subscribe to the MNS topic
through an MNS queue, HTTP request, or email. When the MNS topic receives a message, it  pushes the
message to subscribers. In this way, mult iple subscribers separately consume messages from the same
publisher, realizing efficient  automatic management.

Example of event notifications through an MNS queueExample of event notifications through an MNS queue

Monit oring··Event  not ificat ion Aut o Scaling
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You have created an event notificat ion in which Notificat ion Method is set  to MNS QueueMNS Queue and Event
Types to Failed Scale-Out sFailed Scale-Out s and T he scale-out  act ivit ies f or t he specif ied scaling group areT he scale-out  act ivit ies f or t he specif ied scaling group are
runningrunning. After a scale-out act ivity of a scaling group fails, the specified MNS queue receives an event
notificat ion and allows you to configure the messages for consumption. The following figure shows
the notificat ion results of the failed scale-out act ivity. The number displayed in the Act ive MessagesAct ive Messages
column corresponding to the MNS queue has increased.

You can consume, delay, act ivate, or delete the messages as needed, realizing automatic management
through event notificat ions.

This topic describes how to create an event notificat ion in a scaling group. After an event of the
specified type occurs, Auto Scaling automatically sends a notificat ion to the specified Message Service
(MNS) topic, MNS queue, or Cloud Monitor.

PrerequisitesPrerequisites
If  you want Auto Scaling to automatically send notificat ions to an MNS topic or queue, you must create
the MNS topic or queue in advance. Make sure that the MNS topic or queue belongs to the same region
where the scaling group resides. For more information, see Create a topic or Create a queue.

ContextContext
Only a limited number of event notificat ions can be created in a scaling group. For more information,
see Limits.

Receivers in a scaling group must be unique. For example, Cloud Monitor, the same MNS topic, or the
same MNS queue cannot be used to receive different event notificat ions in a scaling group.

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. In the left-side navigation pane, click Scaling GroupsScaling Groups.

3. In the top navigation bar, select  a region.

4. Find the scaling group and use one of the following methods to open the details page of the
scaling group:

Click the ID of the scaling group in the Scaling Group Name/IDScaling Group Name/ID column.

In the Act ionsAct ions column corresponding to the scaling group, click Det ailsDet ails.

5. In the upper part  of the page, click the Event  Not if icat ionsEvent  Not if icat ions tab.

6. Click Creat e Event  Not if icat ionCreat e Event  Not if icat ion.

2.2. Create an event notification2.2. Create an event notification
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7. Configure parameters for the event notificat ion.

The following table describes the parameters for an event notificat ion.

Parameter Description

Not if icat ionNot if icat ion
Met hodMet hod

Use one of the following notification methods:

CloudMonit orCloudMonit or: If a specific event occurs, a notification is sent to Cloud
Monitor. For more information, see View system events.

MNS T opicMNS T opic: If a specific event occurs, a notification is sent to an MNS topic.

MNS QueueMNS Queue: If a specific event occurs, a notification is sent to an MNS queue.

EventEvent
Not if icat ionNot if icat ion
T ypeT ype

Choose one or more event notification types based on your requirements. The
following section lists the available event notification types:

Successf ul Scale-out  EventSuccessf ul Scale-out  Event : All ECS instances are added to the scaling
group.

Successf ul Scale-in EventSuccessf ul Scale-in Event : All ECS instances are removed from the scaling
group.

Failed Scale-out  EventFailed Scale-out  Event : A scale-out event is triggered, but ECS instances are
not added to the scaling group.

Failed Scale-in EventFailed Scale-in Event : A scale-in event is triggered, but ECS instances are not
removed from the scaling group.

Reject ed Scaling Act ivit yReject ed Scaling Act ivit y: Auto Scaling receives a scaling activity request but
rejects it  because the trigger conditions are not met.

St art  of  Scale-out  EventSt art  of  Scale-out  Event : A scale-out event is triggered, and ECS instances
start to be added to the scaling group.

St art  of  Scale-in EventSt art  of  Scale-in Event : A scale-in event is triggered, and ECS instances start
to be removed from the scaling group.

Expirat ion of  Scheduled T askExpirat ion of  Scheduled T ask: If you select this type, notifications are sent
on a daily basis for seven days before the scheduled task expires.

If you specify the frequency for the scheduled task, the task expiration time is
the last t ime when the task is executed.

Part ly Successf ul Scale-out  EventPart ly Successf ul Scale-out  Event : A scale-out event is triggered, but only
some ECS instances are added to the scaling group.

Part ly Successf ul Scale-in EventPart ly Successf ul Scale-in Event : A scale-in event is triggered, but only
some ECS instances are removed from the scaling group.

8. Click OKOK.

This topic describes how to view an event notificat ion. In the Auto Scaling console, you can click a link
to go the CloudMonitor console or the Message Service (MNS) console to view events or messages.

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. In the left-side navigation pane, click Scaling GroupsScaling Groups.

2.3. View an event notification2.3. View an event notification

Monit oring··Event  not ificat ion Aut o Scaling
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3. In the top navigation bar, select  a region.

4. You can use either of the following methods to open the details page of a scaling group.

In the Scaling Group Name/IDScaling Group Name/ID column, click a scaling group name.

Click ManageManage in the Act ionsAct ions column corresponding to a scaling group.

5. In the left-side navigation pane, click Event  Not if icat ionsEvent  Not if icat ions.

6. Find the target event notificat ion and click a link in the Not if icat ion Met hodNot if icat ion Met hod column.

7. View events in CloudMonitor or messages in the MNS topic or queue.

For more information, see Event notificat ion overview.

CloudMonitor: On the Event  Monit oringEvent  Monit oring page of the CloudMonitor console, select  Syst emSyst em
EventEvent  and then Aut o ScalingAut o Scaling. All system events related to Auto Scaling appear on the page.

MNS topic: On the T opic ListT opic List  page of the MNS console, f ind the target topic and check whether
the number in the Message CountMessage Count  column increases. If  the number increases, new messages are
received. You can view the message details on a subscript ion client.

Aut o Scaling Monit oring··Event  not ificat ion
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MNS queue: On the Queue ListQueue List  page of the MNS console, f ind the target queue and check
whether the number in the Act ive MessagesAct ive Messages column increases. If  the number increases, new
messages are received. Click Receive MessageReceive Message in the Act ionsAct ions column to view the message
details.

This topic describes how to modify an event notificat ion. If  event types of an event notificat ion cannot
meet your requirements, you can change the event types without the need to create another event
notificat ion. Note that you cannot change the notificat ion method of an event notificat ion.

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. In the left-side navigation pane, click Scaling GroupsScaling Groups.

3. In the top navigation bar, select  a region.

4. Find the scaling group and use one of the following methods to open the details page of the
scaling group:

Click the ID of the scaling group in the Scaling Group Name/IDScaling Group Name/ID column.

In the Act ionsAct ions column corresponding to the scaling group, click Det ailsDet ails.

5. In the upper part  of the page, click the Event  Not if icat ionsEvent  Not if icat ions tab.

6. Find the event notificat ion and click EditEdit  in the Act ionsAct ions column.

7. Configure the event notificat ion types.

For more information about event notificat ion types, see Create an event notificat ion.

8. Click OKOK.

2.4. Modify an event notification2.4. Modify an event notification

2.5. Delete an event notification2.5. Delete an event notification
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This topic describes how to delete an event notificat ion. You can delete an event notificat ion if  you do
not use it  any more.

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. In the left-side navigation pane, click Scaling GroupsScaling Groups.

3. In the top navigation bar, select  a region.

4. Find the scaling group and use one of the following methods to open the details page of the
scaling group:

Click the ID of the scaling group in the Scaling Group Name/IDScaling Group Name/ID column.

In the Act ionsAct ions column corresponding to the scaling group, click Det ailsDet ails.

5. In the upper part  of the page, click the Event  Not if icat ionsEvent  Not if icat ions tab.

6. Find the target event notificat ion and click Delet eDelet e in the Act ionsAct ions column.

7. Click OKOK.

Aut o Scaling Monit oring··Event  not ificat ion
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This topic describes how to receive notificat ions about scaling act ivit iesby using internal messages and
emails.

PrerequisitesPrerequisites
No event notificat ions are created.

ContextContext
You can use internal messages and emails to receive notificat ions. You must handle the notificat ions on
your own after you receive them.

You can also use the event notificat ion feature to configure events related to Auto Scaling to be
automatically sent to Cloud Monitor or Message Service (MNS). For more information, see Event
notification overview. After you customize handling policies in these services, these services can init iate
handling processes after the event notificat ions are received.

Not e Not e If  you have created event notificat ions, you cannot set  notificat ion receiving. To set
notificat ion receiving, you must delete all event notificat ions.

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. In the left-side navigation pane, click Scaling GroupsScaling Groups.

3. In the top navigation bar, select  a region.

4. Find the scaling group and use one of the following methods to open the details page of the
scaling group:

Click the ID of the scaling group in the Scaling Group Name/IDScaling Group Name/ID column.

In the Act ionsAct ions column corresponding to the scaling group, click Det ailsDet ails.

5. In the upper part  of the page, click the Event  Not if icat ionsEvent  Not if icat ions tab.

6. Click Set  Not if icat ion ReceivingSet  Not if icat ion Receiving.

7. Configure the notificat ion method and contact.

i. In the Set  Not if icat ion ReceivingSet  Not if icat ion Receiving dialog box, click Learn moreLearn more.

3.Set notification receiving3.Set notification receiving
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ii. On the Common Set t ingsCommon Set t ings page, find Not if icat ions Regarding t he Creat ion andNot if icat ions Regarding t he Creat ion and
Act ivat ion of  Product  Inst ancesAct ivat ion of  Product  Inst ances in the Product  MessageProduct  Message sect ion and configure the
notificat ion method and contact.

8. Go back to the Set  Not if icat ion ReceivingSet  Not if icat ion Receiving dialog box, select  the scenarios where notificat ions
are sent, and then click OKOK.

You can configure notificat ions for the following scaling scenarios:

Scaling Act ivit y SuccessScaling Act ivit y Success: Auto Scaling adds or removes ECS instances to or from the scaling
group.

Scaling Act ivit y FailedScaling Act ivit y Failed: A scaling act ivity is triggered, but Auto Scaling fails to add or remove
ECS instances to or from the scaling group.

Scaling Act ivit y Reject edScaling Act ivit y Reject ed: The request  of a scaling act ivity is received but rejected because
the trigger condit ions are not met.

Aut o Scaling Monit oring··Set  not ificat ion receiving

> Document  Version: 20210909 19



You can view the monitoring charts of a scaling group. This helps you understand the resource usage of
the scaling group within a month.

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. Go to the Monit oring Det ailsMonit oring Det ails page of the scaling group.

i. In the left-side navigation pane, click Scaling GroupsScaling Groups.

ii. In the top navigation bar, select  a region.

iii. Find a scaling group and use one of the following methods to open the details page of the
scaling group:

Click the ID of the scaling group in the Scaling Group Name/IDScaling Group Name/ID column.

In the Act ionsAct ions column corresponding to the instance, click Det ailsDet ails.

iv. In the upper part  of the page, click the Monit oring Det ailsMonit oring Det ails tab.

3. Select  the t ime range of the monitoring charts.

Time range: You can select  1 Hour, 6 Hours, 12 Hours, 1 Day, or 1 Week, or specify a t ime period
within a month.

Auto refresh: If  you turn on Aut o Ref reshAut o Ref resh, the system automatically refreshes the monitoring
data every 5 seconds.

4. View the monitoring charts.

The following figure shows the CPU, Memory, and Load Metrics monitoring charts.

You can click a monitoring dimension such as Average or Maximum in the upper part  of the
monitoring chart  to hide or show relevant data in the chart.

You can click the  icon in the chart  to enlarge the current chart. You can also select  a t ime

range in the enlarged chart  to view data of that t ime period.

If  a monitoring chart  has no data, you have not created an event-triggered task for the
corresponding metric. Create an event-triggered task as prompted. For more information, see
Create an event-triggered task.

4.View the monitoring information4.View the monitoring information
of a scaling groupof a scaling group

Monit oring··View t he monit oring infor
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