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Legal disclaimer
Alibaba Cloud reminds you t o carefully read and fully underst and t he t erms and condit ions of t his legal
disclaimer before you read or use t his document . If you have read or used t his document , it  shall be deemed
as your t ot al accept ance of t his legal disclaimer.

1. You shall download and obt ain t his document  from t he Alibaba Cloud websit e or ot her Alibaba Cloud-
aut horized channels, and use t his document  for your own legal business act ivit ies only. The cont ent  of
t his document  is considered confident ial informat ion of Alibaba Cloud. You shall st rict ly abide by t he
confident ialit y obligat ions. No part  of t his document  shall be disclosed or provided t o any t hird part y for
use wit hout  t he prior writ t en consent  of Alibaba Cloud.

2. No part  of t his document  shall be excerpt ed, t ranslat ed, reproduced, t ransmit t ed, or disseminat ed by
any organizat ion, company or individual in any form or by any means wit hout  t he prior writ t en consent  of
Alibaba Cloud.

3. The cont ent  of t his document  may be changed because of product  version upgrade, adjust ment , or
ot her reasons. Alibaba Cloud reserves t he right  t o modify t he cont ent  of t his document  wit hout  not ice
and an updat ed version of t his document  will be released t hrough Alibaba Cloud-aut horized channels
from t ime t o t ime. You should pay at t ent ion t o t he version changes of t his document  as t hey occur and
download and obt ain t he most  up-t o-dat e version of t his document  from Alibaba Cloud-aut horized
channels.

4. This document  serves only as a reference guide for your use of Alibaba Cloud product s and services.
Alibaba Cloud provides t his document  based on t he "st at us quo", "being defect ive", and "exist ing
funct ions" of it s product s and services. Alibaba Cloud makes every effort  t o provide relevant  operat ional
guidance based on exist ing t echnologies. However, Alibaba Cloud hereby makes a clear st at ement  t hat
it  in no way guarant ees t he accuracy, int egrit y, applicabilit y, and reliabilit y of t he cont ent  of t his
document , eit her explicit ly or implicit ly. Alibaba Cloud shall not  t ake legal responsibilit y for any errors or
lost  profit s incurred by any organizat ion, company, or individual arising from download, use, or t rust  in
t his document . Alibaba Cloud shall not , under any circumst ances, t ake responsibilit y for any indirect ,
consequent ial, punit ive, cont ingent , special, or punit ive damages, including lost  profit s arising from t he
use or t rust  in t his document  (even if Alibaba Cloud has been not ified of t he possibilit y of such a loss).

5. By law, all t he cont ent s in Alibaba Cloud document s, including but  not  limit ed t o pict ures, archit ect ure
design, page layout , and t ext  descript ion, are int ellect ual propert y of Alibaba Cloud and/or it s
affiliat es. This int ellect ual propert y includes, but  is not  limit ed t o, t rademark right s, pat ent  right s,
copyright s, and t rade secret s. No part  of t his document  shall be used, modified, reproduced, publicly
t ransmit t ed, changed, disseminat ed, dist ribut ed, or published wit hout  t he prior writ t en consent  of
Alibaba Cloud and/or it s affiliat es. The names owned by Alibaba Cloud shall not  be used, published, or
reproduced for market ing, advert ising, promot ion, or ot her purposes wit hout  t he prior writ t en consent  of
Alibaba Cloud. The names owned by Alibaba Cloud include, but  are not  limit ed t o, "Alibaba Cloud",
"Aliyun", "HiChina", and ot her brands of Alibaba Cloud and/or it s affiliat es, which appear separat ely or in
combinat ion, as well as t he auxiliary signs and pat t erns of t he preceding brands, or anyt hing similar t o
t he company names, t rade names, t rademarks, product  or service names, domain names, pat t erns,
logos, marks, signs, or special descript ions t hat  t hird part ies ident ify as Alibaba Cloud and/or it s
affiliat es.

6. Please direct ly cont act  Alibaba Cloud for any errors of t his document .
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Document conventions
St yleSt yle Descript ionDescript ion ExampleExample

 DangerDanger
A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

 Danger:Danger:

Resetting will result  in the loss of user
configuration data.

 WarningWarning
A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

 Warning:Warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

 Not iceNot ice
A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

 Not ice:Not ice:

If the weight is set to 0, the server no
longer receives new requests.

 Not eNot e
A note indicates supplemental
instructions, best practices, t ips, and
other content.

 Not e:Not e:

You can use Ctrl + A to select all files.

>
Closing angle brackets are used to
indicate a multi-level menu cascade.

Click Set t ingsSet t ings > Net workNet work> Set  net workSet  net work
t ypet ype.

BoldBold
Bold formatting is used for buttons ,
menus, page names, and other UI
elements.

Click OKOK.

Courier font Courier font is used for commands
Run the cd /d C:/window  command to
enter the Windows system folder.

Italic Italic formatting is used for parameters
and variables.

bae log list  --instanceid

Instance_ID

[] or [a|b]
This format is used for an optional value,
where only one item can be selected.

ipconfig [-all|-t]

{} or {a|b}
This format is used for a required value,
where only one item can be selected.

switch {active|stand}
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After you act ivate the Trial Edit ion of Application Real-Time Monitoring Service (ARMS), you can use all
sub-services of ARMS. You can get a free trial of 15 days for a paid sub-service. After the free trial
expires, you must act ivate the Basic Edit ion or Pro Edit ion. This topic describes how to act ivate the
different edit ions of ARMS and how to purchase resource plans.

PrerequisitesPrerequisites
An Alibaba Cloud account is created and real-name verificat ion is passed.

Activate ARMS for freeActivate ARMS for free
If  you use ARMS for the first  t ime, perform the following steps to act ivate ARMS for free.

1. Open the ARMS product homepage.

2. On the page that appears, click Log InLog In in the upper-right corner.

3. On the Sign InSign In page, enter your Alibaba Cloud account and password, and click Sign InSign In.

4. On the product homepage, click ApplyApply. On the Applicat ion Real-T ime Monit oring ServiceApplicat ion Real-T ime Monit oring Service
page, select  Applicat ion Real-T ime Monit oring Service T erms of  ServiceApplicat ion Real-T ime Monit oring Service T erms of  Service and click Act ivat eAct ivat e
NowNow.

Activate a sub-service or upgrade to the Pro EditionActivate a sub-service or upgrade to the Pro Edition
After you act ivate ARMS, you can get a free trial of 15 days. During this period, you can get a free
quota each day. If  the daily free quota of a sub-service is used up, the sub-service becomes
unavailable. To continue to use the sub-service, you can wait  until your free quota is restored the next
day. You can also act ivate the Pro Edit ion. After you act ivate the Pro Edit ion, you can purchase resource
plans to reduce costs.

Activate a sub-serviceActivate a sub-service

1.Activate and upgrade ARMS1.Activate and upgrade ARMS
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Paid sub-service Daily quota during 15-day free trial Activate or purchase link

Application
Monitoring

240 agents × hours (for example, 10
agents run for 24 hours)

Activate Application Monitoring Basic
Edition in the ARMS console

Activate Application Monitoring Pro
Edition

Purchase an Application Monitoring
resource plan

Not e Not e After the free trial
expires, you must activate the Basic
Edition or Pro Edition. After you
activate the Basic Edition, you can
upgrade it  to the Pro Edition at any
time. For more information about
the functional differences between
the Basic Edition and Pro Edition of
Application Monitoring, see
Comparison between different
editions.

Browser
Monitoring

20,000 times of data sending

Activate Application Monitoring Basic
Edition in the ARMS console

Activate Browser Monitoring Pro
Edition

Purchase a Browser Monitoring
resource plan

Prometheus
Monitoring

Sending of 20 million custom metrics
Activate Prometheus Monitoring Pro
Edition

More informationMore information
After you act ivate ARMS, read the following topics to get started with the monitoring features of
ARMS:

Application Monitoring: Create an application monitoring job

Browser Monitoring: Install the browser monitoring probe by using CDN

Prometheus Monitoring: Use ARMS Prometheus Monitoring

Dashboards: Create a dashboard for an application monitoring job

Alerts: Create ARMS alerts

Related informationRelated information

ARMS Pricing

Quick st art ··Act ivat e and upgrade A
RMS
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Application Real-Time Monitoring Service (ARMS) provides application monitoring features such as
application trace analysis, local stack diagnosis, and business log troubleshooting. To monitor an
application by using ARMS, you must create an application monitoring job.

Background informationBackground information
ARMS can monitor Java and PHP applications that run in various environments. This topic describes how
to create an application monitoring job for a Java application that runs on an Elast ic Compute Service
(ECS) instance in the Tomcat environment. To ensure that you can monitor applications in different
environments, ARMS allows you to install the ARMS agent manually or using scripts. However, to help
you understand the general steps for creating an application monitoring job, this topic describes how
to manually install the ARMS agent.

PrerequisitesPrerequisites
Activate and upgrade ARMS

Ports 8442, 8443, and 8883 in the security group have been opened for TCP outbound access. For
more information about how to grant outbound permissions to ECS, see Add security group rules.

Not e Not e In addit ion to applications on Alibaba Cloud ECS instances, applications on public
network servers can also access ARMS.

Step 1: Obtain the license keyStep 1: Obtain the license key
Perform the following steps to obtain the license key:

1. Log on to the ARMS console .

2. In the left-side navigation pane, choose Applicat ion Monit oringApplicat ion Monit oring >  > Applicat ionsApplicat ions.

3. On the Applicat ionsApplicat ions page, select  a region in the top navigation bar, and click Add Applicat ionAdd Applicat ion in
the upper-right corner.

4. Copy the license key at  the top of the Add Applicat ionAdd Applicat ion page.

Step 2: Configure the Tomcat runtime environmentStep 2: Configure the Tomcat runtime environment
Perform the following steps to configure the Tomcat runtime environment and set  the required
parameters in the configuration file:

1. Open the {TOMCAT_HOME}/bin/catalina.sh configuration file.

2.Create an application monitoring2.Create an application monitoring
jobjob
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Not e Not e If  your Tomcat does not contain the catalina.sh configuration file, f ind and open
the {TOMCAT_HOME}/bin/setenv.sh configuration file.

2. Append the following configurations to the configuration file:

Not e Not e Replace <licenseKey> in the following sample code with the license key that you
obtained in Step 1. Replace <appName> with the name of your application.

JAVA_OPTS="$JAVA_OPTS -javaagent:/workspace/ArmsAgent/arms-bootstrap-1.7.0-SNAPSHOT.jar -Da
rms.licenseKey=<licenseKey> -Darms.appName=<appName>"
                    

The following sample code shows how to configure the Tomcat runtime environment:

Step 3: Install the ARMS agent for Java applicationsStep 3: Install the ARMS agent for Java applications
Perform the following steps to install the ARMS agent for Java applications and collect  the monitoring
data that you need:

1. Run the wgetwget  command to download the compressed package of the ARMS agent for Java
applications.

Not e Not e The China (Hangzhou) region is used in this example. For the download links of the
ARMS agent for Java applications in other regions, see Procedure.

# China (Hangzhou)
wget "http://arms-apm-hangzhou.oss-cn-hangzhou.aliyuncs.com/ArmsAgent.zip" -O ArmsAgent.zip

Quick st art ··Creat e an applicat ion m
onit oring job
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2. Decompress the package of the ARMS agent for Java applications to a working directory. In this
example, the working directory is workspace.

unzip ArmsAgent.zip -d /workspace/

The following sample code shows how to install the ARMS agent for Java applications:

Step 4: Restart TomcatStep 4: Restart Tomcat
1. Go to the {TOMCAT_HOME}/bin directory.

2. Restart  Tomcat.

./startup.sh

The following sample code shows how to restart  Tomcat:

Applicat ion Real-t ime Monit oring Se
rvice

Quick st art ··Creat e an applicat ion m
onit oring job

> Document  Version: 20210104 9



Verify the resultVerify the result
After 2 to 3 minutes, log on to the ARMS console. In the left-side navigation pane, choose Applicat ionApplicat ion
Monit oringMonit oring >  > Applicat ionsApplicat ions. If  your application (specified by the <appName> parameter) appears on
the Applications page, it  indicates that the application monitoring job is created.

Related informationRelated information
Manually install the ARMS agent for a Java application

Enable ARMS to monitor an EDAS application

Install the ARMS agent for a Java application deployed in Container Service for Kubernetes

Install the ARMS agent for an application deployed in an open source Kubernetes environment

Install the ARMS agent for a Java application deployed in a Docker cluster

Install the ARMS agent for a Java application by using scripts

FAQ

Install the ARMS agent for a PHP application

Install the ARMS agent for PHP applications deployed on mult iple servers in standalone mode

Install the ARMS agent for a PHP application deployed in Container Service for Kubernetes

Quick st art ··Creat e an applicat ion m
onit oring job
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Application Real-Time Monitoring Service (ARMS) provides the Application Monitoring module to help
you troubleshoot your applications based on the collected monitoring data. To monitor an application
in real t ime, you can create a dashboard for the application monitoring job. The dashboard displays the
status of your application in real t ime.

PrerequisitesPrerequisites
An application monitoring job is created in the ARMS console. For more information, see Create an
application monitoring job.

ProcedureProcedure
1. Log on to the ARMS console .

2. In the left-side navigation pane, click DashboardsDashboards. On the DashboardsDashboards page, choose Creat eCreat e
DashboardDashboard >  > Cust om DashboardCust om Dashboard in the upper-right corner.

3. In the Creat e DashboardCreat e Dashboard dialog box, enter the dashboard name and click OKOK. For example, enter
App Dashboard. The system creates a blank tab for this dashboard.

4. Click the pencil icon on the top of the tab. In the T abT ab dialog box, enter the application name in the
Tab Name field and click SaveSave. For example, enter Tomcat-Demo.

5. Add an application topology. In Edit  mode, choose Int eract ive Cont rolInt eract ive Cont rol >  > APM Monit oringAPM Monit oring
T opologyT opology in the upper-right corner of the page. In the APM T opologyAPM T opology dialog box, enter the
topology name, select  a dataset of the application monitoring job, and then click OKOK.

3.Create a dashboard for an3.Create a dashboard for an
application monitoring jobapplication monitoring job
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Not e Not e Drag the lower-right corner of a chart  to resize it  as needed. Drag the chart  to
change its posit ion.

6. Add an application monitoring chart. In Edit  mode, choose Int eract ive Cont rolInt eract ive Cont rol >  > APMAPM
Monit oring GraphMonit oring Graph in the upper-right corner of the page. In the New Int eract ive ChartNew Int eract ive Chart  dialog
box, set  all the required parameters and click OKOK. For example, after you select  an application site,
select  Invocat ion_St at ist icInvocat ion_St at ist ic  from the T ypeT ype drop-down list , select  AllAll from the DimensionDimension drop-
down list , and select  a.Invocat ion_counta.Invocat ion_count  from the Met ricMet ric drop-down list .

Quick st art ··Creat e a dashboard for 
an applicat ion monit oring job
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7. Repeat the preceding step to add two more application monitoring charts. One is used to calculate
the response t ime and the other is used to calculate errors. In the New Int eract ive ChartNew Int eract ive Chart  dialog
box, select  the same application site, type, and dimension as in the preceding step, but select
a.Invocat ion_RT _msa.Invocat ion_RT _ms and a.Invocat ion_ErrorCounta.Invocat ion_ErrorCount  from the Met ricMet ric drop-down list . The
following figure shows the created dashboard.

8. (Optional)To create dashboards for more applications, click the add icon (++ ) on the top of the tab,
and follow the preceding steps to add more application monitoring charts.

9. In Edit  mode, click View ModeView Mode in the upper-right corner and click Full-screenFull-screen. The dashboard
appears in full-screen mode.

Not e Not e To switch to the dark theme, click Edit  Mode and choose T hemeT heme >  > DarkDark in the
upper-right corner of the page.
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ReferencesReferences
Create an application monitoring job

Manually install the ARMS agent for a Java application

Create a dashboard

Manage a dashboard
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Application Real-Time Monitoring Service (ARMS) allows you to create alerts for monitoring jobs. When
alert  condit ions are met, you can receive alerts in real t ime through emails, SMS messages, and DingTalk.
This helps you detect  errors in a proactive manner. This topic describes how to create application
monitoring alerts, browser monitoring alerts, custom monitoring alerts, and Prometheus monitoring
alerts by using an instance.

PrerequisitesPrerequisites
A monitoring job and a contact  group are created. For more information, see the following topics:

Create an application monitoring job

Create contacts

Create a contact  group

Create an application monitoring alertCreate an application monitoring alert
To create a Java Virtual Machine-Garbage Collect ion (JVM-GC) alert  for an application monitoring job,
perform the following steps:

1. Log on to the ARMS console. In the left-side navigation pane, choose Alert sAlert s >  > Alert  PoliciesAlert  Policies.

2. On the Alarm PoliciesAlarm Policies page, choose Creat e AlarmCreat e Alarm >  > Applicat ion Monit oring AlarmApplicat ion Monit oring Alarm in the
upper-right corner.

3. In the Creat e AlarmCreat e Alarm dialog box, set  all the required parameters and click SaveSave.
Set  the following parameters:

4.Create ARMS alerts4.Create ARMS alerts
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i. Enter an alert  name, for example, JVM-GC_Comparison.

ii. In the Applicat ion Sit eApplicat ion Sit e field, select  the monitoring job you created.

iii. In the T ypeT ype field, select  the type of the monitoring metric, for example, JVM_Monitoring.

iv. Set  Dimension to Traverse.

v. Configure an alert  rule.

a. Select  Meet  All of  t he Following Crit eriaMeet  All of  t he Following Crit eria.

b. Edit  the alert  rule. For example, an alert  is triggered when the value of N is 5 and the
average value of JVM_FullGC increases by 100% compared with that in the previous hour.

Not e Not e To add another alert  rule, click the plus sign (+) on the right of the first
alert  rule.

vi. Select  one or more notificat ion methods. For example, select  Email.

vii. Select  the notificat ion receivers. In the Cont act  GroupsCont act  Groups sect ion, click the name of a contact
group. If  the contact  group appears in the Select ed GroupsSelect ed Groups sect ion, the sett ing is successful.

Create a browser monitoring alertCreate a browser monitoring alert
To create a Page_Metric alert  to monitor JS_Error_Rate and JS_Error_Count for a browser monitoring job,
perform the following steps:

1. In the left-side navigation pane, choose Alert sAlert s >  > Alert  PoliciesAlert  Policies.

Quick st art ··Creat e ARMS alert s Applicat ion Real-t ime Monit oring Se
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2. On the Alarm PoliciesAlarm Policies page, choose Creat e AlarmCreat e Alarm >  > Browser Monit oring AlarmBrowser Monit oring Alarm in the upper-
right corner.

3. In the Creat e AlarmCreat e Alarm dialog box, set  all the required parameters and click SaveSave.
Set  the following parameters:

i. Enter an alert  name, for example, Page_Metric.

ii. In the Applicat ion Sit eApplicat ion Sit e field, select  the monitoring job you created.

iii. In the T ypeT ype field, select  the type of the monitoring metric, for example, Page_Metric.

iv. Set  Dimension to Traverse.

v. Configure an alert  rule.

a. Select  Meet  All of  t he Following Crit eriaMeet  All of  t he Following Crit eria.

b. Edit  the alert  rule. For example, an alert  is triggered when the value of N is 10 and the
average value of JS_Error_Rate equals or exceeds 20.

c. To add another alert  rule, click the plus sign (++ ) on the right of the first  alert  rule. For
example, an alert  is triggered when the value of N is 10 and the sum of JS_Error_Count
equals or exceeds 20.

vi. Select  one or more notificat ion methods. For example, select  SMS and Email.

vii. Select  the notificat ion receivers. In the Cont act  GroupsCont act  Groups sect ion, click the name of a contact
group. If  the contact  group appears in the Select ed GroupsSelect ed Groups sect ion, the sett ing is successful.

Create a Prometheus monitoring alertCreate a Prometheus monitoring alert
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To create an alert  on network receiving pressure for a Prometheus monitoring job, perform the
following steps:

1. In the left-side navigation pane, choose Alert sAlert s >  > Alert  PoliciesAlert  Policies.

2. On the Alarm PoliciesAlarm Policies page, choose Creat e AlarmCreat e Alarm >  > Promet heusPromet heus in the upper-right corner.

3. In the Creat e AlarmCreat e Alarm dialog box, set  all the required parameters and click SaveSave.

Set  the following parameters:

i. Enter an alert  name, for example, Received_Bytes.

ii. Select  the clust erclust er of the Prometheus monitoring job.

iii. Set  T ypeT ype to graf anagraf ana.

iv. Select  the specific dashboarddashboard and chartchart .

Quick st art ··Creat e ARMS alert s Applicat ion Real-t ime Monit oring Se
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v. Configure an alert  rule.

a. Select  Meet  All of  t he Following Crit eriaMeet  All of  t he Following Crit eria.

b. Edit  the alert  rule. For example, an alert  is triggered when the value of N is 5 and the
average value of Received_Bytes (MB) equals or exceeds 3.

Not e Not e A Grafana chart  may contain data of curve A, curve B, and curve C. You
can select  one of them to monitor.

c. In the PromQLPromQL field, edit  or enter a new PromQL statement.

Not ice Not ice If  a PromQL statement contains a dollar sign (  $ ), an error may occur.

You must delete the equal sign (  = ) and the parameters on both sides of the equal

sign (  = ) in the statement that contains the dollar sign (  $ ). For example, change  su
m (rate (container_network_receive_bytes_total{instance=~"^$HostIp.*"}[1m]))  to  sum (r
ate (container_network_receive_bytes_total[1m])) .

vi. Select  one or more notificat ion methods. For example, select  SMS.

vii. Select  the notificat ion receivers. In the Cont act  GroupsCont act  Groups sect ion, click the name of a contact
group. If  the contact  group appears in the Select ed GroupsSelect ed Groups sect ion, the sett ing is successful.
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