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Legal disclaimer

Alibaba Cloud reminds you to carefully read and fully understand the terms and conditions of this legal
disclaimer before you read or use this document. If you have read or used this document, it shall be deemed
as your total acceptance of this legal disclaimer.

1.

You shall download and obt ain this document from the Alibaba Cloud website or other Alibaba Cloud-
aut horized channels, and use this document for your own legal business activities only. The content of
this document is considered confidential information of Alibaba Cloud. You shall strictly abide by the
confidentiality obligations. No part of this document shall be disclosed or provided to any third party for
use wit hout the prior written consent of Alibaba Cloud.

. No part of this document shall be excerpted, translated, reproduced, transmitted, or disseminated by

any organization, company or individual in any form or by any means without the prior written consent of
Alibaba Cloud.

. The content of this document may be changed because of product version upgrade, adjustment, or

other reasons. Alibaba Cloud reserves the right to modify the content of this document without notice
and an updated version of this document will be released through Alibaba Cloud-aut horized channels
from time to time. You should pay attention to the version changes of this document as they occur and
download and obt ain the most up-to-date version of this document from Alibaba Cloud-aut horized
channels.

. This document serves only as a reference guide for your use of Alibaba Cloud products and services.

Alibaba Cloud provides this document based onthe "status quo", "being defective", and "existing
functions" of its products and services. Alibaba Cloud makes every effort to provide relevant operational
guidance based on existing technologies. However, Alibaba Cloud hereby makes a clear statement that
it in no way guarantees the accuracy, integrity, applicability, and reliability of the content of this
document, either explicitly or implicitly. Alibaba Cloud shall not take legal responsibility for any errors or
lost profits incurred by any organization, company, or individual arising from download, use, or trust in
this document. Alibaba Cloud shall not, under any circumstances, take responsibility for any indirect,
consequential, punitive, contingent, special, or punitive damages, including lost profits arising from t he
use or trust inthis document (evenif Alibaba Cloud has been notified of the possibility of such a loss).

. By law, allthe contents in Alibaba Cloud documents, including but not limited to pictures, architecture

design, page layout, and text description, are intellectual property of Alibaba Cloud and/or its
affiliates. This intellect ual property includes, but is not limited to, trademark rights, patent rights,
copyrights, and trade secrets. No part of this document shall be used, modified, reproduced, publicly
transmitted, changed, disseminated, distributed, or published wit hout the prior written consent of
Alibaba Cloud and/or its affiliates. The names owned by Alibaba Cloud shall not be used, published, or
reproduced for marketing, advertising, promotion, or ot her purposes wit hout the prior written consent of
Alibaba Cloud. The names owned by Alibaba Cloud include, but are not limited to, "Alibaba Cloud",
"Aliyun", "HiChina", and other brands of Alibaba Cloud and/or its affiliates, which appear separately or in
combination, as well as the auxiliary signs and patterns of the preceding brands, or anyt hing similar to
the company names, trade names, trademarks, product or service names, domain names, patterns,
logos, marks, signs, or special descriptions that third parties identify as Alibaba Cloud and/or its
affiliates.

. Please directly contact Alibaba Cloud for any errors of this document.
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Document conventions

Style

/\ Danger

warning

) Notice

@ Note

Bold

Courier font

Italic

(1 or [alb]

{} or {a|b}

Description

A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

A note indicates supplemental
instructions, best practices, tips, and
other content.

Closing angle brackets are used to
indicate a multi-level menu cascade.

Bold formatting is used for buttons ,
menus, page names, and other Ul
elements.

Courier font is used for commands

ltalic formatting is used for parameters
and variables.

This format is used for an optional value,
where only one item can be selected.

This format is used for a required value,
where only one item can be selected.

Example

& Danger:

Resetting will result in the loss of user
configuration data.

warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

p Notice:

If the weight is set to 0, the server no
longer receives new requests.

@ Note:

You can use Ctrl + A to select all files.

Click Settings> Network> Set network
type.

Click OK.

Runthe cd /d C:/window command to
enter the Windows system folder.

bae log list --instanceid

Instance_ID

ipconfig [-all|-t]

switch {active|stand}
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1.Workflow

The complete workflow for Container Service is as follows.

Select an image

Create an
Create a duster
application Manage container lifecycle

Select an orchestration
template

Grant roles to an
account

Step 1: Grant roles to an account.
For more information, see Role authorization.
Step 2: Create a cluster.

You can select the network environment of the cluster, and set the number of nodes and
configurations for the cluster.

Step 3: Create an application by using an image or orchestration template.
Select an existing image or orchestration template, or create a new image or orchestration template.

If your application is composed of services supported by multiple images, create the application by
using an orchestration template.

Step 4: Check the application status and the information of relevant services and
containers after the deployment.
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2.Authorizations
2.1. Role authorization

Grant the system default roles AliyunCSDef aultRole and AliyunCSClusterRole to the service account
when you activate Container Service. Only after the roles are correctly granted, Container Service can
normally call the services such as Elastic Compute Service (ECS), Object Storage Service (0SS), NAS, and
Server Load Balancer (SLB), create clusters, and store logs.

Instructions

e [f you have used Container Service before 15 January 2018, the system completes the role
authorization by default. For more information about the permissions associated with each role, see
the APl documents of each product. If you used Container Service with a Resource Access
Management (RAM) user before, upgrade the authorization policy for the RAM user. For more
information, see 7 Ik S S BE FH4%.

e 0On 15 January 2018, Container Service is fully accessed to the cross-service authorization. New users
who use the primary account can use Container Service only after having the cross-service
authorization completed. If new users need to authorize RAM users to use Container Service, go to
the RAM console to authorize the RAM users. For more information, see Use sub-accounts.

Procedure

1. If you have not granted the default roles to the service account correctly, the Cloud Resource
Access Authorization page appears after you log on to the Container Service console. Click
Confirm Authorization Policy.

Cloud Resource Access Authorization

Note: If you need to modify role permissions, please go to the RAM Console. Role Management. If you do not configure it correctly, the following role: CS will not be able to obtain the reguired
permissions.

S needs your permission to access your cloud resources,

AliyunCSDefaultRole

2
AliyunCSClusterRole .

Confirm Authorization Policy Cancel

@ Note Container Service has configured the default role permissions. To modify the role
permissions, go to the User Management page of the RAM console. Note that incorrect
configurations might cause Container Service cannot obtain the required permissions.

2. After completing the authorization, refresh the Container Service console and then performthe
operations.

To view the policy details of the roles AliyunCSDef aultRole and AliyunCSClusterRole, log onto the
RAM console.

Default role permissions
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For more information about permissions of each role, see the APIdocuments of each product.

AliyunCSDefaultRole permissions

The default role AliyunCSDef aultRole contains the following main permissions:

e ECS-related permissions
Action
ecs:Runinstances

ecs:Renewlinstance

ecs:Create*

ecs:AllocatePubliclpAddress
ecs:AllocateEipAddress
ecs:Delete*
ecs:Startinstance
ecs:Stoplinstance
ecs:Rebootinstance
ecs:Describe*
ecs:AuthorizeSecurityGroup
ecs:RevokeSecurityGroup
ecs:AuthorizeSecurityGroupEgress
ecs:AttachDisk
ecs:DetachDisk
ecs:AddTags
ecs:ReplaceSystemDisk
ecs:ModifylnstanceAttribute

ecs:JoinSecurityGroup

ecs:LeaveSecurityGroup

ecs:UnassociateEipAddress

ecs:ReleaseEipAddress

Description
Query ECS instance information.
Renew ECS instances.

Create ECS-related resources, such as instances and
disks.

Allocate public IP addresses.

Allocate Elastic IP (EIP) addresses.

Delete ECS instances.

Start ECS-related resources.

Stop ECS instances.

Restart ECS instances.

Query ECS-related resources.

Configure inbound security group rules.
Revoke security group rules.

Configure outbound security group rules.
Add disks.

Clean up disks.

Add tags.

Change system disks of ECS instances.
Modify ECS instance attributes.

Add ECS instances to specified security groups.

Remove ECS instances from specified security
groups.

Unbind EIP addresses.

Release EIP addresses.
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e Virtual Private Cloud (VPC)-related permissions
Action

vpc:Describe*

vpc:DescribeVpcs

vpc:AllocateEipAddress

vpc:AssociateEipAddress
vpc:UnassociateEipAddress
vpc:ReleaseEipAddress

vpc:CreateRouteEntry

vpc:DeleteRouteEntry

SLB-related permissions
Action

slb:Describe*

slb: CreateLoadBalancer
slb:DeleteLoadBalancer
slb:RemoveBackendServers
slb:StartLoadBalancerListener

slb:StopLoadBalancerListener

slb:CreateLoadBalancerT CPListener

slb:AddBackendServers

Description

Query information of VPC-related resources.

Query VPC information.

Allocate EIP addresses.

Associate with EIP addresses.

Do not associate with EIP addresses.

Release EIP addresses.

Create router interfaces.

Delete router interfaces.

Description

Query information related to Server Load Balancer.

Create Server Load Balancer instances.

Delete Server Load Balancer instances.

Unbind Server Load Balancer instances.

Start specified listeners.

Stop specified listeners.

Create TCP-based listening rules for Server Load
Balancer instances.

Add backend servers.

AliyunCSClusterRole permissions
The default role AliyunCSClusterRole contains the following main permissions:

e (0SS-related permissions

Action Description

0ss:PutObject Upload files or folders.
0ss:GetObject Retrieve files or folders.

0ss:ListObjects Query file list information.
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o NAS-related permissions
Action
nas:Describe*

nas:CreateAccessRule

SLB-related permissions
Action

slb:Describe*
slb:CreateLoadBalancer
slb:DeleteLoadBalancer
slb:RemoveBackendServers
slb:StartLoadBalancerListener

slb:StopLoadBalancerListener

slb:CreateLoadBalancerT CPListener

slb:AddBackendServers

slb:DeleteLoadBalancerListener

slb:CreateVServerGroup

slb:ModifyVServerGroupBackendServers

slb:CreateLoadBalancerHT T PListener

slb:SetBackendServers

slb:AddTags

Description
Return NAS-related information.

Create permission rules.

Description

Query information related to Server Load Balancer.

Create Server Load Balancer instances.

Delete Server Load Balancer instances.

Unbind Server Load Balancer instances.

Start specified listeners.

Stop specified listeners.

Create TCP-based listening rules for Server Load
Balancer instances.

Add backend servers.

Delete listening rules of Server Load Balancer
instances.

Create VServer groups and add backend servers.

Change backend servers in VServer groups.

Create HTTP-based listeners for Server Load
Balancer instances.

Configure backend servers and set the weight for a
group of ECS instances at the Server Load Balancer

instance backend.

Add tags for Server Load Balancer instances.

2.2. Use sub-accounts

Grant the sub-accounts the corresponding permissions before using the sub-accountsto log onto the
Container Service console and performthe operations.

Step 1 Create sub-accounts and enable console logon

1. Log onto the RAM console.
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Enter the username of the sub-account and then click OK.

o v M W N

Enterthe logon password in the appeared dialog box and click OK.

ClickEnable Console Logon inthe Web Console Logon Management section.

Click Users in the left-side navigation pane. Click Create User in the upper-right corner.

On the User Management page, click Manage at the right of the created sub-account.

Step 2 Grant sub-accounts permissions to access Container Service

1. Onthe User Management page, click Authorize at the right of the created sub-account.

Roles

Settings 2017-11-27 11:55:21

2017-11-01 11:24:54

RAM User Management 2 Refresh
Dashboard

UserName v | | Search by User Name Ex=3
Users
Groups User Name/Display Name Created At Actions
Folicies r 2017-11-01 11:26:17 Manage Delete

Manage

Manage

Join Group

Authorize Delete
Join Group

Authorize | Delete
Join Group

2. Select the authorization policy and click 1 to add the policy to the Selected Authorization Policy

Name.

Edit Usar-Level Authorization

Available Authorization Policy Names Type Selected Authorization Policy Name

Ccs wy AdministratorAccess

MRoeLocument -

AliVUNACSRESOUCESACCESS Yangx.., . AliyunACSRes0UrcesACCess_xingy. .

J:‘:.I.i\_,fu nCSRc:a dOr [yvaccess System

AliyunCSFullaccess

System

Type

System

Close

You can use the following system default authorization policies:
o AliyunCSFullAccess: Provides full access to Container Service.

o AliyunCSReadOnlyAccess: Provides read-only access to Container Service.

You can also create custom authorization policies as per your needs and grant the policies to the

sub-accounts. For more information, see Create custom authorization policies.

Step 3 Log on to Container Service console with sub-accounts
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Log onto the Container Service console with a sub-account.

If you have granted the AliyunCSDef aultRole and AliyunCSClusterRole roles to the main account, you
can use the sub-account directly to log on to the Container Service console and performthe
operations.

If you have not granted the AliyunCSDef aultRole or AliyunCSClusterRole roles to the main account
before, click Confirm Authorization Policy in the appeared Cloud Resource Access Authorization
page.

Cloud Resource Access Authorization

Note: If you need to modify role parmissions, please go to the RAM Consale. Role Management. If you do not configure it correctly, the following role: €S will not be able to obtain the required
permissions.
CS needs your permission to access your cloud resources.
v
AliyunCSDefaultRole .
3
AliyunCSClusterRole .

‘Confirm Authorization Policy Cancel

Then, refresh the Container Service console to performthe operations.

2.3. Create custom authorization
policies

The authorization granularity of the system authorization policies provided by Container Service is
coarse. If these authorization policies with coarse granularity cannot satisfy your requirements, create
the custom authorization policies. For example, to control the permissions to a specific cluster, you
must use the custom authorization policy to meet the requirements with fine granularity.

Create custom authorization policies

Get to know the basic structure and syntax of the authorization policy language before creating
custom authorization policies. For more information, see Authorization policy language descriptions.

This document introduces how to grant Resource Access Management (RAM) users permissions to
query, expand, and delete clusters.

Procedure
1. Log onto the RAM console with the primary account.

2. ClickPolicies in the left-side navigation pane. Click Create Authorization Policy in the upper-
right corner.

3. Select atemplate. Enter the authorization policy name and the policy content.
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Create Authorization Policy

Step 2: Edit permissions and submit.

clusterpolicy

* Authorization Policy
Name :

Names must be 1-128 characters long. They may only contain the letters
A-Z, numbers 0-9, and hyphens.

Description :

i : 14

Policy Content - 2 “Statement”: [{
3 “hetion”: [
4 Y g iGetE”,
5 “ce:Scalelluster”,
& : “cs:DeleteCluster”
7 .
] “Effect”: “Allow”,
o “Resource”: [
10

“acsicsi¥rkrcluster/ ch2fde i

11
12 11,
13 “Version”: “17
14|}

Authorization Policy Format

Previous Create Authorization Policy Cancel

"Statement": [{

"Action": [
"cs:Get*",
"cs:ScaleCluster",
"cs:DeleteCluster"

"Effect": "Allow",

"Resource": [
"acs:cs:*:*:cluster/cluster ID"

"Version": "1"

Wherein:

o Action: Enterthe permissionthat you want to grant.
@ Note Allthe Actions support wildcards.

o Resource supportsthe following configuration methods.

m Grant permissions of a single cluster

"Resource": [

"acs:cs:*:*:cluster/cluster ID"
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m Grant permissions of multiple clusters

"Resource": [
"acs:cs:*:*:cluster/cluster ID",

"acs:cs:*:*:cluster/cluster ID"

m Grant permissions of all your clusters

"Resource": [

You must replace cluster 1D with youractual cluster ID.

4. ClickCreate Authorization Policy after completing the configurations.

Container Service RAM action
Action

CreateCluster

Attachinstances

ScaleCluster

GetClusters

GetClusterByld

ModifyClusterName

DeleteCluster

UpgradeClusterAgent

GetClusterLogs

GetClusterEndpoint

GetClusterCerts

RevokeClusterCerts

BindSLB

UnBindSLB

ReBindSecurityGroup

CheckSecurityGroup

FixSecurityGroup

ResetClusterNode

Description
Create clusters.

Add existing Elastic Compute Service (ECS) instances
to clusters.

Expand clusters.

View cluster list.

View cluster details.

Modify cluster names.

Delete clusters.

Upgrade cluster Agent.

View cluster operation logs.

View cluster access point.

Download cluster certificate.

Revoke cluster certificate.

Bind Server Load Balancer instances to clusters.

Unbind Server Load Balancer instances from clusters.

Rebind security groups to clusters.

Check existing security group rules of clusters.

Fix cluster security group rules.

Reset cluster nodes.
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Action

DeleteClusterNode

CreateAutoScale

UpdateAutoScale

DeleteAutoScale

GetClusterProjects

CreateTriggerHook

GetTriggerHook

RevokeTriggerHook

CreateClusterToken

Description

Delete cluster nodes.

Create node auto scaling rules.
Update node auto scaling rules.
Delete node auto scaling rules.
View applications in clusters.
Create triggers for applications.
View application trigger list.
Delete application triggers.

Create tokens.

18
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3.Clusters
3.1. Cluster introduction

A clusteris a collection of cloud resources that are required to run containers. It is associated with
several Elastic Compute Service (ECS) nodes, Server Load Balancer, and other cloud resources.

Create a cluster
You can create a cluster by using the following methods:
Method 1: Create a cluster and several ECS instances.

You can directly create a cluster with several new ECS instances by using Container Service.

The ECS instances created using this method are all Pay-As-You-Go instances. If you want to use
monthly or yearly subscription ECS instances, buy them separately and then follow Method 2.

Method 2: Create a zero-node cluster and add existing ECS instances to the cluster.

1. Create a zero-node cluster.

If you have purchased several ECS instances fromthe ECS service, create a zero-node clusterin
Container Service. Method 1 except that you need to select Do not Add when creating the cluster
to add existing ECS instances instead of creating some new ones.

The operations are the same as Method 1 except that you need to select Do not Add when
creating the cluster to add existing ECS instances instead of creating some new ones.

2. Add existing ECS instances.
You can add an existing ECS instance to Container Service in the following ways:
o Reset the image of the ECS instance and add the ECS instance to the cluster automatically.

As this method will reset the image and system disk of the ECS instance, proceed with caution.
However, ECS instances added by using this method are cleaner.

o Run scripts on the ECS instance and manually add the ECS instance to the cluster.
This method is applicable to images that do not require a reset of the ECS instance.

Add an existing ECS instance.

Manage a cluster

You can search for, expand, connect to, clean up, or delete a cluster. For more information, see the
following documents:

e Searchfora cluster

e Expand a cluster

e Download cluster certificate

Clean up a cluster disk

Delete a cluster

3.2. Cluster lifecycle

A complete cluster lifecycle includes the following statuses.
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Status Description

The successfully created cluster does not contain

inactive
any node.
initial The cluster is applying for corresponding cloud
resources.
. The cluster successfully applied for the cloud
running
resources.
updating The cluster is upgrading the Agent.
scaling Change the number of cluster nodes.
failed The cluster application for cloud resources failed.
deleting The cluster is being deleted.
delete_failed The cluster failed to be deleted.
deleted (invisible to users) The cluster is successfully deleted.
Cluster status flow
updating
upgrade complete
—_— scale —_—
create . succeed . > i
.—. initial }7—-{ running scaling
h g " | complete B
fail delete
delete . )
deleting
succeed

-

3.3. Create a cluster

You can specify the configurations and the number of Elastic Compute Service (ECS) instances when
creating clusters. You can also create a zero-node cluster, and then bind it with other ECS instances.
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@ Note The zero-node cluster s in the Inactive status afterthe creation and is activated with
the Running status after you add ECS instances to it. For how to add existing ECS instances to the
cluster, see Add an existing ECS instance.

Instructions
Container Service performs the following operations when creating a cluster:

e C(Create a Server Load Balancer instance with 80:9080 configured as the listener if the Automatically
Create Server Load Balancer check box is selected.

e Create a security group. The security group rules are as follows.

Virtual Private Cloud (VPC) inbound

< alicloud-cs-auto-creat... & RCICIRPIIN P cd secuity Group Rules Add CassicLink Rule

Security Group R... & Import Rules & Export Rules

Inbound Outhound
Instance Listin S...
Network Interfac...
Allow All 11 Address Field Access  172.22.0.0/16 - 100 2018-05-06 18:36:11 Modify Description | Clone | Delste
Allow All ICMP -1/-1 Address Field Access  0.0.0.0/0 - 100 2018-05-06 18:36:10 Modify Description | Clone | Delete

Allow Custom TCP 80/80 Address Field Access  0.0.0.0/0 - 100 2018-05-06 18:36:09 Modify Description | Clone | Delete

Allow Cusom TCP 443/443 Address Field Access  0.0.0.0/0 - 100 2018-05-06 18:36:09 Modify Description | Clone | Delste

e Create a Resource Access Management (RAM) user if you have activated the RAM service.

e C(Create the ECS instances and distribute the Internet IP address to the ECS instances if you select Add
in the Add Node field. (if the Network Type is VPC, distribute the Elastic IP (EIP) to the ECS instances
and create the corresponding routing rules.)

e Use the configured Logon Password to configure the ECS instances.
@ Note Container Service does not save this password.

e [f the VPC node configuration fails, Container Service collects the standard output of the node
creation and initialization. You can view the information in the cluster logs.

Limits
e Server Load Balancer instances created with clusters are only available in Pay-As-You-Go mode.

e By default, each account has a certain quota for the cloud resources they can create. The cluster
fails to be created if the quota is exceeded. Make sure you have enough quota before creating the
cluster. To increase your quota, open a ticket.

o By default, each account can create at most five clusters in all regions and add up to 20 nodes to
each cluster.

o By default, each account can create at most 100 security groups.
o By default, each account can create at most 60 Pay-As-You-Go Server Load Balancer instances.

o By default, each account can create at most 20 EIPs.

Procedure

1. Log onto the Container Service console.

2. Click Swarm> Clusters in the left-side navigation pane. Click Create Cluster in the upper-right
corner.
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Container Service | Cluster List You can create up to 5 dlusters and can 2dd up to 20 nodes in each duster. Refresh e e S
f—
: & Create cluster & How to add existing ECS instances & Cross-zone node management &' Log Service integration &' Connect to cluster through Docker Client o
Overview
Applications Name v
Services Clus &/ID ClusterType  Region  Network T ClusterStatus | 5@  Number of Nodes Time Created  Docker Version Action
e You currently do not have any elusters, You can Creats Cluster

Nodes

Networks

3. Complete the following configurations.

o Cluster Name: Enter the name of the cluster. It can be 1-63 characters long and contain
numbers, Chinese characters, English letters, and hyphens (-).

@ Note The cluster name must be unigue under the same account and the same region.

o Region: Select the region in which the clusteris to be deployed.

o Zone: Select the zone forthe cluster.

@ Note Youcanselect the region and zone according to the distribution of your servers.

* Cluster Name:
The cluster name should be 1-63 characters long, and can contain numbers, Chinese characters, English letters and hyphens.
Region: China North 1 China North 2 e R =0 China East 2 China South 1 Asia PadficNE1 USWest 1 Asia Padific SE 1
(Qingdao) (Beijing) {Hangzhou) (Shanghai) (Shenzhen) (Tokyo) (Silicon Valley)  (Singapore)
Asia Pacific SE 2 Asia Padfic SE3  EU Central 1 US East 1 China North 3
(Sydney) (Kuala Lumpur)  (Frankfurt) (Virginia) Hong Kong (Zhangjiakou)

Zone: East China 1 Zone G =

4. Select the network type of the cluster. Currently, Container Service only supports VPC.

Complete the corresponding configurations.

Maximum numbser

VPC enables you to build an isolated network environment based on Alibaba Cloud. You can have
full control over your own virtual network, including a free IP address range, Classless Inter-Domain
Routing (CIDR) block division, and the configurations of route table and gateway.

Specify a VPC, a VSwitchld, and the initial CIDR block of containers (the subnet CIDR block to which
the Docker containers belong. For ease of IP management, containers of different virtual machines
belong to different CIDR blocks, and container subnet CIDR block cannot conflict with virtual
machine CIDR block). We recommend that you build your own VPC/VSwitchlid for the clusterto
prevent issues such as network conflicts.

5. Select whether or not to add nodes.
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addNode : [ EFEI Do notadd

You can create a cluster with several new ECS instances, or create a zero-node cluster and then
add existing ECS instances to the cluster. For how to add existing ECS instances to the cluster, see
Add an existing ECS instance.

o Add

a. Select the operating systemfor the node.

Operating System: CentOS 7.4 64bit 4 'f’}

Currently, Ubuntu 14.04/16.04 64bit and CentOS 7.4 64bit are supported.

b. Configure the ECS instance specifications.

Instance Generzt\ Generation IV @

The series IIT use Intel Broadwell CPU , DDR4 memory, default is I/O optimization instance, high frequency and freguency in the two CPU with a
variety of memory ratio, can provide users with better performance and more chaices.

Instance Family: REEIEWGTCY Network Network. Metwork
Type gn5 Enhanced snine Enhanced sn2ne Enhanced selne

I/O Optimized: IO optimized
instance

Instance Type: 8-core, 60GB ( ecs.gn5-_. =

Mors instance type, please contact customer service

Instance Quant h- 5set(s) 10set(s) 20set(s) 2 set(s) =

Each cluster can contain up to 20 ECS instances.
Systemn Disk TypegilicResTil=d SSD Cloud Disk

Data Disk Type: [UEcRe+Til=q SSD Cloud Disk

Add Node

Aftach Data Disk:| | Attach Data Disk

Login: Key Pair

* Logon Passwon @

vord should be 8-30 characters long and contain three types of characters (uppercaseflowercase letters, numbers and special

You can select the generation, family, type, and quantity of the instance, disk type and
capacity (the ECS instance has a 20 GB system disk by default), and logon password.
Container Service uses the configured Logon Password to configure the ECS instances
when creating the cluster, but does not save this password.

@ Note

m The data diskis mounted to the /var/lib/dockerdirectory and used for the
storage of Docker images and containers if you select the Attach Data Disk check
box.

m |nterms of performance and management, we recommend that you mount an
independent data diskto the host and manage the persistent data of containers
by using Docker volumes.

o Do not Add
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You can click Add Existing Instance to add existing ECS instances to the cluster, or click Add
Existing Instances on the Cluster List page to add existing ECS instances to the cluster afterthe
clusteris created. For more information, see Add an existing ECS instance.

6. Select whether or not to configure public EIP.

If you select VPC as the network type, Container Service configures an EIP for each ECS instance in
the VPC environment by default. If this is not required, select the Do not Configure Public EIP
check box and then configure the SNAT gateway.

@ Note Youcan apply forup to 20 EIPs per account. To use VPC and create EIP
automatically when creating a cluster, the cluster fails to be created if the number of EIPs
under your account reaches its quota.

Do not Configure Public EIP

7. Select whether or not to create a Server Load Balancer instance.

Server Load Balance Automatically Create Server Load Balancer

method is Pay-As-You-Go

The Automatically Create Server Load Balancer check box is selected by default. With this check
box selected, a Server Load Balancer instance is created after the clusteris created. You can access
the container applications in the cluster by means of this Server Load Balancer instance. The
created Server Load Balancer instance is in the Pay-As-You-Go mode.

8. Select whether or not to install cloud monitoring plug-in on your ECS instances.

To view the monitoring information of the created ECS instances in the CloudMonitor console,
select the Install cloud monitoring plug-in on your ECS check box.

Monitoring Plug-in :Install cloud monitoring plug-in on your ECS.

9. You can select to add the IP addresses of the ECS instances to the RDS instance whitelist.

Adding the IP addresses of the ECS instances to the RDS instance whitelist facilitates the ECS
instances to access the RDS instances.
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@ Note

o We recommend that you configure the RDS Whitelist when Add is selected for Add
Node.

o If Do not Add is selected for Add Node and you want to configure the RDS Whitelist,
add the existing ECS instances on the Create Cluster page. The RDS Whitelist cannot be
configured if you create a zero-node cluster and add existing ECS instances afterthe
cluster creation.

o The ECS instance must be in the same region as the RDS instance so that the IP address
of the ECS instance can be added to the RDS instance whitelist.

i. ClickSelect RDS Instances. The Add to RDS instance whitelist dialog box appears.

=]
(73]

hitelist : Select RDS Instances

ii. Select the RDS instances and then click OK.

Add to RDS instance whitelist

# Instanceld Instance engine version Zoneld Metwork
# rm-1udallk7o8p2yvioel MySQL 5.6 cn-hangzhou-b VPC
# rm-1udOrifgodbkermwta MySQL 5.7 cn-hangzhou-b WPC

Lo

10. Click Create Cluster.

Afterthe clusteris successfully created, you can configure the ECS instance or Server Load Balancer
instance in the corresponding console.

Subsequent operations

Onthe Cluster List page, you can click View Logs at the right of the clusterto view the creation
process logs of the cluster.

Container Service Cluster List You can create up t 5 clusters and <an add up to 20 nodes in each cluster.  Refresh Create Cluster  ~
Kubernetes  Swarm
Help: & Create dluster & How to add existing ECS instances & Crosszone node management & Log Service integration & Connect to cluster through Docker Client
Overvien
Applications Name ~

Services Cluster Node Number of Docker
Cluster Name/ID Cluster Type Region Network Type Status Siatus @ Nodes Time Created si Actio
Clusters
Nod. fest Aieeba chimaEast1 V"  Healthy 17.06.2- Manage
odes Cloud wpe- @Running 2 05/06/2018,18:36:09 Delete
(Hangzhou) N I z e

Cluster Monitor | Mare=

Networks

You can create applications in the created cluster. For more information, see Create an application.

3.4. Cluster parameter configurations

This document aims to help you understand what the parameters on the page mean when you create a

cluster. Then, you can configure the parameters smoothly. For some parameters, some documents are
provided for your reference.

Cluster Name
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Configure the cluster name.

e The name can be 1-63 characters long and contain numbers, Chinese characters, English letters, and
hyphens (-), but cannot start with a hyphen (-).

e You can modify the cluster name on the Cluster List page after creating the cluster.

Region and Zone

Container Service authorizes to create the region and zone of the Elastic Compute Service (ECS)
instances. Currently, the regions and zones supported by Container Service belong to the subset of ECS
product. For more information, see Regions and zones.

Network Type

Select VPC as the network type of the ECS instances. Alibaba Cloud Virtual Private Cloud (VPC) allows
you to create a custom VPC. Layer-2 logical isolation exists between different VPCs. You can plan the
Classless Inter-Domain Routing (CIDR) block of each cluster flexibly. VPC is applicable to a scenario with
large-scale container clusters and provides higher security and flexibility. To better guarantee the
system security and the support of hybrid cloud business, Container Service does not support creating
clusters whose network type is classic network or with non-1/0 optimized instance since January 1, 2018.

Initial CIDR Block of Container Service

Configure this parameter only when you select VPC. When planning the CIDR block, make sure the
container initial CIDR block does not overlap with the VPC CIDR block.

e You can only specify one CIDR block for each VPC. 172.16.0.0/12 is the default VPC CIDR block.

e Specify the corresponding container CIRD block when creating a Container Service cluster. Currently,
Container Service supports the following container CIDR blocks: 192.168.1.0/24 and 172.[ 16-31].
1.0/24

Add Node

Container Service has two ways to add nodes: create nodes and add existing nodes. If you select Add,
Container Service is authorized to automatically create ECS instances when the cluster is created and
automatically add the created ECS instances to the created cluster. If you select Do not Add, the
existing ECS instances are added to the cluster. You can add the existing ECS instances on the Create
Cluster page directly or create a zero-node cluster and then add the existing ECS instances on the
Cluster List page. For more information, see Add an existing ECS instance.

Node Type

The node type is Pay-As-You-Go by default. After creating the ECS instances, you can go to the ECS
console to change the Pay-As-You-Go ECS instances to monthly or yearly subscription ECS instances.

Operating System

Select the operating systeminstalled in the ECS instances. We recommend that you use Ubuntu 14.04
64 bit and Cent QS 7.4 64 bit.

Instance Generation and Instance Family

Different instance generations correspond to different instance families. ECS instances provide you with
corresponding computing capabilities based on the instance specifications. ECS instances can be
divided into many generations and families according to the business scenarios and usage scenarios. For
the specific scenarios for each instance generation and family, see Instance family.
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Instance Type

ECS instance type defines two basic attributes: the CPU configuration and memory configuration of the
instance. However, ECS instances can determine the specific service pattern of an instance only by
working together with the disk, image, and network type.

Instance Quantity

The number of the ECS instances to be created. The number of ECS instances in one cluster cannot
exceed 20. To enhance the cluster availability, we do not recommend that you create a cluster with
one node. 2 sets is the default value in the console.

System Disk Type

Select the cloud disk type of the installation system. Select Ultra Cloud Disk or SSD Cloud Disk according
to your requirements on the system performance of the ECS instances. For the performance indicator
comparison between these two types of cloud disks, see EBS performance.

Data disk configurations

Select the type of the data diskthat is to be mounted to the container. Select the Attach Data Disk
check box and select the data disk capacity. The data disk is mounted to the /var/lib/dockerdirectory
of the container to store the image data and container data.

Logon Password and Confirm Password

Enter and confirm the logon password of the ECS instances. The password is 8-30 characters long and
must contain uppercase letters/lowercase letters, numbers, and special characters at the same time.
This password is required when you log on to the ECS console or log on to the ECS instance by using
SSH.

@ Note

e (Container Service uses this password to configure the ECS instances when creating the
cluster, but does not save this password.

e Keep this password properly for the initialization usage.

EIP

The Elastic IP (EIP) is used to access the Internet. By default, Container Service retains the EIP. If you
select to not retain the EIP, the cluster releases the EIP after the instance initialization. You can access
the Internet by using the what is NAT Gateway? on your own.

Server Load Balancer

An Internet Server Load Balancer instance is created by default if a cluster is created. The billing
method is Pay-As-You-Go. The created Server Load Balancer instance is used to distribute the traffic to
control the services and implement the service high availability.

Monitoring Plug-in

Select the check box to install the cloud monitoring plug-in on the ECS instances. Then, the operating
system-level performance indicators of the ECS instances in the cluster can be monitored.
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RDS Whitelist

You can select to add the IP addresses of the created nodes to the RDS instance whitelist, which
facilitates the ECS instances to access the RDS instances.
e We recommend that you configure the RDS Whitelist when Add is selected for Add Node.

e [f Do not Add is selected for Add Node and you want to configure the RDS Whitelist, add the
existing ECS instances on the Create Cluster page. The RDS Whitelist cannot be configured if you
create a zero-node cluster and add existing ECS instances after the cluster creation.

e The ECS instance must be in the same region as the RDS instance so that the IP address of the ECS
instance can be added to the RDS instance whitelist.

Security Group

Container Service configures the default security group and only sets the inbound security group rules.
You can configure the security group according to your business scenarios after the cluster is created
successfully. For more information, see Container Service security group rules

e Ports 443 and 80 can be opened or closed as per your needs.

e We recommend that you retain the ICMP rules for communication between nodes and the
convenience of troubleshooting. Some tools also depend on ICMP.

e Make sure you open all the ports you need. Otherwise, some services become inaccessible. The port
that is accessed by using Server Load Balancer is not required to be opened.

3.5. Add an existing ECS instance

You can add a purchased Elastic Compute Service (ECS) instance to a specified cluster.

(@ Note At most 20 ECS instances can be added to a cluster by default. To add more ECS
instances, open a ticket.

You can add an existing ECS instance in the following ways:

e Add ECS instances automatically: The image and system disk of the ECS instance are reset by
using this method. You can add one or more ECS instances to the cluster at a time.

e Add the ECS instance manually: Manually add the ECS instance by running scripts on the ECS
instance. You can only add one ECS instance to the cluster at a time.

Prerequisites

If you have not created a cluster before, create a cluster first.

Instructions
e The ECS instance to be added must be in the same region and use the same network type (Virtual
Private Cloud (VPC)) as the cluster.

e When adding an existing ECS instance, make sure that your ECS instance has an Elastic IP (EIP) for the
network type VPC, or the corresponding VPC has configured the NAT gateway. In short, make sure
the corresponding node can access public network normally. Ot herwise, the ECS instance fails to be
added.

e The ECS instance to be added must be under the same account as the cluster.
e [f you select to manually add the ECS instance, note that:
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o If you have already installed Docker on your ECS instance, the ECS instance may fail to be added.
We recommend that you uninstall Docker and remove the Docker folders before adding the ECS
instance by running the following command:

Ubuntu: apt-get remove -y docker—-engine , rm -fr /etc/docker/ /var/lib/docker /etc/def
ault/docker

CentOS: yum remove -y docker-engine , rm -fr /etc/docker /var/lib/docker

o Container Service nodes have special requirements for the operating system of the ECS instance.
We recommend that you use Ubuntu 14.04/16.04 or CentQOS 7 as the operating system. We have
strictly tested the stability and compatibility of these operating systems.

Procedure
1. Log onto the Container Service console.

2. Click Swarm> Clusters inthe left-side navigation pane.

3. Click More at the right of the clusterthat you want to add ECS instances and then select Add
Existing Instances fromthe drop-down list.

Container Service Cluster List You can create up to 5 clusters and can add up to 20 nodes in each cluster.  subaccount Authorization [CUCEM  Create Cluster

Create cluster How to add existing ECS instances  Crosszone node management  Log Senvice integration  Connect to duster through Docker Client:

ervices
Clusters o
Nodes
wpC M: e
, routing-test-online ibaba Cloud  China East - o node -03-; ane
Data Volumes ftng-test Albsba Cloud  China East 1 Rezdy 110 04 1 20170351 17.03.1-ce
Custer (Hangzhou) T status 22:32:40 o

vpe-
bp1659u1p811058ea3npd
Configurations

Update RAM Authorization Information

* Imagesand Tem;
g - Uparade Agent
Operation Logs = Upgrade Docker
Getting Started Upgrade System Service
Expand

o Add Existing Tnstances
ion

Create Ap)

4. Add ECS instances.

The ECS instances displayed are filtered and synchronized from your ECS instance list according to
the region and network type defined by the cluster.

Add the ECS instances in the following ways:

o Add ECS instances automatically.

@ Note As this method will reset the image and system disk of the ECS instance, proceed
with caution. Create a snapshot to back up your data before adding the ECS instance. For
information about how to create a snapshot, see Create a snapshot of a disk.

a. Select the ECS instances you want to add to the cluster and click Next Step.
You can add one or more ECS instances at a time.

b. Configure the instance information. Click Next Step and then click Confirm in the
confirmation dialog box.

c. Click Finish.
o Manually add the ECS instance by running scripts on the ECS instance.
a. Select Manually Add. Select an ECS instance, and then click Next Step.

You can only add one ECS instance at a time.
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b. Confirmthe instance information and click Next Step.

¢. The scripts unique to this ECS instance are displayed. Clicklog on to the ECS instance
XXXXXX.

©

Token generated.

us;sq log on to the. |am: execute the following command:

curl -Ls hitp://ali

3acefed678953d192 —

d. The VNC connection password is displayed in the dialog box. Copy the password and click
Close.

YWMNC Connection Password

WVNC Connection Password:

Close

e. Inthe dialog box, enter the VNC connection password and click OK.

Enter VNC Password

*Please enter VNC password: ‘

f. Enterthe logon account (root) and password of the ECS instance, and press Enterto log on
to the ECS instance.

Note: A biack screen indicates that the system is in sieep mode. Press any key 1o actvate the system. | Input Gommands | Modity Manage!
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g. ClicklInput Commands. Paste the preceding scripts into the dialog box, click OK and press
Enter.

Copy Commands

curl -Ls hitp:#aliyuncontainerservice. oss-cn-
hanazhou aliyuncs.comy/17.03.1-¢cefattachModeScript | sudo -H

bash -3 --
instance-id i-

The system runs the scripts. Wait until the scripts are successfully run. A success message is
displayed. The ECS instance is successfully added.

Sv PSIBHZI b . BT NRHTASER | AREMLTRRRS  RESRTUNE | Eeeo®A mRsEE

Related operation

You can modify the VNC connection password of the ECS instance in the remote terminal connection
page. ClickModify Management Terminal Password, enter the new password and click OK in the
dialog box.
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IMadify Management Terminal Password

e modifie C password not take effect un e instance is restarted at the
*Please enter a new ‘ |
password: -
Passward character limit is 6 characters. Only
uppercase letters, lowercase letters, and numbers are
supported.
*Confirm the new ‘ |
password:

Cancel

3.6. Manage cross-zone nodes

To enhance the high availability of applications, you can distribute multiple nodes in different zones
when creating a cluster.

You can create a cluster with one node or a zero-node cluster. Then, add nodes of different zones by
expanding the cluster or adding existing Elastic Compute Service (ECS) instances.

@ Note

e Nodes added by expanding the cluster are Pay-As-You-Go ECS instances.

e Nodes added by adding existing ECS instances can be Pay-As-You-Go ECS instances or
monthly/yearly subscription ECS instances.

Add nodes of different zones by expanding the cluster
Procedure

1. Log onto the Container Service console.

2. Click Swarm > Clusters in the left-side navigation pane.

3. ClickMore at the right of the cluster that you want to expand and then select > Expand .
As shown in the following figure.

Container Service | Cluster List ¥ou can create up to 5 clusters and can add up to 40 nodes in each duster.  Refresh  CE T B
e ]
. Create cluster & How to add existing ECS instances & Cross-zone node r ement & Log Service integration & Connect to cluster through Docker Client
Overview
Applications Name
Services Cluster Node Number of Docker
Cluster Name/ID Cluster Type  Region (All) - Network Type Status Stztus @  Nodes Time Created
. vPC 5 Manage ( Logs
test ¢ ealthy 7.06.2-
fiodes = Allbzb China Exst 1 wpe- @ruming FEHY os/19/2018, 20331 1082 Delet=
Cloud Cluster (Hangzhou) ] ce
Networks v e Mo
Upgrade Agent:
Data Volumes parece Ag=n
= Upgrade Docker
Configurations =
Upgrade System Service
~ Images and Tem...
Docker Images
Add Existing Instances
Orehesssson T... Creats Application
Solutions
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4. The Expand page appears. Configure the specifications of the new nodes.

You can create nodes of different zones by setting Zone.

Cluster Name fest
Reqio China East 1

5. ClickExpand to add the new nodes to the cluster.
6. Repeat the preceding steps to create and add nodes of different zones to the cluster.

Add nodes of different zones by adding existing ECS instances
Prerequisites

To add nodes by using this method, purchase ECS instances fromthe ECS purchase page first, and
select different zones for them during the purchase.

Procedure
1. Log onto the Container Service console.
2. Click Swarm> Clusters inthe left-side navigation pane.

3. ClickMore at the right of the cluster that you want to add existing ECS instances and
then select > Add Existing Instances . As shown in the following figure.

C iner Service Cluster List You can crests up to 5 clusters and can add up to 40 nodes in each cluster.  Refresh Create Cluster -
:
Help: & Create cluster &' How to add existing ECS instances & Cross-zone node menagement €' Log Ser saration &' Connect to cluster through Dacker Client
Overview
Applications Hame
Services Cluster Node Number of Docker
Cluster Name/ID Cluster Type  Region (All) - Network Type Status Status @  Nodes Time Created ‘ersion
vPe Manage | View Logs
test aalthy 06,2
Nodes test Alibaba China East 1 e ORunning HETY o5/19/2018,2033:01 171062 e
Cloud Cluster (Hangzhou) ] ce
Neworks v e Monitor
Data Volumes Upgrade Agent
4 Upgrade Dacker
Configurations =
Upgrade System Service
~ Images and Tem...
Expand
Docker Images
Add Existing Instances
Orchestration T... Create Application
Solutions

4. Select ECS instances of different zones and add them manually or automatically to the cluster.

For more information, see Add an existing ECS instance.

Select Bxisting ECS Instance(s)

Adding Method:
@ Automatically Add Manually Add
Adding an existing ECS instance to the Container S

Service will change the instance system cisk. The disk 1D will change and the previcus system disk wil be released.

etained or deleted according to the setting of the "Delete automatic snapshots when releasing disk™ option. You .

wanted user and automatic snapshots

Select Existing ECS Instance(s):

5. Repeat the preceding steps to add ECS instances of different zones to the cluster.
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3.7. Bind and unbind a Server Load
Balancer instance

You can automatically create a Pay-As-You-Go Server Load Balancer instance when creating a cluster,
or bind a monthly/yearly subscription or Pay-As-You-Go Server Load Balancer instance to a cluster after
creating the cluster.

Container Service supports binding an Internet Server Load Balancer instance, a VPC Server Load
Balancer instance, or an intranet Server Load Balancer instance in a classic network to a cluster.

Limits
e You can only bind a Server Load Balancer instance to a cluster of the same region.

e You can only bind a Server Load Balancer instance to a cluster created by the same account.

o A VPC cluster can bind an Internet Server Load Balancer instance or a VPC Server Load Balancer
instance.

e One cluster can only bind one Server Load Balancer instance.

e Two clusters cannot share one Server Load Balancer instance.

Prerequisites

You have created a Server Load Balancer instance in the Server Load Balancer console and configured
the TCP 9080 port forthe instance to listen to backend servers.

Bind a Server Load Balancer instance

1. Log onto the Container Service console.

2. ClickManage at the right of the clusterthat you want to bind a Server Load Balancer instance. The
cluster details page appears.

Container Service Cluster List You can create up to 5 clusters and can acd up to 20 nodes in each cluster.  subaccount Authorization | Refresh

R 5 Cluste . L veC — Cn . ~ .
Alloaba Cloud Cluster  China Esst 1 (HaNG2h0U) ootz ey, @RUNTNG Healthy S 2 2017-09-16 14:27:56  17.06.1-ce

Mor
. . . ViewLogs | Delete
ety S 2 2017-05-16 1427:16 17.06.1-c
@Ruming  Health 70916 14:27:16 17.06.1: Motor | More-

A d Cluster East 1 (Hangzhou) TC
Albaba Cloud Cluster China East 1 (Hangzhou) (75 oo ety

Getting Started

3. ClickLoad Balancer Settings in the left-side navigation pane > and then click Bind Server
Load Balancer.

Events.

Node Scaling

Secrets

4. Select the Server Load Balancer instance that you want to bind to the cluster fromthe Server Load
Balancer ID list and click OK.
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(@ Note If the selected Server Load Balancer instance has been bound to a backend server,
the systemwill prompt you that “This Server Load Balancer instance is already bound to a
backend server” . You need to select another Server Load Balancer instance that has not been
bound to any backend server.

Rebind a Server Load Balancer instance

You can change the Server Load Balancer instance bound to your cluster per your needs.
1. Log onto the Container Service console.
2. Click Clusters inthe left-side navigation pane.

3. ClickManage at the right of the clusterthat you want to re-bind a Server Load Balancer instance.
The cluster details page appears.

cluster.  Subaccount Authorization  Refresh Create Cluster

Container Service Cluster List

%
%

Overview Help: & Create luster

Manage | Viewlogs | Delete

) e o B 27
1ba Alibaba Cloud Cluster China Esst 1 (Hangzhou) oo ooaeoc ooy, @RUMING  Healthy S 2 2017-08-16 14:27:56  17.06.1¢2 Montor | More-

Manage | Viewlogs | Delete

5 vRC - ety 09 -
1676s Ababa Cloud Cuuster China East 1 (Hangzhou) 0 oo o @RUMInG Heathy D 2 2017-08-16 14:27:16  17.06.1-ce vomor | Moree

or
- 8b8fcceds716:
Configurations e

» Images and Templ.

Operation Logs =

Getting Started

4. ClickLoad Balancer Settings in the left-side navigation pane, > and click Re-bind Server
Load Balancer.

Refresh

erver Loa ings | set
oad Balancer Seti.
User Tags.
Server Load Balancer ID: Ib-1ud

Image List

Contaier Lit Rebind Server Load Balancer | Unbind Server Load Balancer
Events e

Node Scaling

Secrets

5. Select the Server Load Balancer instance that you want to bind to the cluster fromthe Server Load
Balancer ID list and click OK.

Unbind a Server Load Balancer instance

You can unbind a Server Load Balancer instance in the Container Service console if the instance is not
required.

1. Log onto the Container Service console.
2. Click Clusters in the left-side navigation pane.

3. ClickManage at the right of the cluster that you want to unbind a Server Load Balancer instance.
The cluster details page appears.
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G S Cluster List You can create p to 5 clusters and can add up to 20 nodes i each dluster. | Subaccount Authorization || Refresh | [IRCERe T d
Overview Help: § Create dluster &' H 8 ent & Log Service integrati & Connect to cluster through Docker Client:
Applications Nare ¥
Senvices 7
= - R
1ba  Alibaba Cloud Cluster  China East 1 (Hangzhou) . . @Running  Healthy 2 2017-09-16 14:27:56  17.06.1-ce o fewion | beEe
Nodes vpe-bp15pisimxaig7pSu7edy Moritor | More~
Networks .
vec o Viewlogs | Delste
__ Alibaba Cloud Cluster  China East 1 (Hangzhou)} g, ORUMING  HesthyT 2 2017-08-16 14:27:16  17.06.1 y
BT 26 vpC-op1SplsimKfg7pSuTedy Monitor | Morex
Configurations
» Images and Templ.
Operation Logs =
Getting Started

4. ClickLoad Balancer Settings in the left-side navigation pane,
Load Balancer.

> and click Unbind Server

< Clsterswarmmode-duster Refesh

Basic Information

Server Load Balancer Settings Set Domain Name
Load Balancer Setti.
o

Server Load Balancer ID: Ib-1ud.
Image List
- et | vens e e
. o
Node Scaling

Secrets

3.8. Set the root domain name of a
cluster

Context

When you Create an Nginx webserver from an image and configure the web routing rules, you are only
required to enter the domain name prefix nginx .Then,youcanobtain the domain name in the
$cluster_id.$region_id.alicontainer.com. You can replace this domain name by setting a root
domain name ( 51ili.com isused inthis example) of the cluster. When you redeploy the application
nginx ,the domain name changes from

format of

nginx.cd5b226071936493b89%75bbe8841664c.cn-
nginx.51ili.com , which makes it convenient foryouto access the
cluster applications with your own root domain name.

hangzhou.alicontainer.com to

@ Note To guarantee the normal operation of the following example, upgrade the Agent to
the latest version first.

Procedure

1. Bind a Server Load Balancer instance.
i. Logontothe Container Service console.
ii. Logonto the Container Service console.

iii. ClickClusters inthe left-side navigation pane.
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iv. ClickManage at the right of the cluster ( routing-test-online inthis example)that you
want to configure.

You can create up o 100 custers and may add up to 2000 nodes n each duster  Subaccount authorzation | Refresh R Y

Overview

through bocker clent
Appiations

= .

hina Noth 2(Beiioc) Classic etwork @rey Hesthy = 1

20161044 15:43:01 11121
Data volumes

 Images and Templates

China €ast 1(Hangzhou) Classic network @10 No node satus 2 2016103 172056 11121

China Noth 2(Beiing) Classic network @Fici® No node sttus 2

s | et
0161013 144426 121 o

v. ClickLoad Balancer Settings inthe left-side navigation pane.

If no Server Load Balancer instance is bound to this cluster, log onto the Server Load Balancer

console and create a Server Load Balancer instance. Then, return to this page and bind the
instance to this cluster.

(@ Note Formore information about how to bind and unbind a Server Load Balancer

instance to and from a cluster and the limits in Container Service, see Bind and unbind a
Server Load Balancer instance.

4 Cluster:test

Basic Information

Server Load Balancer Settings Set Domain Name
Load Balancer Se...

User Tags
Server Load Balancer ID: | |b-feffeos Bl
Image List
Conftainer List Re-bind Server Load Balancer Unbind Server Load Balancer
Events
Node Scaling

2. Set the domain name.

i. Click the Set Domain Name tab and enter the root domain name you bought in the Domain
Name field. In this example, 51ili.comis entered.

Server Load Balancer Settings  Set Domain Name

Domain Name: 51ili.com

Cancel
ii. ClickSet.
3. Resolve the domain name to the bound Server Load Balancer instance.

i. Log onto the Server Load Balancer console. Click Instances in the left-side navigation pane,

and then clickthe ID of the Server Load Balancer instance bound to the cluster routing-test-
online.
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ii. View the instance details. Find the instance IP address.
o aCS—SI b-c9b 1 056434 .. | tReturn to Server Load Balancer List &P Restrictions and Notes
Basic Information A

Status: @ Running

=0 Region: China East 1 (Hangzhou)

Type: Public IP Zone: cn-hangzhou-f(Master)/cn-hangzhou-e(Slave
Type: Classic Network

Billing Information Billing Details -~

d: Pay by Traffic Created At: 2017-11-27 09:15:59

ii. Logonto the Alibaba Cloud DNS console and add record Ato resolve *.51i1i.com tothe
Server Load Balancer VIP address.

4. Redeploy the nginx application.

i. Click Redeploy at the right of nginx. The service access endpoint of the application nginx is
changed.

The access endpoint before setting the root domain name.
The access endpoint after setting the root domain name.

ii. Accessthe latest access endpoint http://nginx.5Tili.com.

3.9. Download cluster certificate

Context

With the downloaded certificate, you can connect to the endpoint exposed fromthe cluster by using
Docker Swarm APl or Docker client. For more information, see Connect to a cluster by using Docker tools.

Procedure

1. Obtainthe access address.
i. Logonto the Container Service console.
i. Logontothe Container Service console.

iii. Click Clusters inthe left-side navigation pane. Onthe Cluster List page, clickManage at the
right of a cluster.

Container Service ster List You can create up to 5 clusters and can add up to 10 nodes in each duster. | Refresh
a1
P lelp: & Create cluster & How to add existing ECS instances & Cross-zone node managemen
Applications Name ¥
Services Cluste: ode mber of Docke
Cluster Name/ID Cluster Type Region (All) ~ etwork Type Status Status @ odes Time Created ersion Actiol
e veC . Manage | View Logs
oden - cboCoud  China 2501 1osa
vpe- ming  Healthy T 05/21/2018,10:29:11 clete
Cluster (Hanazhou) vpe ®Ruming Healthy S 1 5/21/2018,10:29:11 ] Delet
Networks Tl Monitor | More~
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iv. The cluster details page is displayed, showing the cluster connection information.

I Connection Information

To access and manage clusters, certfficates granted by Alibaba Cloud are required. Each cluster has ts own certfficate. If you have not yet downloaded the certificate for the current duster, ciick T ey
Revoke Downloaded Certificate

Cluster Access Point:

tep://mastersgs. cs-cn-hangzhou.aliyun. com: 21603

User Guide:
Configure Environment Variable (Linux or Mac):

export DOCKER_TLS_VERIFY="1"
export DOCKER_HOST="tcp://master4g5.cs-cn-hangzhou.aliyun. com: 21663
#5et the current path as the storage path for the cluster certificate file.

export DOCKER_CERT_PATH="$PuD"

Notice:

1. The certificate alows secure access to the container cluster. Please keep it secure. Each cluster certficate is unique. You must configure the correct certificate in order to use Docker Client or Docker Compose to access the
cluster.
2. If your downloaded certificate is accidentally leaked, you can revoke it and download a new one.

2. Download and save the TLS certificate.

Configure a TLS certificate before you use the preceding access address to access the Docker
cluster.

ClickDownload Certificate in the cluster details page to download the TLS certificate. The
certFiles.zip file is downloaded. certificate. The certriles.zip fileisdownloaded. Inthe
following example, the downloaded certificate is saved to the ~/.acs/certs/ClusterName/
directory. clusterName indicates the name of your cluster. You can save the certificate to a
different directory, but we recommend using the ~/.acs/certs/ClusterName/ directory for easy
management.

mkdir ~/.acs/certs/ClusterName/ #Replace ClusterName with your cluster name
cd ~/.acs/certs/ClusterName/
cp /path/to/certFiles.zip .

unzip certFiles.zip

The certFiles.zjp file contains ca.pem, cert.pem, and key.pem.

3.10. Expand a cluster

Prerequisites

A cluster can contain up to 20 nodes.
Context
You can expand your cluster according to your business needs.

@ Note Elastic Compute Service (ECS) instances added by expanding the cluster are Pay-As-
You-Go instances.

Procedure

1. Log onto the Container Service console.
2. Click Clusters inthe left-side navigation pane.

3. Onthe Cluster List page, click More at the right of the cluster that you want to expand and then
select Expand fromthe list.

> Document Version: 20220630 39


https://cs.console.aliyun.com

User Guide:- Clusters

Container Service

Container Service

Overview
Applications
Services

o
Nodes

Data Volumes
Configurations

> Imeges and Temp
Operation Logs

Getting Started

Cluster List

Create cluster How to add existing ECS instances ~ Crosszone node management  Log Service integration ~ Connect to cluster through Docker Client

| —

vpC
routing-test-oniine Albaba Cloud  China East 1 4

20170331
: Ready
Cluster (Hangzhou) ey

22:32:40

Healthy 2 1

o
bp1658u1p811058ea3npd

4. Inthe displayed dialog box, configure the specifications of the new node.

You can create up to 5 clusters and can 2dd up to 20 nodes in each cluster.  Subaccount Authorzation  Refresh  RSCTERRTE TS

Manage W Logs
17.03.1-ce e
[ e~

Update RAM Authorization Information

Upgrade Agent

Upgrade Docker

Upgrade System Service
o

Add Exiting Instances

Create Appication

You can select the number and the specifications of the ECS instances you are about to add to the

cluster.

5. Click Expand.

3.11. Migrate a cluster

For a Swarm cluster created earlier, you can guarantee the performance and stability of the cluster by
migrating the cluster.

Context

e The latest time for migrating a cluster is displayed through SMS, station message, or email. Complete
the Swarm cluster migration before the latest time. The system automatically migrates the cluster if
you do not migrate the cluster before the latest time.

e Cluster migration rebuilds connections from cluster nodes to the container server without affecting
applications deployed in the cluster, nor adding or modifying any data. Make sure that you perform
this operation during the low peak period of your business because unpredictable risks might still
exist throughout the migration process.

Procedure

1. Log onto the Container Service console.

2. Underthe Swarm menu, click Clusters.

3. Click Cluster Migration in the action column at the right of the clusterto be migrated.

e Manage | View Logs
.06.2- Delet
Alibaba Cloud  US Wester 1 (Silicon @uming Hely S 2 og21/201821:96:30 17062 elete
Cluster Valley) ce Monitor Cluster Migration|
More~
R . e Manage | View Logs
Alibaba Clous US Westemn 1 (Silicon ~ P, B 17.06.2-
Py Vel @ruming Healthy S 2 08/21/2018,21:46:32 . Delete

4. Click OK inthe Prompt dialog box.

Monitor More~
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@ Note During cluster migration:

o Information query, deployment, upgrade, and other operations cannot be performed in
the console.

o The cluster cannot be connected to through the cluster access point API.

o The data and application status in the cluster remain unchanged. Applications
deployed on the cluster are still accessible.

o The migration process takes about three minutes.

Onthe Cluster List page, Migrating is displayed in the Cluster Status column.

VPC View Logs

Alibaba Cloud S Western 1 4% Migrating | Healthy 2 08/21/2018,21:46:47 1007
Cluster (Silicon Valley) ce Monit "
onitor | More~
vpC Manage | View Logs
Alibaba Cloud ~ US Western 1 ~ 17.06.2-
:46: Delets
Cluster (Silicon Valley) @rRuming  Healthy = 2 08/21/2018,21:46:39 elete

Monitor | Mare~

Result

After cluster migration is completed, on the Cluster List page, Running is displayed in the Cluster
Status column.

@ Note
e The clusterID, access point address, and ot her attributes remain unchanged.
e Please be sure to confirm that your business is running properly.

e During the migration process, if you have any questions, please open a ticket in which you
include the cluster ID and state whether your deployed applications are normal.

Manage | View Logs

VPC
Alibaba Cloud ~ US Western 1 (Silicon - ~ 17.06.2-

: Delet
Clster Valley) @Running| Healthy & 2 08/21/2018,21:46:47 elete

Monitor Morew

Manage View Logs
17.06.2-
‘ Running  Healthy & 2 08/21/2018,21:46:39 e Delete
Monitor More v

n Alibaba Cloud ~ US Western 1 (Silicon vee
Cluster Valley)

3.12. Search for a cluster

Procedure

1. Log onto the Container Service console.
2. Click Swarm> Clusters in the left-side navigation pane.

3. Enterthe cluster name or keywords of the cluster name in the search box. Clusters with the
keywords in their names are displayed. As shown in the following figure.

(@ Note The search is case insensitive.
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Cluster List You can create up to 5 clusters and can add up to 20 nodes in each clister.  Subaccount Authorzation | Refresh  RSEE R g

Create cluster How to add existing ECS instances ~ Crosszone node management  Log Service integration  Connect to cluster through Docker Client

Hame [=]| | ROUT |

Manage | View Logs

VPC
ting-test- ‘ t 7033
iy E\I‘uh;ki? coud ‘C:?: ,E:;L,\l vpe- @Ready  Hestthy D 1 ;Sf;zin ! 17.03.1-ce Delete
o {Hangznow) bp1659u1p811058ea3npd - Monitor More~

3.13. Delete a cluster

Context

You can delete clusters from Container Service. Deleting the cluster also deletes its associated Elastic
Compute Service (ECS) instances, Server Load Balancer instance, and other cloud resources, so proceed

with caution.

Procedure
1. Log onto the Container Service console.
2. Click Swarm> Clusters in the left-side navigation pane.

3. ClickDelete at the right of the cluster you are about to delete.

You can create up to 5 clusters and can add up to 20 nodes n each cluster.  Subaccount Authorization Refresh Create Cluster

Container Service | Cluster List
Qverview
Create cluster How to add existing ECS instances  Cross-zone node management  Log Service integration  Conmect to cluster through Docker Client
Applications
o
Nodes g
) ) ) e Manage b Logs
, ting-test-onine A £ 7-033
Deta Volmes e E\Ij‘\];ba? coud "C:;”: E;;”\l voe- @Ready  Heathy D 1 igfﬁz‘”_m t 17.03.1ce
= (Hangzhou) bp1659u1p811058e33npd E Monitor

Configurations
» Images and Temp.
Operation Logs

Getting Started

4. Inthe displayed window, select whether or not to keep the Server Load Balancer instance and click
OK.

3.14. Clean up a cluster disk

Context
Cleaning up disk clears the dirty data on each server in your cluster. Dirty data is limited to:
e Dockerimages downloaded locally but not used.

e Volume directory once attached to a container but not cleaned up after the destruction of the

container.

Procedure
1. Log onto the Container Service console.

2. Click Clusters inthe left-side navigation pane.
3. Onthe Cluster List page, click Manage at the right of the clusterthat you want to clean up the
disk.
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Container Service Cluster List

Overview

You can create up to 5 dusters and can add up to 20 nodes in each cluster.  Subaccount Authorization

Refresh Create Cluster

Help: Crezte cluster  How to add existing ECS instances  Cross-zone node management  Log Service integration  Connact to cluster through Docker Client

Applications

Services

6]

Hodes

online

ting £
Data Volumes foutng-&

Configurations
» Imagesand Temp
Operation Logs =

Getting Started

4. Click Clear Disk on the cluster details page.

I Basic Information

Security Group ID: sg-bp

TG —

Alibaba Cloud

3350 Cluster

China East 1
(Hangzhou)

VPC

vpc-
bp1659u1p811058ea3npd

@Running

on: China East 1 (Hangzhou)

View Logs

2017-03-31 17,0510 Delete

22:32:40
e Monitor | More~

Healthy © 1

Upgrade Agent  Upgrade System Service | Clear Disk

fMNodes 1 Expand Add Existing Instances

3.15. Log on to image repository

Prerequisites

e Prepare an available image repository. Use the Docker Hub official service in this example, which
requires you to register a Docker ID and build an available repository in it.

e Configure the independent logon password for the repository. In this example, log onto the
Container Registry console to configure or modify the repository logon password. Note that you are
configuring the password when you modify the repository logon password for the first time.

Context

You can log on to the image repository in a cluster to provide the related cluster logon information,
which facilitates you to manage clusters by using cluster management tools.

Procedure

1. Log onto the Container Service console.

2. Click Clusters in the left-side navigation pane.

3. ClickManage at the right of the cluster you want to configure.

Container Service | Cluster List You can create up to 5 clusters and can add up to 20 nodes in each cluster.  Refragh
alp: & Create cluster & How to add existing ECS instances & g n & Connect to cluster through Docker Client
., Help: & Create clus & How to add existing ECS instances &L & Connect to cluster throug
Applications Name ¥
Services ode Number o
T & Type tus @ odes Time Creatad
- ¢t " WPC Manage View Logs
Nodes swarmmode-test Alibaba Cloud China East 1 oo e sl 2018-01-11 e .
Cluster (Hangzhou) vpC: @Running  Healthy 5 1 17:14:16 17.06.2-c2 - D’:“;:_
Networks oniter -
Data Volumes test alibsba Cloud ~ China Bast 1 ”;E SRuming Heslty D 2 2018-01-10 17.06.2-ce - fg\;
- voc ealthy = - .06.2-ce slete
Configurations Cluster (Hangzhou) 09:28:17 Monitor | More-
Cluster:test Enable Log Service Log on to Hub Refresh
I Basic Information Upgrade Agent Upgrade System Service Clear Disk
j LA - ; 1 3 I er of Nodes 2
VPC @Running on: China East 1 (Hangzhou) Expand Add Existing Instances

Security Group ID:

Chack Security Group Rehind

5. Configure the parameters in the displayed dialog box.
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Log on to Hub

Repositary registry.cn-hangzhou.aliyuncs.com |
Domain Name
Usemame™ : | |
Password™ : P |
The usar's account password will be
encrypted
Email : | |

o Repository Domain Name: Enter the hub domain name of the image repository. Take the image
address registry.cn-hangzhou.aliyuncs.com/acs/agent:0.8 as anexample. The repository

domain name is registry.cn-hangzhou.aliyuncs.com

o Username: Enter the username of the image repository. In this example, enter the Docker ID
registered in Docker Hub.

o Password: Enterthe independent logon password of the image repository. In this example, enter
the logon password set when you registered in Docker Hub. Registry's login password is set and
modified on the container mirroring Service's console.

o Email: Enterthe email set when you registered the image repository. In this example, enterthe
email set when you registered in Docker Hub.

6. Click OK. You have successfully logged on to the image repository if no error message appears.

3.16. Upgrade Agent
Context

@ Note Your applications are not affected during the upgrade, but you can neither manage
the cluster by using the Web interface, nor use Docker client to connect to the cluster access port
for about 2 minutes.

The Agent of Container Service, which is installed on each server in the cluster, receives commands
issued by the Container Service control system.

New functions are regularly added to Container Service. If you need the latest functions, upgrade the
Agent of the cluster.

Procedure
1. Log onto the Container Service console.

2. Click Clusters inthe left-side navigation pane.

3. Onthe Cluster List page, click More at the right of the cluster that you want to upgrade
the Agent > and then select Upgrade Agent from the list .
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Nodes

Number of

Subaccount Authorization

Time Created

2000-01-01

Container Service Cluster List You can create up to 5 clusters and can add up to 20 nodes i each cluster,

Overview

i Help: Create cluster How to add existing ECS instances  Crosszone node management  Log Service integration  Connect to cluster through Docker Client

pplications

Services tzme [7]

Custer  Node
Cluster Name/ID Cluster Type Region Network Type Status Status @
Nodes
VPC
Data Volumes . g'ji:? Cloud (C:‘;: f;i)l vpe- @Ready  Heathy S 1
‘ g bp1650u1p811058ea3npd

Configurations
» Images and Temp...
Operation Logs =

Getting Started

4. Click OK in the displayed dialog box.

08:00:00

3.17. Upgrade Docker daemon

Context

Refresh Create Cluster

Docker

Version

Manage W Logs
17.03.1-ce Delete
0

Update RAM Authorization Information

Upgrade Agent

Upgrade Docker

Action

Uparade System Service
Expand
Add Existing Instances

Create Application

Standard Docker daemon is installed on each server in the cluster to manage containers.

@ Note

e The cluster Docker daemon upgrade requires that the machine is able to access the Internet
to download necessary software packages.

recommend that you back up snapshots before upgrading Docker daemon.

The cluster Docker daemon upgrade may fail. To guarantee your data security, we

During the cluster Docker daemon upgrade, the services deployed on the cluster are

interrupted and you cannot perform operations on the cluster and applications. Make
appropriate arrangements before the upgrade. The upgrade lasts 3—30 minutes. The cluster
status changes to Running after the upgrade.

You can view the Docker version of the cluster on the Cluster List page.

node management &' Log S

Container Service | Cluster List
Kubernetes  Swarm
Help: & Creats cluster & How to add existing ECS instances
Ovenview
Applications Name ¥
Services
Cluster Name/ID Cluster Type  Region (All) ~ Netw
Clusters
. . VPC
Nodes test-swarm Alibaba Cloud  China East 1
Cluster (Hangzhou)
Networks

You can create up to 5 clusters and can 2dd up to 10 nodes in each duster.  Refrash Create Cluster  ~

Cluster Node:

Status Status @

@Rumning  Healthy & 1

on & Connect to cluster through Docker Client

Time Created

05/21/2018,10:29:11)

Docke

17.06.2-
[

Action
Manage View Logs
Delete
Monitor | More~

Procedure

1. Log onto the Container Service console.

Docker at the right of the cluster.

Under Swarm, click Clusters in the left-side navigation pane.

On the Cluster List page, clickUpgrade in the Docker Version column, or clickMore > Upgrade
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Container Service Cluster List You can create up to 5 clusters and can add up to 20 nodes in each cluster.  Subaccount Authorization | Refresh  [ReCSe¥eTETY

Overview
Create cluster  How to add existing ECS instances  Cross-zone node menagement  Log Service integration  Connect to cluster through Docker Client

Applicati
Sel name [=]

=@

Nodes

ions

Albaba Cloud  China East 1 e N . 2000-01-01

Data Volumes routing-test-oninz Py (Hanazhou) pe- 08:00:00
e (rengznou) bp1659u1p811058ea3nnd i

Configurations
» Images and Temp

Operation Logs 3 o

Getting Started

4. Onthe Upgrade Docker page, clickUpgrade Agent to upgrade the Agent first if your Agent is not
in the latest version.

5. If your Agent is in the latest version, upgrade Docker daemon

in the following ways:
o Upgrade Directly

ClickUpgrade Directly to enter the Docker Engine upgrade process.
o Backup Snapshot before Upgrade

We recommend that you back up the snapshots before upgrading Docker daemon. In this way,
you can recover Docker daemon by using the snapshots if an error occurs during the upgrade
process.

Click Back up Snapshot before Upgrade, and then the system calls the Elastic Compute
Service (ECS) APlto take snapshots of the cluster nodes.

Backing up snapshots may take some time. Wait until the snapshots are backed up, and thenthe
system automatically enters the Docker Engine upgrade process.

If the snapshots failed to be backed up, you can click Continue or Quit. Click Continue to enter
the Docker Engine upgrade process, or click Quit to give up the upgrade.

What's next

Return to the Cluster List page and you can see that the cluster you upgraded the Docker daemon is in
the Docker-Engine is upgrading status. This may take a while as container data will be backed up
during the upgrade of the Docker Engine.

3.18. Upgrade system services

Context

The system services of a cluster, including Log Service acslogging , Simple Routing Service

acsrouting , Monitor Service acsmonitoring, and Volume Service acsvolumedriver , are usedto
deal with general services necessary for applications. T his document introduces how to upgrade these
system services.

@ Note During the upgrade of the cluster system services, your applications or services may be
temporarily inaccessible or abnormal, so proceed with caution. We recommend that you upgrade
the system services when the access traffic is low or at the maintenance time.
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Procedure

1. Log onto the Container Service console.
2. Under Swarm, click Clusters in the left-side navigation pane.

3. Onthe Cluster List page, click More at the right of the cluster whose system services you want to
upgrade and then select Upgrade System Service fromthe drop-down list. As shown in the
following figure.

T SeTE Cluster List You can create up to 5 clusters and can add up to 20 nodes in each cluster.  Subaccount Authorization Refresh Create Cluster
Overview
Create cluster  How to add existing ECS instances  Cross-zone node management  Log Service integration  Connect to cluster through Docker Client
Applications
Services Hame [=]
o
Nodes
i Manage Logs
routing-test-online Albaba Cloud  China East 1 vee N . —~ 2000-01-01 17.03.1- 9 o
223 Vs Cluster (Hangzhou) ne @FReady  Healthy S 1 08:00:00 cz Deete
bp1659u1p811058833npd Monftor
Criizumans Update RAM Authorzztion Information
» Images and Temphatas™ Upgrade Agent
Operation Logs Upgrade Docker
Upgrade System Service
Getting Started
Expand

Add Existing Instances

Create Application

4. The Upgrade System Service dialog box opens. Select the system services you want to upgrade
and click Upgrade.

For example, select Simple Routing Service (corresponding to acsrouting; note that the upgrade
will temporarily affect your access to applications) and Volume Service (corresponding to
acsvolumedriver; note that the upgrade might temporarily affect the functions of your associated
applications).

Click Applications in the left-side navigation pane and select the cluster fromthe Cluster drop-
down list. You can see the system services are being upgraded.

Afterthe upgrade, the affected services and applications resume normal functioning.
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4.Nodes
4.1. Remove a node

Context

You can remove nodes from a cluster. Deleting a node removes the machine fromthe cluster. The
machine information of the removed node cannot be viewed in the node list.

@ Note
e Backup the data before removing a node.

e Deleting the node only removes the Elastic Compute Service (ECS) instance fromthe cluster.
The ECS instance is not released. To release the ECS instance, go to the ECS console and
manually release the instance.

Procedure

1. Log onto the Container Service console.
2. Click Nodes in the left-side navigation pane.
3. Select the cluster where the node you want to remove resides fromthe Cluster list.

4. Click Moreat the right of the node you want to remove and then > select Remove from

Container Service Node List Refresh
Kubernetes Swarm
Help: & Postpay instance to Prepa
Overview
Cluster: e
Applications
_— e oo (s
CPU:2core(s) -
Clusters rmal X -0f e Monit More -
Alibaba Cloud Node @nomal 16 Memory:3.650 Gg DUt 16.04.3 LTS 17.06.2ce 0.10-98812ax Monitor
Reset
@
Networks
Upgrade Docker

5. Inthe displayed confirmation dialog box, click Confirm.

4.2. Reset a node

Context

You can reset a node in a cluster. The system disk of the corresponding machine (the reset node) is
replaced and the data stored in the systemdisk is lost. The reset machine is re-added to the cluster.
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@ Note

e Resetting an Elastic Compute Service (ECS) instance changes the ECS system disk. The disk ID
is changed and the previous system disk is released.

o The reset ECS instance is restored to the status when it was added to the cluster.
e Alldatais cleaned up when resetting the node.

e Back up your data before resetting the node to avoid data loss.

Procedure

—_

. Log onto the Container Service console.
. Click Nodes in the left-side navigation pane.

. Select the cluster where the node you want to reset resides fromthe Cluster list.

A W N

. Select the cluster where you want to reset the nodes.Click More at the right of the node you
want to > reset and then select Reset fromthe list .

Container Service Node List Refresh

Kubernetes Swarm

Help: & Postpay instance to Prepa
QOverview

Cusr a
Applications
P Address Instance Type Instance ID/Name Status  Number of Containers  Configuration Operating System  Docker Version  Agent
Services
- CPu:2core(s) § g " [btare= ]
Alibaba Cloud Node .NGWHB‘ 16 Memory:2.850 GB Ubuntu 16.04.3 LTS 17.06.2-ce 0.10-98812ae lonitor

=@ F ==

Remave

Networks
Upgrade Docker

5. Inthe confirmation window, enter the instance logon password, and click Confirm.In the pop-up
confirmation dialog box, fill in the login password for the instance and click OK.
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Reset

Instance ID :
Instance Name :
* Operating

System :

Login :

* Password :

* Confirm
Password :

Reminder :

i-bplivevwiloovivytsub
ce33alac7ofbed14882418910abbd214e-nodel

Ubuntu 16.04 64bit r
Currently, only Ubuntu and Cent0S

operating systemns are supported.

* Password Key Pair

The password should be 8-30
characters long and contain three
types of characters
(uppercass/lowercase lettars,
numbers, and special characters).
Slash (\) and quotation mark (") are
not supported.

Whean resstting an ECS instance, 2 naw system disk is attached.
Tr?e disélc 1D will change and the pravious systam disk will be
releasad.

1. The reset ECS nodes will restore to the status when they
were added to the cluster.
2. When resetting the node, all data will be erased.

3. Pleass back up data before performing this operation to
avoid data loss.

4.3. View containers running on a
node

Context

You can view containers running on a node on the Node List page.

Procedure

1.

Log onto the Container Service console.
2. ClickSwarm> Nodes in the left-side navigation pane.
3.

4. Clickthe node ID.

On the Node List page, select a cluster fromthe Cluster drop-down list.
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Container Service Node List Refresh
Kubernetes Swam
Overview

Applications

Services

Clusters .. Albab Cloud Node | @roma 7 ;Z:é:or;(;;ma Cent0s Linux 7 (Cors)  17.06.2-c2 010988123  Monitor | Morew
-

You can see the list of containers running on the node.

< Noge:17:

Container List

-bp1bnd Labels: Status: Normal Region: China East 1 (Hangzhot) Cluster: swarmmode-cluster
% com.docker.swarm.task:

‘com.docker swarm.node.id:js8ghfjsmscovet

eara2lz

com.docker stack.namespacezacslogging

acsagent @ aliyun addon:acsogaing
com.docker.compose. project:acsiogging 72 172 Moritor | Logs

‘com.docker swarm service name:acslogging_lo

gspout

com.ocker swarm task.id:izp22b29r7ehpiv23 acso; 172 Monitor | Logs | Web Terminal

dkadten

‘com.docker swarm service.id: bagrz3bzihdw?

acslogging logtz... @ | gz53swkifvx

Node Monitoring

acsiogging_logsp... @

1721 172 Moritor | Logs | Web Terminal
aliyun.cap.oom_kil_disable:tre
‘com.docker swarm task name:acslogging_logs
acsmonitoring_ac... @ | - poutsBghfi 120220207 -
Mo s | WebTer
: | raosirioen 1723 172 Moritor | Logs b Terminal
aliyun.senvice.id:acslogging_logspout
1028
acstouting_fout.. @ running eoipe e s MOMR 172 Moritor | Logs | Web Terminal
efa sha256:4c6242345 mult
e
acsvolumedriver.... © registry-vpc.cn-
- running gemmecn 1721 172 Monitor | Logs
nnel-agent
tunnek-agent @ ring 21 72 vontor | Logs

What's next

In the list, you can view the labels, images, the image SHA256 values, logs, and monitoring information
of containers and perform operations on containers, including starting and stopping containers,
deleting containers, and operating on containers on a remote terminal.

4.4. Update a node certificate

You can update a node certificate of a Swarm cluster to avoid node certificate expiration.

Prerequisites

1. You have created a swarm cluster, see Create a cluster.

2. Updating a node certificate reboots the node Docker Daemon. Make sure that containers on the
node are all configured to restart automatically.

@ Note Youcan configure a container restart policy when creating an application. When
you create an application by using an image, select the Always check box for Restart. When
you create an application by using a template, configure a container restart policy in the
template restart: always

3. If anode certificate expires within 60 days, a prompt is displayed. You must timely update the node
certificate.

Context

Each cluster node has a certificate used to access system control services. Each issued certificate has a
valid period. When the valid period of a certificate is about to expire, you must manually renew the
certificate. Otherwise, the service of the node is affected.

Procedure
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1. Log onto the Container Service console.

2. Under the Swarm menu, click Nodes in the left-side navigation pane. The certificate expiration
information of each cluster node is displayed.

@ Note The certificate expiration time is displayed in the status column only if the node
certificate expires within 60 days.

3. Select a node inthe node list, and click More > Update Certificate onthe right to reissue the
node certificate.

@ Note We recommend that you upgrade the cluster agent to the latest version before
updating the node certificate.

4. (Optional)if the system prompts you to upgrade the cluster agent afteryou clickUpdate
Certificate, the current cluster agent does not support this feature. You need to upgrade the
cluster agent to the new version first, see Upgrade Agent. If no prompt is displayed, go to the next
step.

5. If no prompt is displayed or the cluster agent is updated, click Update Certificate. Confirm
updating information and then update the node cluster certificate.

@ Note

o When the node certificate update is completed, the Docker Daemon node is
automatically restarted about 1 minute later.

o To guarantee that containers on the node can automatically restart, make sure that an
automatic restart policy is configured.

6. Afterthe cluster node certificate is updated, the node certificate information is no longer
displayed.
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5.Security groups

5.1. Container Service security group
rules

View security group rules
Procedure
1. Log onto the Container Service console.
2. Click Clusters inthe left-side navigation pane.

3. Onthe Cluster List page, clickManage at the right of a cluster.

Allbaba Gioud Cluser China East 1 (Hangzhou) @ruming Healthy S 1 2017-09-04 15:47:52 7031

Albaba Coud Cluser hina East 1 (Hangzhou) Classic Network @Ruming Healthy S 1 20170904 15:19:34 703

4. Clickthe security group ID to jump to the details page of this security group on the Elastic Compute
Service (ECS) console.

< Cluster:test safe EnablelogSenvice | LogontoHub  Refresh

Basic Information

Basic Information Upgrade Agent Upgrade System Service Clear Disk
Load Balancer Se.
Classic Network ‘@Running China East 1 (Hangzhou) 1 Expand Add Existing Instances
e
Securty Group 10T T check ety o Reind
i

5. ClickSecurity Group Rules in the left-side navigation pane. You can view the security group rules.

< alicloud-cs-auto-crezt... « P o Cosstrk e

Instance Listin S. Inbound | Outbound

Security Group R.

Allow Al a1 Address Field Access 172.18.0.0/16

1 2017-09.04 15:48:03 fone | Dek
Allow All TGP 1 Address Field 00.0/¢ 1 Clone
Allow Custom TCP 80/20 Address Field 000/ 1 Clon
Allow Custom TCP 443443 Address Field Access 0000/0 1 Clone | Delete
= low Custom Tcp 22 Address Field Access 0000/0 1 2017-09-04 15:48:00 Modify Description | Clone | Delete

Security group rules

For the Container Service clusters created after February 28, 2017, the security groups created by
default have been reinforced. Alibaba Cloud Container Service only sets the inbound security group
rules. Container Service only supports creating clusters in the VPC environment since January 1, 2018.
The opening rules of VPC clusters are as follows.

Virtual Private Cloud (VPC) security group:

< alicloud-cs-auto-creat... « Tutorial| 5 || Back Add ClassicLink Rule

Instance List in 5. Inbound | Outbound

Security Group R

Allow Al 4 Address Field Access 172.18.0.0/16 1 2017-09-04 15:48:03 Modify Description | Clone | Delete
Allow All TCHP 11 Address Field Access 0.0.0.0/0 1 15:48:02 Modify Description | Clone | Delete
Allow Custom TCP 80/80 Address Field 0.0 1 154801 Modify Description | Gl
Allow Custom TCP 443/443 Address Field Access 0.0.0.0/0 1 15:48:01 Modify Description

E alow Custom TCP 22 Address Field Access 0.0.0.0/0 1 2017-09-04 15:48:00 Modify Description | Clone | Delete
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@ Note

e Ports 443 and 80 are opened by default for the convenience of your business Web services.
You can open or close the ports per your needs.

e \We recommend that you retain the ICMP rules for communication between nodes and the
convenience of troubleshooting. Some tools also depend on ICMP.

e The VPC security group sets the basic address of the container network segment as the
Authorization Object. In this example, it is 172.20.0.0/16 .Thisis related to the initial
Classlessinter-Domain Routing (CIDR) block of Container Service that you set when creating
the VPC cluster (for details, see Create a cluster). The Authorization Object ensures the
communication between containers.

For the clusters created before February 28, 2017, the security group rules are loose. T ake the classic
network security group rules as an example.

Sg-Bye_BueReop | R0, / aliclo... [ = Security Group List Tutorisl 3 Refrash Back Add Security Group Rules

Intranet Inbound

tranet Outbound Internet Inbound Intermet Outhound

Allave All -1 Address Field Access 0.0.0.0/0 1 Clonz | Delste
Allow Custom TCP 2/n Addrass Field Accass 0.0.0.0/0 1 Clone | Deleta

Allow Custom TCP 2376/2376 Addrass Field Accass 0.0.0.0/0 1 Clore | Delete

SQ-mmx Ememcemel m / aliclo... [ e Gow s LI, TSNS W 14 Security Group Rules

Intranat Inbound Intranet Outbound Intemat Inbound Intemet Qutbound

Protocol Type Port Range

Custom TCP 2376/2376 Address Field Access 0.0.0.0/0 1 Clone | Delet=
Allgve All A1 Address Field Access 0.0.0.0/0 1 Clonz | Delete

Allowe Custom TCP un Address Field Access 0.0.0.0/0 1 Clons Deletz

To tighten the rules, refer to the configurations of the security groups created after February 28, 2017
and make the following changes by using Add Security Group Rules and Delete in the preceding
figure:

e Add arule inthe intranet inbound and Internet inbound, with Allow selected as the Authorization
Policy and ALl ICMP selected as the Protocol Type.

e To directly access ports 80, 443, or other ports of the virtual machine (VM), add the intranet and
Internet rules to open these ports.

@ Note Make sure you open all the ports you need. Otherwise, some services will become
inaccessible. Do not open ports accessed by using Server Load Balancer instances.

e Delete the Internet inbound rules and intranet inbound rules with -1/-1 asthe port rangeand o.
0.0.0 asthe address range.

Security configuration principles

e Each cluster has one security group.

Every Container Service cluster manages one security group. You can configure rules for this security
group.
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e Minimal permission principle.

To ensure the security of your cluster, we recommend that the security group opens the minimal
permissions to the external.

e Security groups created by Container Service add some default rules.

For easier operations on ECS instances, security groups created by Container Service add some
default rules, for example, ports 80 and 443 are opened. Delete the rules if you don’t need them.

e Tryto communicate by using the container intranet and do not expose communications to the host
machine.

e When authorizing ECS instances outside the security group to access the security group, authorize a
security group, instead of an individual IP address.

To authorize ECS instances outside the security group to access the current security group, create a
new security group, add these ECS instances to the new security group, and then authorize the new
security group to access the current security group.

e Openthe container network segment at the VPC intranet outbound/inbound.

Otherwise, the network between containers is disconnected.

5.2. Check a security group

Context

You can check whether the cluster security group rules are safe or not in the Container Service console.

Procedure
1. Log onto the Container Service console.
2. Click Swarm> Clusters in the left-side navigation pane.

3. ClickManage at the right of a cluster.

Container Service Cluster List You can create up to 5 clusters and can add up to 10 nodes in each duster.  Refresh Create Cluster  ~

Kubernztes Swarm

Overview

Applications

Albaba - _ Manage 0gs
o China East1 '~ - y - dlete
:\:,d (Hangzhou) vpC: @-Running = 1 0521/2018,10:29:11 0 Delets

Cluster Monitor Marew

Networks

4. ClickCheck Security Group. Then, the system checks the status of the cluster security group.

Cluster:swarmcluster Log on to Hub Refresh

I Basic Information Upgrade Agent Upgrade System Service Clear Disk
wPC @Running China East 1 (Hangzhou) 2 Expand  Add Existing Instances

Security Group ID: sg-bpl Check Security Group
Rebind

If the security group rules are normal, the Confirm Checking Security Group dialog box opens. Click
Cancel.
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Confirm Checking Security Group

Your security group ruls is safe.

Cancel

If your security group rules contain risks, a dialog box opens, listing the security group rules with
risks. Click Repair. Then, the system deletes security group rules with risks and creates new security
group rules.

5.3. Rebind a security group

Context

You can rebind a security group to your cluster in the Container Service console. The systemre-creates a
security group, binds this new security group to your cluster, and adds the nodes in your cluster to this
new security group.

Procedure

1. Log onto the Container Service console.
2. Click Clusters inthe left-side navigation pane.

3. Onthe Cluster List page, click Manage at the right of a cluster.

Container Service Cluster List You can create up to 5 clusters and can add up to 10 nodes in each dluster.  Refrash s o
Kubernetes Swam
Help: & Create cluster & How to add existing ECS instances & Cr = Gu ) B : .
Overview _
ame v
Applications Name

Services

™ R All) - T Action
=]
] o test-saf Allbata China East vee 17.06.2 View oo
estsae Cloud nakastt e 05/21/2018,10:29:11 /082 Delete
Nodes (Hanazhou) e
Cluster Montor | Morew
Networks
Cluster:swarmcustar Log on to Hub Refresh
I Basic Information Upgrade Agent Upgrade System Service Clear Disk
uster ID: cfed VPC @Running Region: China East 1 (Hangzhou) umber of Nodes 2 Expand Add Existing Instances
cusity Group ID: sg-bp? Check Security Group

5. The Rebind Security Group dialog box opens. Click Confirm.

Rebind Sacurity Group

Rebinding sacurity group will create and bind a new security group for your
cluster. Are you sure you want to rebind 3 new security group?
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6.Images and templates
6.1. View image list

Procedure

1. Log onto the Container Service console.

2. Inthe left-side navigation pane, clickImages and Templates > Docker Images .You can view

the image category.

o Popular: Some common images recommended by Container Service.

o Official: Official images provided by Docker Hub.

pesPublic Source:DOCKER_HUB #797
MongoDB document databases provide high availability and easy scalability.

pe:Public Source:DOCKER_HUB %1243
MySQL s 2 widely used, open-source relational database management system (RDBMS).

ievelopment, the PHP seripting language 2lso provides gensral-purpose use.

Container Service Image List —
Kubemnetes Swam
Ovenview mongo
S -
Applications
Services
Clust B st
usters 2 -
My p
Nodes
Networks , nginx
NGinX Type:Public Source:DOCKER
Data Volumes Official build of Nginx.
Configurations "
php
/ -
| 1mages and Templates| pe:Public
While designed for we
Docker Images =

6.2. View orchestration template list

Procedure

1. Log onto the Container Service console.

2. Inthe left-side navigation pane, click > Images and Templates > Orchestration Templates .

You can view the template category, or search for specific templates according to the keywords of
template name, description, and image information.

o Sample: Common orchestration templates recommended by Container Service.

o My Orchestrations: The orchestration templates you created.

Container Service

Orchestration List m My Orchestrations

Overview

o gitlab
Applications Qo Detalls
Services
Clusters.

Nodes O Jenkins
qD
Networks Detals
Dam\/o\»
Configurations
~ Images and Tem... 5
e jstorm
Docker Images Q  Details

Orchestration T.
Solutions. e
Operation Logs o

Redis-cluster-with-Sentinel
Qo

Details
Getting Started

| e - |

postgresal : registry.cn-hangzhou aliyuncs.com/acs-samplef 1eersoni 4-24
gitiab : registry.cn-hangzhou.aliyuncs.com/acs-sample/gitiab-samesrsb:latest
redis : registry.cn-hangzh liyuncs.com/acs-sampleyt d t

Create Application »

effenkins: 2.60.3
¥ dind-golang
D v
s 1 registry.aliyuncs.cs dind-nodeis
registry.aliyuncs.c dind-python
registry.aliyuncs.c dind-php

Create Application =

3 mesoscioud/zookesper:3.4.8-ubuntu
registry.cn-hangzhou.aliyuncs.com/istorm-dodker/istorm
+ registry.cn-hangzhou.aliyuncs.comyjstorm-docker/jstorm

Create Application

try.aliyuncs.com/acs-sample/redis-sentinel:3
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6.3. Create an orchestration template

Procedure

1.
2.

Log onto the Container Service console.

In the left-side navigation pane, click Orchestration Templatesimages and Templates > >
Orchestration Templates .

Click Create inthe upper right corner.

Container Service oOrchestration List m My Orchestrations search -l

Overview P - alivuncs. lacs-s: [nostoresal-sames 9
O gitlab postaresal : registry.cn-hangzhou.aliyuncs.com/acs-sample/postgresql-samesrzbn:2.
GC) g 4-24 Create Application =
Applications Details registry.cn-hangzheu.aliyuncs.com/acs-sample/gitab-sameersbn:lates
registry.cn-hangzhou.aliyuncs.com/acs-sample/redis-sameersbn:latest
Services
Clusters
DC} jenkins
Nodes
. i QO oais
Networks

Data Volumes

Configurations DG jstorm i
o] E
Details ;
o = n registry.cn-hangzhou.aliyuncs.com/jsterm-docker/jstorm

or : registry.cn-hangzhou.aliyuncs.com)/jstorm-docker/jstorm

| Images and Templates

Docker Images

Redis-cluster-with-Sentinel

Detzils ;. s
= registry.aliyuncs.comfacs-sample/redis-sentinel:3

Solutions

4. Onthe Create Orchestration page, complete the following configurations:

o Name: Enteraname forthe template.
o Description: Enterthe information about this template.

o Content: The ymlfile of Docker Compose. For more information, see Compose file details.

Create Orchestration

Name: test

he name should be 1-64 characters long, and Gan contain numbers, English letters, Chinese characters and hyphens

Service(s) Contained

Service Name:
newserviceBlock1510281361..
test

Image: nginx:la =

https://docs.docker.com/compose/

The services contained in the orchestration template are displayed on the right side. To modify a
service, click Edit. The Create Service dialog box opens. Modify the configurations and then click
OK.To delete a service, click Delete.

To add another service to the orchestration template, click Add Service. The Create Service
dialog box opens. Select animage and complete the other configurations. Click OK.
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Create Service

Image Mame: | Private registry entry | Select image

Image Version: Select image version

Scale: 1

Port Mapping: Host port Container Port Publish  Protoco Action
Host Port Container Port ’ (]  Add

Environment:  variable Name ariable Value Action
Narme alue Add

Data Volume: Host Path or Data Volume
Host Path or Data Volume Container Path Read/Wr E| Add

Web Routing: Container Port Dormain Name Action
Container Port Cormain name: For example: http://[domain name] add

MNote: All domain names for a port must be entered in one entry.

Restart: -

¥ More Settings|

& o

5. Click Create Orchestration to create the orchestration template.

What's next

You can view your created orchestration templates under My Orchestrations on the Orchestration
List page.

(o] test Service:Image .
QC) newServiceBlock15102813617 2ginx:|atest Sz Ein=

Details

Click Det ails to view the detailed information of the orchestration template or click Create
Application to create an application by using this orchestration template.

6.4. Update an orchestration template

Context

You can only edit orchestration templates displayed under My Orchestrations on the Orchestration
List page. To edit templates displayed under Sample, save the sample template as your own
template and then edit it.
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For how to save an orchestration template as a new one, see Save an orchestration template as a new one.

Procedure
1. Log onto the Container Service console.
2. nthe left-side navigation pane, clicklmages and Templates > > Orchestration Templates.

3. Clickthe My Orchestrations tab and then click Det ails of the orchestration template you want to

update.
Container Service Orchestration List  sample I o Search
Kubernetes. Swarm
Overvie
Appiications S
Clusters
Nodes
Networks
Data Volumes
Configurations o
e
Dtcke'lm;;ese =

4. Click Edit in the upper-right corer.

Orchestration:test 4+ Back to Orchestration List Edit Delete Download Save As Create Application

5. Edit the template content.

To modify a service, you can modify the content in the template directly or click Edit to modify the
configurations in the appeared Create Service dialog box.

To add another service to the orchestration template, click Add Service. The Create Service dialog
box appears. Select animage and complete the other configurations. Click OK. You can modify the
content in the template directly or click Delete to delete the service.

Orchestration:test 4 Back to Orchestration List Cancel E
Name: test
The namx ould be 1-64 characters long, and can contzin numbers, English letters, C 3 d
Description:
Template: Service(s) Contained

Service Name:
newServiceBlock1510281361...
Image: nginx:|atest

Edit Delete

Add Service

6. ClickSave inthe upper-right corner to save the modifications.
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6.5. Download an orchestration
template

Procedure

1. Log onto the Container Service console.

2. Inthe left-side navigation pane, click Images and Templates > > Orchestration Templates .

3. Click Det ails of the orchestration template you want to download.

Container Service Orchestration List m My Orchestrations se=reh m

Kubsretes Swarm

o

stry.cn-hangzhou.aliyuncs.com/acs-s:
ry.cr-hangzhou aliyuncs.com/acs-5:
try.cn-hangzhou aliyuncs.com/acs-5:

Applications

Services

Clusters

O jenkins
Qo

Nodes Details

Networks

Data Volumes

. O  jstorm
Configurations fe) o ]
Details
s and Te

torm-docker/jstorm
liyuncs.comfjstorm-docker/jstorm

O Redis-cluster-with-Sentinel
Q,

Details

try.aliyuncs.com/acs-sample/redis-sentinel:3

4. ClickDownload in the upper right cornerto download the template file with the suffix ym1

Orchestration:gitleb = Back to Orchestration List save s

esql

ample/gitlab-sameersbn:latest

6.6. Delete an orchestration template

Context

@ Note Youcan only delete the orchestration templates in My Orchestrations onthe
Orchestration List page.

Procedure

1. Log onto the Container Service console.

2. Inthe left-side navigation pane, click Images and Templates > Images and Templates > >
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Container Service

Orchestration Templates .

3. Clickthe My Orchestrations tab and then click Det ails of the orchestration template you want to

delete.

Container Service

Orchestration List  Sample I o

Kubernetes Swarm
Overview a0 test
Applications ©
Services o
Clusters
Nodes
Networks

Data Volumes
Configurations

~ [1mages and Templates

Docker Imag

ginx:

nainx:iatest

4. Click Delete inthe upperright corner.

Orchestration:test 4 Back to Orchestration List

Edit Download

Save As Create Application

5. Click OK in the confirmation dialog box.

6.7. Save an orchestration template

dS a4 new one

You can save an orchestration template under Sample or My Orchestrations on the Orchestration List

page as a new one.

Procedure

1. Log onto the Container Service console.

2. Inthe left-side navigation pane, clickkimages and Templates > Orchestration Templates .

3. Clickthe Sample tab orthe My Orchestrations tab, and then click Det ails of the orchestration

template you want to save as a new one.

Container Service Orchestration List m My Orchestrations
Kubermetes Swarm
Overview
[Q  giab
Applications o

Clusters

OO jenkins
Nodes © et
Netwarks

Data Volumes

Configurations Og jstorm
Details
 [images and Templates

Docker Images e

Orchestration Templa...

GO Redis-cluster-with-Sentinel
Details

sentinel: registry.aliyuncs.com/acs-sample/redis-sentinel:3

\cs.comfacs-sampl
(cs.com/acs-sample/git

2 Greate Application -

Create Application

Create Application =

s: registry.cn-hangzhou aliyuncs.com/jstom-docker/fstorm
or: registry.cn-hangzhou aliyuncs. comyjstorm-docker/jstorm

= Greate Application -

4. ClickSave As inthe upperright corner.
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Orchestration:gitlab 4 Back to Orchestration List Download Create Application

r

ssword
_NAME=gitlabhq_production
- DB_EXTENSION=pg_trgm

5. The Save Template As dialog box opens. Enter a name for the new template in the Name field and
then click OK.

Save Template As

agitlab-for-test

The new orchestration template is displayed under My Orchestration onthe Orchestration List
page.

Orchestration List  Sample Search
‘Create Application =

Gg gitlab-for-test

Details
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7.Service orchestrations
7.1. Overview

Container Service supports describing multi-container applications by using the Docker Compose
orchestration template.

The orchestration template allows you to describe an integrated application. The application can be
composed of several services. For example, a portal application is composed of an Nginx service, a Web
service, and a database service.

A service may have several containers. Make sure all of the containers have the same configurations. For
example, the Web service in the preceding application can start two or more containers based on the
traffic.

Capability

Container Service supports automatically deploying and managing an application by using the
orchestration template.

The labels used by the orchestration template are compatible with most of the labels in Docker
Compose V1 and V2. For information about specific compatible labels, see Label description.

The orchestration template also supports the template formats of Compose V1 and V2. For more
information, see Docker Compose V1 and Docker Compose V2.

Container Service also provides many extension capabilities based on the community version:

e Unlike the community version of Docker Compose and Swarm, Alibaba Cloud Container Service
supports cross-node container link. So you can directly deploy the application described by Docker
Compose template to the distributed cluster to provide high availability and scalability.

e Container Service, based on the description in the Compose template of community version, also
provides extensions to simplify the deployment, operation, and maintenance of Web and
microservice applications. For more information, see Label description.

Example

The following is a WordPress application. It includes the Web service provided by WordPress image and
the db service provided by MySQL image.
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web:
image: wordpress:4.2
ports:
_ ngon
environment:
- WORDPRESS AUTH KEY=changeme

- WORDPRESS SECURE AUTH KEY=changeme
- WORDPRESS LOGGED IN KEY=changeme

- WORDPRESS NONCE KEY=changeme
- WORDPRESS AUTH SALT=changeme

- WORDPRESS SECURE AUTH SALT=changeme
— WORDPRESS LOGGED IN SALT=changeme

— WORDPRESS NONCE_SALT=changeme
restart: always
links:

- db:mysqgl
labels:

aliyun.log store wordpress: stdout

aliyun.probe.url: http://container/license.txt

aliyun.probe.initial delay seconds: "10"

aliyun.routing.port 80: wordpress;http://www.example.com;https://www.nice.com

aliyun.scale: "3"
db:

image: mysgl:5.6

environment:
MYSQL ROOT PASSWORD: password

restart: always

labels:
aliyun.log store mysgl: stdout

7.2. Label description

The labels used by the Container Service orchestration template are compatible with most of the labels
implemented in Docker Compose V1 and V2. Many extension capabilities are provided based on the

community version.

Labels with extension capabilities

Container Service extends the deployment and lif ecycle management capabilities for orchestration
templates, and all the extension capabilities are described under 1abels and used as sub-labels.

Label

probe

Rolling_updates

parallelism

Description
Sets the health check of a service.
Sets the rolling update of a service.
Sets how many containers that
rolling updates can concurrently update at a

time. Note: This label must be used with
rolling updates
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Label Description
depends Sets the dependencies of a service.

scale Sets the number of containers for a service to scale
horizontally.

routing Sets the access domain name of a service.

Sets whether or not routing keeps session sticky
(namely, session persistence) during the routing
request. Note: This label must be used with

routing

routing.session_sticky

Exposes the service port to the Internet or intranet

b by customizing Alibaba Cloud Server Load Balancer
NAT mapping.
Lo Integrates with Alibaba Cloud Log Service to collect
o container logs and send the logs to Log Service.
Global Sets the service as a global service.

Labels with function enhancement

Container Service provides the Service deployment constraints (affinity:service) labelto set the deployment
constraints for a service.

Additionally supported labels
Label Description
External Sets a service to directly link to an external address.

Sets the DNS options. The semantics of this label is
dns_options the same as that of --dns-opt parameter in the
docker run command.

Sets whether or not to prohibit OOM Killer. The
semantics of this label is the same as that of --

oom_kill_disable oom-kill-disable parameter inthe docker run

command.

Variable substitution

Container Service supports the parameterized Docker Compose template. The template can include the
environment variables as parameters. When the template is deployed, you are prompted to enterthe
parameter values, and the template variables are substituted during the deployment.

For more information, see Vvariable substitution.

Container rescheduling
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Container Service supports rescheduling Docker containers. When a node is invalid, the container can be
automatically scheduled to another available node for operation.

For more information, see Container rescheduling.

High availability scheduling

To make the application have higher availability, Container Service supports scheduling containers of
the same service in different zones. When a zone malfunctions, the application can still provide services.

For more information, see High availability scheduling.

Unsupported Docker Compose labels

Currently, Container Service does not support some Docker Compose labels. For more information, see
Unsupported Docker Compose labels.

7.3. probe

Set the health check of a service.

e Checkthe health by using URLs. HTTP and TCP protocols are supported.
e Checkthe health by using shell scripts.

The health checkis initiated fromthe container host. At regular intervals (two seconds by default), a
request is sent to the container or the shell script commands are run on the container.

The health check is successful if the following criteria are met: The HTTP request returns the code
2XX/3XX. The TCP port can establish a link. The shell scripts return the value 0.

Descriptions of the fields used for check:

® aliyun.probe.url :The URLrequested by HTTP and TCP. You only need to add the word  contai
ner , without entering your domain name or IP address. The URL is used for the health check after
being resolved into the corresponding IP address of the container. The service passes the health
check when 2XX or 3XX is returned.

o Forexample, the container provides the HTTP service by using the port 8080 and provides /ping
as the URL for the health check. The URLformat forthe probeis nttp://container:8080/ping
Container Service automatically requests to check the URL returned results by using HTTP GET. The
health checkis successful if 2XX or 3XX is returned.

o Forexample, MySQL container monitors port 3306. The URL format forthe probeis tcp://contai
ner:3306 . The service checks whether the container opens the port 3306 or not. If yes, the health
check s successful.

® aliyun.probe.cmd : Theshellcommand, /check.sh ,isrunduringthe health check. Container

Service regularly runs this command wit hin the container. If the shell scripts return the value 0, the
health check is successful.

® aliyun.probe.timeout seconds : The timeout forhealth check.

® aliyun.probe.initial delay seconds : The numberof seconds delayed to start the health check
after the start of the container.
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@ Note
e A service canonly contain either aliyun.probe.url OF aliyun.probe.cmd

e If both aliyun.probe.url and aliyun.probe.cmd are not contained inthe service, by
default, the containeris healthy and other aliyun.probe.xxx labels are ignored.

Example:

Use URL to check whether or not the container is healthy.

0s:
image: my nginx
labels:
aliyun.probe.url: http://container/ping
aliyun.probe.timeout seconds: "10"

aliyun.probe.initial delay seconds: "3"

Use shell scripts to check whether or not the container is healthy.

os:
image: my app
labels:
aliyun.probe.cmd: health check.sh

aliyun.probe.initial delay seconds: "3"

7.4. Rolling_updates

During a service update, if the service includes more than one container (defined by the scale label), the
(N+1)th container is updated after the Nth container is successfully updated. In this way, the service
downtime is minimized.

Example:

Deploy the WordPress service.Specify to deploy 2 containers by using the scale label. Use the
rolling updates labelto minimize the service downtime for WordPress.
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web:
image: wordpress
ports:
- 80
restart: always
links:
- 'db:mysqgl'
labels:
aliyun.logs: /var/log
aliyun.routing.port 80: http://wordpress
aliyun.rolling updates: 'true'
aliyun.scale: '2'
db:
image: mariadb
environment:
MYSQL ROOT PASSWORD: example
restart: always
labels:
aliyun.logs: /var/log/mysql

parallelism

The parallelism labeldefines how many containersthat rolling updates can concurrently
update at atime.

@ Note This label must be used with the rolling update label.

parallelism value:

e The default value is 1, namely, updating one container at a time.

o Whenthe value is greaterthan 1, during rolling updates ,a certain number (defined by the par
allelism label) of containers are concurrently updated at a time to realize the batch update.

e When the value is invalid, the default value 1 is used.

(@ Note To ensurethat at least one container is providing service, we recommend that the
defined parallelism Vvalue is less thanthe number of containers in the service.

Example:

Deploy the Nginx service. Specify to deploy 3 containers by using the scale label. Use the
rolling updates labeland parallelism labelto definethat 2 containers are updated in batch
at atime.
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web:
image: nginx:latest
restart: always
environment:
- "reschedule:on-node-failure"
ports:
- 80
labels:
aliyun.scale: "4"
aliyun.rolling updates: 'true'

aliyun.rolling updates.parallelism: "2"

7.5. depends

Set the dependencies of a service.

After setting the dependencies of a service, Container Service can control the start sequence of
containers, starting the containers one by one.

Example:

@ Note Separate dependencies by using a comma (,).

web:
image: wordpress:4.2
ports:
- 80
links:
- db:mysqgl
labels:
aliyun.depends: db,redis
db:
image: mysqgl
environment:
- MYSQL ROOT PASSWORD=password
redis:

image: redis

7.6. scale

Set the number of containers for a service to scale horizontally.

Currently, Docker Compose can only start one container in each service. To expand the number of
containers, manually set the number after the container is started.

Youcanusethe scale labelto scale asthe containeris started.

Moreover, after a container is deleted, you can redeploy the application by completing the following
steps: Log on to the Container Service console. Click Applications in the left-side navigation pane.
ClickRedeploy at the right of the application you want to redeploy. Then, Container Service restarts
the container or creates a new container to restore the number of containers to the specified quantity.
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Example:

web:
image: wordpress:4.2
ports:
- 80
links:
-db: mysql
labels:
aliyun. scale: "3"
db:
image: mysqgl
environment:
- MYSQL ROOT PASSWORD=password

7.7. routing

The routing label configures the access domain name of a service.

Format:

aliyun.routing.port $container port: [http://]$domain|Sdomain prefix[:$context path]

Field description:
® scontainer port :containerport.Note: Thisis not the host port.
® Sdomain : domain name. Enter a domain name.

® sdomain prefix :domain name prefix. If you enter a domain name prefix, Container Service
provides you with a test domain name and the domain name suffixis .<cluster id>.<region id>.a

licontainer.com

® scontext path :requested service path. You can select services according to the requested path.

Domain name selection:

e [f the HTTP protocolis used to expose the service, you can use the internal domain name (the top-
leveldomainis alicontainer.com ) provided by Container Service fortesting, or use your own
domain name.

e If the HTTPS protocolis used, you can use only your own domain name. For example, www.example.c
om .You must modify the DNS settings to assign the domain name to the Server Load Balancer
service provided by the container cluster.

Format requirements of the label statement:

e Container Service allocates a subdomain name to each cluster, and you only need to provide the
domain name prefix to bind the internal domain name. The domain name prefix only indicates a
domain name level and cannot be separated with periods (.).

e [f you do not specify scheme ,the HTTP protocolis used by default.

e The length of the domain name cannot exceed 128 characters. The length of the context root
cannot exceed 128 characters.

e When you bind multiple domain names to the service, use semicolons (;) to separate them.

e A backend service can have multiple ports. These ports are exposed by the container. A port can only
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be assigned one label. Therefore, a service with multiple ports must be assigned multiple labels.
Example:
Use the routing label.

Bind the internal domain name wordpress.<cluster id>.<region id>.alicontainer.com provided by
Container Service and your own domain name  http://wp.sample.com/context t0 port 80 of the Web
service.

web:
image: wordpress:4.2
links:
- db:mysql
labels:
aliyun.routing.port 80: wordpress;http://wp.sample.com/context
db:
image: mysqgl
environment:

- MYSQL ROOT PASSWORD=password

The internal domain name that you finally get is wordpress.cd3dfe269056e4543acbec5e19b01c074 . cn-

beijing.alicontainer.com

After starting the Web service, you can access the corresponding Web services by using the URL:
http://wordpress.cd3dfe269056e4543acbec5e19b01c074.cn-beijing.alicontainer.com

Or http://wp.sample.com/context

To support the HTTPS service, upload the HTTPS certificate by using the Server Load Balancer console
onthe Alibaba Cloud website, and then bind the corresponding cluster to access the Server Load
Balancer terminal.

routing.session_sticky

By using this feature, you can determine whether to maintain session sticky (session persistence) when
you set the routing for a routing request. With session persistence, during the session, each request is
routed to the same backend container instead of being randomly routed to different containers.

@ Note

e The setting takes effect only when you have configured aliyun.routing.port Scontaienr
_port

e Simple routing session persistence is based on the Cookie mechanism. By default, the
maximum expiration time of Cookie is 8 hours and the idle expiration time is 30 minutes.

e Simple routing session persistence is enabled by default.

The setting methods are as follows:

e Enable session persistence
aliyun.routing.session sticky: true

e Disable session persistence

aliyun.routing.session sticky: false

72 > Document Version: 20220630



Container Service User Guide- Service orchestrations

Example of atemplate orchestration file:

web:
image: wordpress:4.2
links:
- db:mysqgl
labels:
aliyun.routing.port 80: wordpress;http://wp.sample.com/context
aliyun.routing.session sticky: true
db:
image: mysqgl
environment:
- MYSQL ROOT PASSWORD=password

7.8.1b

Expose the service port to the Internet or intranet by customizing Alibaba Cloud Server Load Balancer
NAT mapping. The Agent must be upgraded to the latest version to support this extension capability
label.

The label format is as follows. Variables with s  are placeholders.

aliyun.lb.port_ $container port:$scheme://$[slb _name|slb_id]:$slb_front port

Example:

web:
image: wordpress:4.2
ports:
7777:80
999959999
8080:8080
- 53:53/udp

links:

- db:mysql

labels:
aliyun.lb.port 80: http://slb example name:8080
aliyun.lb.port 9999: tcp://slb example name:9999
Aliyun. lb. port 8very: https: // FIG: 80
Aliyun. lb. port 53: UDP: // FIG: 53

db:

image: mysqgl

environment:
- MYSQL ROOT PASSWORD=password
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To better use the custom Server Load Balancer 1b label, you must understand three ports used ina
routing request: the Server Load Balancer frontend port, the Server Load Balancer backend port
(namely, the Elastic Compute Service (ECS) instance port), and the container port. Take the first 1b
label aliyun.1lb.port 80 asanexample. From left to right, The Server Load Balancer backend port is
the ECS instance port, which can be obtained from host and container port mapping of the ports label.
The container port 80 corresponds to the host port port 80 in the key indicates the port to be exposed
by the container, and port 8080 indicates the frontend port to be exposed by Server Load Balancer.
The Server Load Balancer backend port is the ECS instance port, which can be obtained from host and
container port mapping of the ports label. The container port 80 corresponds to the host port
7777.50 the backend port forwarded by Server Load Balancer is 7777. The first |b label indicates that a
request sent to the Web service: First enters port 8080 of the Server Load Balancer frontend. Then, is
forwarded to port 7777 of the backend ECS instance. Enters port 80 of the container according to the
port mapping of ports . Finally, is submitted to the WordPress process in the container to provide
the service. The other three lb labels also apply to the preceding explanation. All the Server Load
Balancer instances configured by the lb label do not go through the routing service built in the cluster,
and you control the request routing by yourself.

Format requirements of the label statement:

e The Server Load Balancer instance can be specified by using its name or ID.

e The Server Load Balancer instance name is limited to 1-80 characters, including letters, numbers,
hyphens (-), forward slashes (/), periods (.), and underscores (_).
e The container port is limited to 1-65535.

e The Server Load Balancer frontend port is limited to 1-65535.

Limits on deploying services with custom Server Load Balancer NAT

mapping:

e You must create a Server Load Balancer instance, name it, and create the corresponding listening
port. Then, provide the mapping container port ~ scontainer port ,the used protocol $scheme
(possible values include  tcp . nttp .  https . udp ,and the Server Load Balancer instance

name s$slb name OF $slb _id by using extension labels, and specify the frontend port  $sib fr
ont port Of the Server Load Balancer instance.

e You must specify the host and container port mapping of the service port to be exposed and then
use the standard Dockerfile label ports to specify the port mapping. to specify the port mapping.
You must specify the host port and this port cannot conflict with the host port mapped by other
services. Server Load Balancer uses the host port to bind the backend ECS instance.

e A service can only use one or more Server Load Balancer instances to expose the service port.
Services cannot share and use the same Server Load Balancer instance because they are distributed in
different ECS instance backends.

e When using the b label to configure Server Load Balancer routing, the default Server Load Balancer
instance cannot be used.

e The host that has the service with Server Load Balancer NAT mapping deployed uses the same host
and container port mapping. Therefore, these services only have one instance on each ECS.

e The supported Server Load Balancer protocol sscheme includes tcp, http, https, and udp.
e You must create a listening port in the Alibaba Cloud Server Load Balancer console.

e Log onto the Server Load Balancer console to modify the configurations for the Server Load
Balancer instance used in Container Service, such as bandwidth limit ation.
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e The value of the lb label is that you do not need to bind the backend ECS instance of Server Load
Balancer by yourself. After configuring the corresponding labels, the backend is bound
automatically. instance of Server Load Balancer by yourself. After configuring the corresponding
labels, the backend is bound automatically. Therefore, except for binding the Server Load Balancer
backend, you must set and modify the Server Load Balancer instances in the Alibaba Cloud Server
Load Balancer console.

e Container Service helps you generate a Resource Access Management (RAM) sub-account (you are
required to activate RAM). This account has some Server Load Balancer permissions, but does not
have the permission to create or delete Server Load Balancer instances. Use this account to help you
manage the Server Load Balancer instances used in Container Service, for example, binding some
nodes in the cluster as the service backend.

e Inthe whole lifecycle of the service, the 1b label always works unless the service is deleted orthe
service is redeployed after 1b labelis deleted. Meanwhile, the Server Load Balancer instances
configured inthe 1b label cannot be mixed.

/7.9. Log

Container Service, integrated with Alibaba Cloud Log Service, collects container logs and sends the logs
to Alibaba Cloud Log Service.

Example:

mysqgl:
image: mysqgl
ports:
- 80
labels:
aliyun.scale: "1"
environment:
- MYSQL ROOT PASSWORD=password
wordpress:
image: registry.aliyuncs.com/jiangjizhong/wordpress
ports:
- 80
labels:
aliyun.routing.port 80: wordpress-with-log
aliyun.log store dbstdout: stdout #Note here
links:

- mysql

For more information, see Enable Log Service.

7.10. Global

Set the service as a global service.

Some services need to be deployed to every node, such as monitoring and logging services. When a
node is created, these services are deployed to the node.

A service is deployed to each node of the clusterif the service isset as  global .When anodeis
created or added in the cluster, a container instance is automatically deployed to the node.
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monitor:
image: sample
labels:
aliyun.global: true

7.11. Service deployment constraints
(affinity:service)

Set the deployment constraints for a service.

Container Service supports the container deployment constraints compatible with Docker Swarm. You
can control the deployment of a container with the Docker Swarm filters.

But the community version of Docker Compose does not have relevant capabilities to control the direct
deployment constraint for a service.

In Container Service, you canadd affinity:service IiN environment tO constrainthe affinity
between services so as to control the service deployment policy. Container Service supports soft
affinity and hard affinity between services.

Example:

Inthis example, affinity:service!=db Iisthe deployment constraint forthe web service. Inthis
way, the web service is always deployed to nodes where the do service is not deployed.
Therefore, when a node is invalid, the service availability is enhanced. When your cluster has only one
node, as hard anti-affinity is specified, the deployment will fail because it cannot meet the specified
mandatory constraints.

web:
image: registry.aliyuncs.com/acs-sample/wordpress:4.5
ports:
_ 180"
environment:
- affinity:service! =db
restart: always
links:
- 'db:mysqgl'
labels:
aliyun.logs: /var/log
aliyun.probe.url: http://container/license.txt
aliyun.probe.initial delay seconds: '10'
aliyun.routing.port 80: http://wordpress
aliyun.scale: '2'
db:
image: registry.aliyuncs.com/acs-sample/mysqgl:5.7
environment:
MYSQL ROOT PASSWORD: password
restart: always
labels:
aliyun.logs: /var/log/mysqgl
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7.12. External

Set a service to directly linkto an external address.
In the extension field, the following fields can be used:
e nost : Setthe domain name of the link.

e ports : Setthe port of the link.

Example:

Directly start a MySQL container without using the external label.

web:
image: wordpress:4.2
ports:
- 80
links:
- db:mysqgl
db:
image: 10.32.161.160:5000/mysql
environment:

- MYSQL ROOT PASSWORD=password

Usethe external labelto describe an RDS service that is not deployed in the cluster and provide the

service to the WordPress deployed in the cluster for use.

wordpress:
image: wordpress:4.2
ports:
- 80
links:
- db:mysqgl
environment:
- WORDPRESS DB USER=cloud
- WORDPRESS DB PASSWORD=MYPASSWORD
— WORDPRESS DB NAME=wordpress
db:
external:
host: rdsxxxx.mysgl.rds.aliyuncs.com
ports:
- 3306

7.13. dns_options

Set the DNS options. The function of this label is the same as that of --dns-opt inthe docker run

command.

wordpress:
image: wordpress:4.2
dns_options:

- "use-vc"
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7.14. oom_kill disable

Set whether or not to prohibit OOM Killer. The function of this label is the same as that of --oom-kill-
disable inthe docker run command.

wordpress:
image: wordpress:4.2

oom-kill-disable: true

7.15. Variable substitution

Container Service supports the parameterized Docker Compose template. The template can include the
environment variables as parameters. When the template is deployed, you are prompted to enterthe
parameter values, and the template variables are substituted during the deployment.

For example, you can define the parameter POST GRES_VERSION.

db:
image: "postgres:${POSTGRES VERSION}"

When the preceding Compose template is deployed, Container Service prompts you to enter the value
of the POST GRES_VERSION parameter, such as 9.3. Container Service substitutes the variable of the
Compose template with this parameter value. In this example, a postgres:9.3 containeris deployed.

Container Service is fully compatible with Docker Compose syntax, and you can use either $VARIABLE
Or S{VARIABLE} syntaxinthe template.

Inthe Compose template, youcanuse s$s toescape strings containing s .Inthis way, Container
Service will not erroneously treat such a string as the parameter.

For more information on the variable substitution supported in the Compose template, see

7.16. Container rescheduling

Container Service supports rescheduling Docker containers. When a node is invalid, the container can be
automatically scheduled to other available node for operation.

By default, container rescheduling is disabled. If needed, you can enable the container rescheduling.

Container Service provides a container rescheduling policy that is compatible with Docker Swarm. You
can enable container rescheduling by using environment variable or label.

Environment variable:
redis:
image: redis

environment:

- reschedule:on-node-failure

Label:
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web:
image: nginx
restart: always
environment:
- aaaaa=aaaaa
labels:
aliyun.scale: "3"

com.docker.swarm.reschedule-policies: "[\"on-node-failure\"]"

@ Note If you re-schedule the container, You need to restore the Persistence State required for
the docker container, you need to work with docker file volumes that support data migration or
sharing.

7.17. High availability scheduling

To make the application have higher availability, Container Service supports scheduling containers of
the same service in different zones. When a zone malfunctions, the application can still provide services.

You can specify the zone selection in the orchestration file by using the environment variables in the
following formats:

e availability:az==3

The service must be distributed in at least three zones. The container creation fails if less than three
zones are in the current cluster, or the service cannot be distributed in three zones because of limited
machine resources.

e availability:az==~3

Try to distribute the service in three zones. Container can still be created even if the condition cannot
be met.

In the following example, the service must be distributed in at least two zones.

nnn:

expose:

- 443/tcp

- 80/tcp
image: 'nginx:latest'
environment:

- 'availability:az==2"
labels:

aliyun.scale: '8'
restart: always
volumes:

- /var/cache/nginx

7.18. Unsupported Docker Compose
labels
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Label Description

This label is used to build container images by using
the Dockerfile and other files in the current
directory. Currently Container Service does not
provide the function to build images. We
recommend that you separate the building and
build deployment operations. You can use image
repository to build the image from the code source,
or push the image built locally to the image
repository. You can use the image labelinthe
orchestration template to refer to the image in the
image repository (including private repository).

dockerfile The same as build

Currently Container Service does not support

specifying environment variables in files. You can

add environment variables by using the
environment label.

env_file

Currently the setting of Mac address is not

mac_address
supported.

All the images in Container Service are enabled in the

detach .
detach mode, and the attach mode is not allowed.

stdin_open The same as detach

tty The same as detach

extends Not supported.
The network in Compose file format of version 2
version 2. See Cross-host interconnected container
network for network management and service
discovery for Container Service. allows the service
container to start in the custom network, and the
containers in Container Service are all in the same

networks

cross-host interconnected container network.
Therefore, Container Service does not support using
the networks label in Compose file format of
version 2. See Container network interconnection
for network management and service discovery for
Container Service.
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8.Applications
8.1. Create an application

Context

Limits

Swarm clusters only support the compose V1 and compose V2 orchestration templates. The system
reports an error if you select to use the compose V3 template.

@ Note Inthe orchestration template list, compose V3 templates are marked with

composev3

Procedure

1. Log onto the Container Service console.

2. Click Applications inthe left-side navigation pane.

3. ClickCreate Application inthe upper-right corner.

Application List refresh | [ |
Services 2
Help:

Cluster: | test v| # Hide System Applications Name v

Networks =

4. Complete the basic information for the application you are about to create.

(e]

Name: Enter the name of the application. it can be 1-64 characters long and contain numbers,
English letters, and hyphens (-), but cannot start with a hyphen (-).

Version: Enter the version of the application. By default, 1.0 is entered.
Cluster: Select the cluster on which the application is to be deployed.

Update: The update method of the application. Select Standard Release or Blue-Green
Release. For more information, see Introductions on release strategies.

Description: Enterthe information of the application. This field is optional. The entered
description cannot exceed 1024 characters, and is displayed on the Application List page.

Pull Docker Image: With this check box selected, Container Service pulls the latest Docker
image fromthe repository to deploy the application, even when the image tag does not change.

To improve efficiency, Container Service caches the image. When deploying an application,
Container Service uses the cached image instead of pulling the image fromthe repository if the
image tag is the same as that of the local cache. Therefore, if you modify your codes and image
but do not modify the image tag for the convenience of upper business, Container Service uses
the old image cached locally to deploy the application. With this check box selected, Container
Service ignores the cached image and re-pulls the image fromthe repository when deploying the
application to make sure the latest image and codes are always used.
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Create Application + Back to Application List
Help: & Restl

Name: ‘ test |
The name should be 1-64 characters long, and can contain numbers, English letters and hyphens, but cannot start with a hyphen.
Version: Lo
Cluster: test
Update: standard Release

Description:

Pull Dacker Image @

‘Create with Image ‘Create with Orchestration Template

5. ClickCreate with Image.
Click Create with Image. Set the following parameters according to your requirements.

i. Inthe General section:

Images Name: Private registry entry supported Image Version:
Selact image Select image version
= Scale: 1 Metwork Mode:
& Default v
-]
[C]
Restart: ¥ Always

m Set the Image Name and Image Version.

You can select an image provided by Container Service or enter your image address in the
format of domainname/namespace/imagename:tag .TO select an image, click Select image,
select the image, and then click OK. By default, the Container Service uses the latest image
version. To use another version of the image, click Select image version, and then click OK.

m Set the number of containers (Scale).

m Select the Network Mode of the application. Currently, Container Service supports two
network modes: Default and host. The Default mode is the bridge network mode. The host
network mode allows containers to use the network stacks of Elastic Compute Service (ECS)
instances. For more information, see Docker container networking.

m Set the Restart field.

The Always check box is selected by default. With the check box selected, the containers
are restarted regardless of the exit status code. Docker daemon restarts the containers
unlimitedly. Whatever the container status is, the container tries to be restarted when
daemon is started.

When the check box is not selected, the restart policy becomes no, indicating containers are
not restarted automatically on exit.
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ii. Inthe Container section:

Command:

Entrypoint:

CPU Limit: Memory Limit: MB
Capabilites: ADD DROP

Container Config: stdin L tty

m Set the startup command (Command and Entrypoint) of the container. If configured, the
image default configurations are overwritten.

Command is used to specify the startup command of the container main process. For more
information, see Command.

Entrypoint is used to specify the container startup process and parameter. Used together
with command, the cmd contents can be passed to Entrypoint as parameters. For more
information, see Entrypoint.

m Set the resource limits (CPU Limit and Memory Limit) of the container.

Set the resource limit for the CPU and memory to be used by the container. For more
information, see Restrict container resources.

m Set the Capabilities.
For how to add or drop Linux related privileges for the container, see Capabilities.

m Set the Container Config.
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ii. Inthe Networksection:

Port Mapping: (4] Add domain nameas to services exposed to the public network
Web Routing: ) Expose HTTP sarvices through acsrouting
Load Balancer: 0 Expose services using custom Server Load Balancer

m Set the Port Mapping. Specify the port mapping for the host and the container, and select
TCP or UDP as the protocol.

The port mapping is used for the routing between container and host, and is the
precondition of Web Routing and Load Balancer. The container provides external services by
means of the configured port mapping.

m Set the Web Routing. The cluster automatically creates the acsrouting application,
including the routing service, and provides the simple routing function. A routing service
instance is deployed on each node. In a node, the acsrouting routing index container
implements the routing forward in the clusterto route the HTTP or HTTPS service. For more
information, see Simple routing - supports HTTP and HTTPS.

@ Note When exposing the HTTP/HTTPS services, you can use the overlay network
or Virtual Private Cloud (VPC) to directly access the container port, without configuring
the specific host port.

m Set the Load Balancer. Configure the port mapping before configuring the mapping of ¢
ontainer port $scheme://$[slb name|slb id]:$slb front port .For how to use the
Server Load Balancer label, see [b.

When configuring this parameter, control the routing access path on your own, including the
routing mapping of Server Load Balancer front end port > backend host port > container
port.

iv. Set the Data Volume.

Data Volume: ) Use third-party data volumes

R v @

volumes_from:

m (Create adatavolume. Enter the host path or data volume name, the container path, and
select RW or RO as the data volume permission. For more information, see volume.

m Configure the volumes_fromfield. Enter the name and permission parameter of another
service or container, such as service name:ro .[f No access permission is specified, RW is
the default permission. For more information, see volumes_from. After the configuration,
the container is authorized to use volumes of another service or container.
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v. Set the Environment variables.

Formats such as array, dictionary, and boolean are supported. For more information, see
Environment variables.

vi. Set the container Labels.
Forthe extension labels supported by Container Service, see Label description.

vii. Inthe Deploy section:

Smooth Enable & Note: This only takes effect when used with health check [probe label].
Upgrade:

Across Multiple Ensure '~/ Try best

Zones:

Auto Scaling: Enable Mote: Before using auto scaling, upgrade the cluster Agent to the latest version.

m Set whetherto enable Smooth Upgrade for containers.
For more information, see Rolling_updates.
m Set the Across Multiple Zones settings for containers.

Select Ensure to deploy containers in two zones. The container creation fails if less than
two zones are inthe current cluster, or the containers cannot be deployed intwo zones

because of limited machine resources. Select Try best to try to deploy containers in two
zones. The container can still be created even if this condition is not met.

If this parameter is not configured, Container Service deploys the containers in one zone by
default. For more information, see High availability scheduling.

m Set whether or enable the container Auto Scaling.
For more information, see Container auto scaling.

viii. ClickCreate at the right of the page after completing the settings.

6. ClickCreate with Orchestration Template.

Create Application + Back to Application List

Help:

Add Service

https://docs.docker.com/compose/

Use Existing Orchestration Template Save Template Prev Create and Deplay
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i. ClickUse Existing Orchestration Template or write a new template by yourself.
The contents of the orchestration template comply with the Docker Compose format.

ii. ClickSelect next to the template after clicking Use Existing Orchestration Template.

ii. Edit the orchestrationtemplate.

Edit the orchestration template according to your requirements. Make modifications in the
template directly, or click Edit to modify the service or Delete to delete the service.

Create Application + Back to Application List
Help:
Configuration
Service(s) Contained
stry.aliyuncs.com/acs-sample/wordpress :4.5
Service Name: web
Image: regi: aliyuncs.com/acs-
sample/wordpress:4.5
changeme: Edit Delete
changeme
changeme
a Service Name: db
Image: regi: aliyuncs.com/acs-
sample/|
changeme Edit Delete
changeme
changene
/var/log
http://container/1
http: / /wordpres:
funcs . com/acs-sample/mysqli5.7
https://docs.docke [compose/
Use Existing Orchestration Template Save Template Prev Create and Deploy

Click Add Service to add another service to this orchestration template. Select the image and
configure the parameters. Then, click OK.
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Craate Service

Image Mame: Select image

Image Version: Select image version

Scale:

Port Mapping:

= ¥ Add

Environment:

Add

Data Violume:

Read/Writ ¥| = Add

Meb Routing:

Add

Mote: all domain names for a port must be entered in one entry.

Restart: v

¥ More Settings]

iv. ClickCreate and Deploy after completing the settings.

8.2. Application parameter
configurations

This document aims to help you understand what the parameters on the page mean when you create a
swarm application by using an image. Then, you can configure the parameters smoothly. For some
parameters, some documents are provided for your reference.

Image Name

e Select an existing image in the image list.
e Enterthe image address directly. Take the image address of a Docker Hub user's WordPress container
as an example. registry.cn-hangzhou.aliyuncs.com/acs-sample/wordpress:4.6 isa complete

image address composed of domain name, namespace, image name, and label. For more information
about the image address, see Basic concepts of images.

Image Version
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You can specify the image version, namely, the image tag, after selecting an existing image in the image
list. If not specified, the latest version is used by default.

Scale

Configure the number of containers. Multiple containers can enhance application availability efficiently.

Network Mode

Select Default or host.

e Default: Namely, the bridge network mode. By connecting to the default bridge docker0, this mode
assigns an independent network namespace for each container. You can see that eth0 is created in
the container by using this configuration.

o Host: The network stack information that allows containers to use host. Containers created in this
mode can view all the network devices on the host and have the full access permission to these
devices.

For more information about Docker container netwaork, see Docker container networking.

Restart

Specify the restart policy forthe container. For more information, see restart.

e With this check box cleared, the system does not restart the container under any circumstances.

e With this check box selected, the systemtries to restart the container until the specified container is
running normally.

Command

Configure the command that is run by default afterthe containeris started and configure the
corresponding parameters. We recommend that you use the Exec format. The command is run if the
container is started and docker run does not specify other commands. For more information, see
command.

The default command specified by command is ignored if docker run specifies other commands.

Command has three formats:

e Execformat: cMD ["executable","paraml","param2"] .Thisisthe recommended format of
command.
® CMD ["paraml","param2"] : Usetogetherwith entrypoint command that is in the Exec format to

provide the additional parameters.

e Shellformat: <MD command paraml param2

Entrypoint

The execution command to start containers. Entrypoint command can run the containers in the form of
applications or services.

Entrypoint seems similar to CMD, both of which can specify the command to be run and the
corresponding parameters. The difference is that entrypoint is not ignored and must be run, even if
other commands are specified when running docker run.

Entrypoint has two formats:

e Exec format: ENTRYPOINT ["executable", "paraml", "param2"] .Thisisthe recommended format
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of entrypoint.

e Shellformat: ENTRYPOINT command paraml param2

CPU Limit and Memory Limit

CPU 100 indicates one core and the unit of memory is the MB. You can configure the CPU limit and
memory limit for a container, which facilit ates your resource planning. The corresponding compose
labels are mem 1imit and cpu shares .Formore information, see Restrict container resources.

Capabilities

By default, the root permission in Docker containers has strict limits. With the Linux kernel capabilities,
related permissions can be granted to the containers. For the parameters used to grant permissions to
the containers, see Runtime privilege and Linux capabilities.

The related parameter commands are as follows:

e ADDfield: Corresponds to the parameter -cap-add: Add Linux capabilities .Enterthe Capability
Key that containers can add in this field to add the permission to containers.

e DROP field: Corresponds to the parameter -cap-drop: Drop Linux capabilities .Enterthe

Capability Key that containers already have by default in this field to delete this permission from
containers.

Container Config

Select the stdin check box to enable standard input for containers. Select the tty check box to assign
an virtual terminal to send signals to the containers. These two options are usually used together,
which indicates to bind the terminal (tty) to the container standard input (stdin). For example, an
interactive program obtains standard input fromyou and then displays the obtained standard input in
the terminal.

Port Mapping

Specify the port mapping between host and container, and select TCP or UDP as the protocol. Port
mapping is used for the routing between container and host and implements the access to the
container from outside.

Port mapping is the prerequisite for the configurations of simple routing and Server Load Balancer
routing. The container provides external services by using the configured port mapping.

Web Routing

After a clusteris created in Container Service, the acsrouting application, including the routing service
(namely, routing), is created automatically to provide the simple routing function. Each node has a
service deployed. In a node, the acsrouting_routing_index container implements the routing forward in
the clusterto route the HTTP services or HTTPS services. For more information, see Simple routing -
supports HTTP and HTTPS.

@ Note When exposing HTTP/HTTPS services, the specific host port can be unconfigured. The
container port can be accessed directly by using the overlay network or Virtual Private Cloud (VPC).

Load Balancer
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Control the routing access path on your own when configuring this parameter, including the routing
mapping of Server Load Balancer frontend port > backend host port > container port.

Configure the port mapping in advance. Then, configure the mapping of container port and

$scheme://$[slb name|slb id]:$slb front port .Formore information about the ServerLoad
Balancer labels, see [b.

Data Volume

We recommend that you use data volumes to store the persistent data generated by containers, which
is more secure, and easier to manage, back up, and migrate. For more information, see Use volumes.

e Select to create a data volume. Enter the host path or data volume name, the container path, and
select RW or RO as the data volume permission.

e Enterthe name and permission parameters of another service or container in the volumes_fromfield.
For example, service_name:ro. If the access permission is not specified, the default permission is RW.
For more information, see volume compose . After the configuration, containers can be granted to
use the data volumes of another service or container.

Environment

Environment variables support the input form of key-value pairs and the formats such as array,
dictionary, and boolean. For more information, see environment-variables.

You can configure the relevant environment variables for Docker containers. Environment variables can
be used as flags and represent some parameters of environment deployment. You can also use
environment variables to pass configurations and build automated deployment scripts.

Labels

Label applies metadata to Docker objects and can be used to build images, record license information,
and describe the relationship among containers, data volumes, and network to implement powerful
features.

Labels support the input form of key-value pairs and are stored in the format of strings. You can specify
multiple labels for containers. The Docker native labels and Label description are supported.

Smooth Upgrade

Select whether or not to enable the smooth upgrade. Enabling smooth upgrade is equivalent to
adding the label rol1ing update=true .Use togetherwiththe label probe to make sure the
containers can be updated successfully. For more information, seeprobe and Rolling_updates.

Across Multiple Zones

Select Ensure orTry best.

Select Ensure to deploy containers in two different zones. With this option selected, the container
creation fails if the current cluster does not have two zones or the containers cannot be distributed in
two zones because of limited machine resources.

You can also select Try best. Then, Container Service tries to deploy the containers in two different
zones. Container can still be created even if the condition cannot be met.

If this parameter is not configured, Container Service deploys the containers in one zone by default. For
more information, see High availability scheduling.
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Auto Scaling

To meet the demands of applications under different loads, Container Service supports auto scaling for
the service, which automatically adjusts the number of containers according to the container resource
usage in the service.

For more information, see Container auto scaling.

8.3. Restrict container resources

One advantage of Docker containers is that they allow you to restrict resources, such as CPU, memory,
and I/0 performance. In swarm clusters, you can restrict the resources for applications.

You can restrict container resources in the Container Service console by setting interface parameters or
configuring settings in orchestration templates.

Interface parameters

You canrestrict resources Change application configurations when Create an application or changing the
service configurations.

In swarm clusters, a single CPU core is equivalent to 100 CPUs. The unit of memory is MB.

‘ verory Umit: 572 ve

Orchestration templates

In orchestration templates, you canuse the mem 1imit and cpu shares labels to set CPU limit and
memory limit.

CPU limit

A single CPU core is equivalent to 100 CPUs. If your machine is configured with 4 cores, the total number
of available CPU resources is 400. In orchestration templates, you canusethe cpu shares labelto
specify CPU limit. cpu shares: 50 indicates 0.5 core.

Memory limit

Youcanusethe mem 1imit labelto restrict memory usage. The unit is the byte and the minimum

memory is 4 MB. If you set the memory limit and a container applies for a memory that exceeds the limit,
the container is stopped because of OOM.

The following orchestration template demonstrates how to restrict CPU and memory.

nl:

expose:

- 443/tcp

- 80/tcp
image: 'nginx:latest'
cpu_shares: 50 #0.5 core
mem limit: 536870912 #512MB
labels:

aliyun.scale: '1'
restart: always
volumes:

- /var/cache/nginx
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Resource scheduling

To ensure that containers can obtain sufficient specified resources, such as 0.5 CPU core and 512 MB of
memory in the preceding example, Container Service reserves resources for containers. For example, a
4-core machine can schedule up to eight  cpu shares=50 containers. If you create containers without
specifying the cpu shares and mem limit labels, Container Service does not reserve resources for
such containers by default.

Other resource limits

For other resource limits, see Docker Compose instructions.

8.4. High availability scheduling

To make the application have higher availability, Container Service supports scheduling containers of
the same service in different zones. When a zone malfunctions, the application can still provide
services.

You can specify the zone selection in the orchestration file by using the environment variables in the
following formats:

® availability:az==3 : The service must be distributed in at least three zones. The container

creation fails if less than three zones are in the current cluster, or the service cannot be distributed in
three zones because of limited machine resources.

® availability:az==~3 :Tryto distribute the service in three zones. Container can still be created
even if the condition cannot be met.

@ Note The deployment constraint only works for newly created containers. It does not work
when containers created in the past change the configurations.

In the following example, the service must be distributed in at least two zones.

nnn:

expose:

- 443/tcp

- 80/tcp
image: 'nginx:latest'
environment:

- 'availability:az==2"
labels:

aliyun.scale: '8'Aliyun. Scale: '8'
restart: always
volumes:

- /var/cache/nginx-/Var/Cache/nginx

8.5. Specified node scheduling

To deploy a service to a specified node, you canusethe constraint keyword.
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@ Note The deployment constraint only works for newly created containers. It does not work
when existing containers change the configurations.

In the following example, the service is deployed to node1.

web:
image: 'nginx:latest'
restart: always
environment:
- 'constraint:aliyun.node index==1'
ports:
- 80
labels:

aliyun.scale: 2

Container Service supports the following expressions:

Expression Description:

constraint:aliyun.node_index== Deploy the service to node1.
constraint:aliyun.node_index! =1 Do not deploy the service to nodel.
constraint:aliyun.node_index==(1|2|3) Deploy the service to nodel, node2, or node3.

Deploy the service to a machine other than nodeT,

constraint:aliyun.node_index! =(1[2|3) node2. and node3

Try to deploy the service to a machine with a Redis
image. The image full name is supported. For

affinity:image==~redis example,Supports filling the full name of the mirror,
such registry.cn-

hangzhou.aliyuncs.com/xxx/Xxx

Try not to deploy the service to a machine with a
affinity:service! =~redis Redis service. For more information, see Service
deployment constraints (affinity:service).

8.6. Schedule an application to
specified nodes

To deploy an application to specified nodes, we recommend that you use usertags and the
constraint keyword to make the deployment configurations.
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@ Note
e The deployment constraint only works for newly created containers. It does not work when
existing containers change the configurations.

e Afteryou use a usertag to deploy an application, deleting the usertag does not affect the
deployed application, but will affect the next deployment of the application. Proceed with
caution when deleting usertags.

Procedure
1. Add usertags for nodes.
i. Log onto the Container Service console.
ii. Click Swarm> Clusters inthe left-side navigation pane.

iii. ClickManage at the right of the cluster.

Container Servica Cluster List You can create up to 5 clusters and can add up to 20 nodes in each cluster.  Subaccount Authorzation | Refresh  [NeEEAoTEEY
Overview
J— Help: Create cluster How to add existing ECS instances  Crosszone node management  Log Service integration  Connect to dluster through Docker Cient
pplcations
Services tiame [
o Custer  Node Status  Number of Docker
Custer Name/ID Custer Type  Region Network Type Satus @ Nodes Time Created  Version e Action
Hodes
vpe view Logs
paka Velumes t'egztsbssgnwaa:;rﬂhfzfﬂz'ﬂlss“sr 3":‘;2]} o (C:‘ar: zE:Ztu]l oe @Feady Sfat"fff- z 53-14:-“14;1 17051 Delete
“ JrEeRlInaRn b0 e o bp1659u1p811058e23npd ~ o Monitor | More-
Configurations
> Images and Temp. routing-test-onine Albaba Cloud  China East 1 \v:(c oready  Hesty S 1 w03 Manage | View L;g;te
CCf530e22b1 C1400896425b058467a35¢ < 32 o
PR~ | caseablcld0neooasbosbictase  Ouster (Hangzhou) bp1659u1p81 10582a31pd 22:32:40 Jontor  Morae
Getting Started

iv. ClickUser Tags inthe left-side navigation pane.

v. Select the nodes that you want to deploy the application and then click Add Tag.

£ Cluster:test

Basic Information
stance ID/Name
Load Balancer Sa...
’ ifaef157d08ab-nodel
nug:
- e '
ar List "157d08ab-node2
2L & Deleta Tag Add Tag o

Node Scaling

vi. Enteryourtag key and tag value, and then click OK to add user tags for the selected nodes.

AddTaas
Tags :

group:l

0K Close

2. Create an application by clicking Create with Orchestration Template. Configurethe constrai
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nt keyword inthe template.

For information about how to create an application, see Create an application.

environment:
- constraint:group==1 #Indicates to deploy the application on all the nodes with the

"group:1" tag

Delete a user tag
1. Log onto the Container Service console.
2. Click Swarm> Clusters in the left-side navigation pane.

3. ClickManage at the right of the cluster.

[UCC  Create Cluster

Cluster List You can create up to S dusters and can add up to 20 nodes in each duster.  Subaccount Authorization

Container Service

Overview
Help: Create cluster How to add existing ECS instances ~ Cross-zone node management  Log Service integration  Connect to cluster through Docker Client
Applications
Services Name [=2]
Cluster Name/ID Cluster Type Region etwork Type Status (-] odes Time Created ‘ersio e Actio
Nodes
atm Volumes Aibaba Coud  China East 1 \‘;f oy Momode w0401 o veitoe
92 Cluster (Hangzhou) bp1650u1p811058ea3npd LoD pessae Monitor | More-
Configurations.
* imegesand Tem. ot | eaba coue (C':Hna o we ooy e T 1 e g g vewtog
Gl ot anozey bp1650u1p811058e23npd 32 Monitor | More~
Getting Started
4. ClickUser Tags in the left-side navigation pane.
5. Select the nodes that you want to delete the usertags and then click Delete Tag.
< Clusteritest Refresh

Basic Information

Load Balancer Set

Container List

Events

Node Scaling

o

a Delete Tag Add Tag

Image List o
group:1

6. The confirmation dialog box appears. Click OK.

DeleteTags

Are you sure you want to delete all selected tags?

Coc I

8.7. View application details

Procedure

1. Log onto the Container Service console.
Click Applications in the left-side navigation pane.

Select the cluster in which the application you want to view resides fromthe Cluster list.

A w N

Click the application name.
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‘Container Service Application List Refresh Create Application
Kubernetes Swarm
&d Application list updated.
‘Overview
¥l Hide System Applications ) Hide Offline Applications () Hide Online Applications Name ¥ Q x
Services Name
Stop | Update | Delete | Redeploy
Ermm @Ready 06/15/2018,14:34:17 06/15/2018,14:34:17 pd E g .
vents
Nodes

5. Clickthe Services tab to view the services of the application.

Containers Logs Events Routes

Name Image
Stoy Restart Reschedule Update
db tast @ Ready registry.aliyuncs.com/acs-sample/mysql:5.7 o . a
Delete Events
Sto) Restart Reschedule Update
web test .Read»’ registry.aliyuncs.com/acs-sample/wordpress:4.5 o - P
Delete Events

Services Logs Events Routes

g Delete Stol Monitor Logs
running | Normal registry.aliyun 3306/tcp 1721874 | 172.16.33. u o
sh Web Terminal
. - = it
running | Normal registry.aliyur 172.16.33.29:32769 172.186.5 172.16.33, Delete Stop Monitor Logs_
shi =80ftcp Web Terminal

7. Clickthe Logs tab to view the logs of the application.

Services Containers Events Routes

Enftries Per Container: | 100items r Filter by Container Name: | all ¥ | Filter by Start Time: Download Logs

test_web_1 | 2017-11-14T@8:23:82.209979854Z 172.17.8.1 - - [14/Nov/2017:16:23:82 +@808] "GET /license.txt HTTP/1.1" 280 76@3 "Go-http-client/1.1"
test_web 1 | 2017-11-14T@8:23:85.4646282072Z 172.17.8.1 - - [14/Nov/2817:16:23:85 +8808] "GET /license.txt HTTP/1.1" 288 78683 "-" "Go-http-client/1.1"
test_web_1 | 2017-11-14Tes: 8.633590302Z 172.17.8.1 - - [14/Nov/2017:16 ] "GET /license.txt HTTP/1.1" 288 7603 "Go-http-client/1.1"
test_web_1 | 2017-11-14T@8:23:12.9651056927 172.17.8.1 - - [14/Nov/2017: ] "GET /lieense.txt HTTP/1.1" 288 76@3 "-" "Go-http-client/1.1"
test_web_1 | 2017-11-14Tes: 6.084585989Z 172.17.8.1 - - [14/Nov/2017: ] "GET /license.txt HTTP/1.1" 288 7603 "Go-http-client/1.1"
test_web 1 | 2017-11-14T@s: 9.2589918257 172.17.8.1 - - [14/Nov/2817: ] "GET /lieense.txt HTTP/1.1" 288 76@3 "-" "Go-http-client/1.1"
test_web_1 | 2017-11-14T@8:23:22,448163362Z 172.17.8.1 - - [14/Hov/2017: ] "GET /license.txt HTTP/1.1" 28@ 7603 "-" "Go-http-client/1.1"

8. Clickthe Events tab to view the events of the application.

Services Containers Logs Routes

© 2017-11-14 15:55:11

Create service test_wsh completed.
2017-11-14 15:55:11

Activate container test_web_3 succeeded.
© 2017-11-14 15:55:11

Create application test completed.

9. Clickthe Routes tab to view the route address of the application.

Services Containers Logs Events

wordpress.c8b2da019b32e48adb1121317a0c02d81 .cn-hangzhou.alicontainer.com

8.8. Stop or activate an application

Context
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Procedure

1. Log onto the Container Service console.
2. ClickSwarm> Applications in the left-side navigation pane.

3. Select the cluster in which the application you want to stop or activate resides fromthe Cluster
drop-down list.

4. Activate orstop the application according to the status.

Click Activate at the right of the application that you want to activate.

Container Service Application List Refresh
Kubermetes  Swam
Overview (23
Applications Cluster: | test-swarm v | ® Hide System Agglications © Hide Offine Applications © Hide Online Applications Name
Services
Clusters - - e
nginx @Stopped P 06/06/2018,15:52:54 06/06/2018,19:10:39 Update Delete
Nodes Stop:1 Redeploy | Everts
ClickStop at the right of the application that you want to stop.
Container Service | Application List Refresh
Kubemetes  Swarm
Overview el
Appiications Cluster: | test-swarm v | @ Hide System Appiications © Hide Offiine Applications (1 Hide Online Applications Name
Services
Clusters eadys - . sete
nginx ®Ready Readyiz 06/06/2018,15:52:54 06/06/2018,19:41:00 Updats | Deleta
Nodes Redeploy | Events

5. Inthe displayed dialog box, click OK.

8.9. Change application
configurations

Procedure
1. Log onto the Container Service console.
2. Click Applications in the left-side navigation pane.

3. Select the cluster where the application you want to change configurations resides fromthe
Cluster list.

4. ClickUpdate at the right of the application you want to change configurations.

Contaner Sendce | i 5t
Kubernetes Swarm

w0 0l
Ovenview

v || ¥ Hide system Applications [ Hide Offline Applications [ Hide Online Applications Name ¥

06/15/2018,14:45:37 06/15/2018, 14:45:37

5. The Change Configuration dialog box opens. Modify the configurations.
@ Note You must update the Version. Otherwise, the OK button is not available.

o \: By default, to avoid losing the container data in the local data volume on the current machine,
Container Service restarts the container or recreates a container on the current machine when
you change the application configurations. To schedule the container to another machine, turn
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on the Force Reschedule switch. Then, Container Service schedules the container to another
machine according to your scheduling settings in the Template.

@ Note After scheduling the container to another machine by turning on the Force
Reschedule switch, the container data in the local data volume on the former machine are
lost. So proceed with caution. So proceed with caution.

o Use Existing Orchestration Template: ClickUse Existing Orchestration Template to

select atemplate to change the application configurations. A confirmation dialog box opens.
Click Confirm.

@ Note The new template will overwrite the current template. Click OK in the Change
Configuration dialog box.

Change Configuration
te
Mame est
*Wersion 1.0
ote: The version of the application must be changed; otherwise, the "OK" button is
ot available.
escription
Use Latest Force
Image: Reschedule :
Release Mode

registry.aliyuncs.com/acs-sample/wordpress:4.5

changeme
changeme
changeme
changeme
changeme
changeme
changeme
changeme
changeme
always

- "db:mysql"

Cancel

What's next

If the application is not updated after you change the configurations, you can redeploy the application
to apply the configuration modifications. For more information, see Redeploy an application.

8.10. Redeploy an application
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You can redeploy an application after deploying it, if necessary. Redeploying an application re-pulls the
image used by the application. Therefore, if you update the application image after deploying the

application, redeployment will use the updated image to deploy the application.

@ Note

Redeployment does not update the data volume, which means the old data volume of

the host is still used. Therefore, if you mount a data volume to the host and change the
configurations of the data volume in the new image, the new configurations will not take effect

after the redeployment.

You must redeploy an application in the following situations:

e You update the image after deploying the application and want to deploy the application according

to the updated image.

e Youstop or delete some containers and want to activate or recreate those containers. During the
redeployment, Container Service activates the stopped containers and recreates the deleted

containers.

Procedure

1. Log onto the Container Service console.

2. ClickSwarm> Applications in the left-side navigation pane.

3. Select the cluster where the application you want to redeploy resides fromthe Cluster drop-down

list.
. ClickRedeploy at the right of the application you want to redeploy.

Container Service

Application List

bernetes Swarm

n v | ¥ Hide System Applications Hide Offline Applications Hide Online Applications

06/15/2018,14:54:41 06/15/2018,14:54:41

5. A confirmation dialog box appears. Click OK.

Check whether the redeployment succeeds

To confirm whether the redeployment is successful or not, view the image
the container image after the redeployment is the latest one.

1. Log onto the Container Service console.
2. Click Swarm> Applications in the left-side navigation pane.
3.
4

. Clickthe application name.

sha256

to check whether

Select the cluster where the redeployed application resides fromthe Cluster drop-down list.

Container Service

Application List

Kuberngtes Swam

Overview

Services

v [ © Hide system applications  J Hide Offline Applications () Hide Online Applications

Clusters

06/15/2018,14:54:41 06/15/2018,14:54:41

Nodes

Refresh Create Application

5. Clickthe Containers tab to view the image sha256
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The redeployment is successful if the containerimage is the latest one.

Services Containers Logs Events Routes
ha256:5060fedb3c310¢a
nginx_nginx_1 nginx:latest s S
ngnengml © running  Normal e - 172, Dekete | Stop | Monitor | Logs | Web Terminal

8.11. Delete an application

Context

You can delete applications that will not be used.

Procedure

1. Log onto the Container Service console.

2. Click Applications in the left-side navigation pane.

3. Select the cluster where the application you want to delete resides fromthe Cluster list.
4

. Click Delete at the right of the application you want to delete.

Container Service Application List Refresh

Kubernetes Swarm
Application list updated.
Overview

Cluster:
FoDctors o

Services ame Descriptio Status Container Status Time Created = Time Updated =~ e

Stop | Update Redepioy

Events

v | | ¥ Hide System Applications Hide Offline Applications Hide Online Applications Name v Q x

G test @Ready 06/15/2018,15:10:50 06/15/2018,15:10:59

Nodes

5. A confirmation dialog box opens. Click OK.
Select the Remove the Data Volumes (volume) checkboxto delete all the data volumes
related to this application. The named data volumes cannot be deleted.

Note

The selected application: test will execute the Delete
operation. Are you sure you want to perform this
operation?

Remove the Data Volumes

Force Deletion

8.12. Run offline tasks

Container Service abstracts the basic model of offline computing and provides the offline computing
function based on Docker containers.

The core functions include:

e Job orchestration
e Job scheduling and lifecycle management
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e Integration of storage and other functions

Basic concepts
The following table compares the concepts of offline applications with those of online applications.
Concept Offline application Online application

Container Task execution unit Service execution unit

Execution history of tasks that
Operation history encountered an error and were None
re-executed

A special function that can be
Service (Task) divided into several containers
for execution

A group of containers with the
same functions

Application (Job) A combination of several tasks A combination of several services

In a word, an offline job contains several tasks. Each task can be executed by several containers. Each
container can have multiple operation histories. By contrast, an online application contains several
services and each service can be provided by several containers simultaneously.

Docker Compose-based job orchestration

Similar to online applications, Docker Compose can be used to describe and orchestrate jobs. Docker
Compose supports the vast majority of Docker functions, such as:

e CPU, memory, and other resource limits

Data volumes

Environment variables and labels

Network models and port exposure
In addition, Alibaba Cloud Container Service has expanded the following functions:

e Container quantity: The number of containers that each task s divided into.
e Number of retries: The number of retries made by each container.

e Remove containers: Whether or not to delete a container after it has completed its run. You can
select the following policies: remove-finished (deletesthe container afterit completes its run),
remove-failed (deletesthe containerthat fails the run), remove-a11 (deletes all of the
containers), and remove-none (does not delete any container).

e DAG model task dependencies: Tasks in a job can have dependencies between each other. Tasks that
others depend on are executed first.

The following is an example of offline job Docker Compose.
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version: "2"
labels:
aliyun.project type: "batch"
services:
sl:
image: registry.aliyuncs.com/jimmycmh/testret:latest
restart: no
cpu_shares: 10
mem limit: 100000000
labels:
aliyun.scale: "10"
aliyun.retry count: "20"
aliyun.remove containers: "remove-all"
s2:
image: registry.aliyuncs.com/jimmycmh/testret:latest
cpu_shares: 50
mem limit: 100000000
labels:
aliyun.scale: "4"
aliyun.retry count: "20"
aliyun.remove containers: "remove-finished"

aliyun.depends: "s1"

Note:

e Only Docker Compose 2.0 is supported.

e Addthelabel aliyun.project type: "batch" at the job level. If this labelis not added orits value
isnot batch ,the applicationis considered as an online application.

e Anyvalue of restart willbechangedto no

e Usethe aliyun.depends labelto specify dependencies. A task can depend on several other tasks.
Separate the tasks by using commas (,).

e The default value of aliyun.retry count is 3.

e The default value of aliyun.remove containers iS remove-finished

Job lifecycle management

The container status is determined by the container running and exit status. The task status is
determined by the statuses of all the containers inthe task. The job status is determined by the
statuses of all the tasks in the job.

Container status

e Running: The container is running.

e Finished: The container exits and ExitCode==

e Failed: The container exits and ExitCode!=0
Task status

e Running: A container is running.
e Finished: All containers are finished.

e Failed: The number of failures of a container exceeds the set value.
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Job status

e Running: A taskis running.

e Finished: All tasks are finished.
e Failed: A taskfailed.

The preceding statuses can all be retrieved by means of APIto facilitate automated Operation and
Maintenance(0&M).

Shared storage

Data is shared and exchanged between containers and tasks. Shared storage can be used to resolve
this issue. For example, when running an MR job on Hadoop, HDFS is used for data exchange. In
Container Service, two types of shared storage can be used. Their features and application scenarios
are compared as follows:

Storage Advantages Disadvantages Scope

Low read/write and (s
performance. Modifying
a file causes the file to
be overwritten.

Shared configuration
files. Attachment
upload.

OSSFS data volumes Cross-host sharing.

Heavy lo applications
that need to share
data, such as file
Slightly higher cost servers, etc; heavy lo
applications that
require rapid migration,

Cross-host sharing; On-
demand capacity
expansion; high
performance, high
reliability; high Mount

NAS data volumes

speed
P such as databases, etc.
I/O-intensive
Virtualize the cloud applications that need
A third-party storage disks in the cluster into data sharing, such as
. party 9 a large shared disk. High Certain O&M capabilities file servers. 1/0-
integrated by you, such . . . N
performance. are required. intensive applications
as Portworx .
Snapshots, multiple that need fast
copies. migration, such as
databases.

For more information about how to use the data volumes, see the following documents:
e Create an OSSFS data volume
e (reating NAS data volumes

® Use OSSFS data volumes to share WordPress attachments

Integrate with Log Service and CloudMonitor

Log and monitoring are important tools used to analyze offline jobs. Alibaba Cloud Container Service
integrates with the CloudMonitor function. Adding a label in the orchestration template can collect
CPU, memory, and other data of containers to CloudMonitor. For more information, see the following
documents:

e Enable Log Service

e (Container monitoring service
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Procedure
1. Log onto the Container Service console and create a cluster.
For more information, see Create a cluster.

2. Click Applications in the left-side navigation pane and then click Create Application inthe
upper-right corner.

3. Complete the basic information for the application and then click Create with Orchestration
Template.

4. Use the preceding orchestration template and then click Create and Deploy.

5. Onthe Application List page, clickthe application name to view the application running status.

8.13. Timing tasks

Having a timing task is a common requirement. Generally, select one or more machines and realize the
timing tasks by using crontab. However, for large-scale or a large number of timing tasks, this method
has many limits such as:

Low reliability. If one machine goes down, all the timing tasks on this machine cannot be executed.

No scheduling function. Loads among machines might not be balanced.

e No retry mechanism. Tasks might fail to be run.

e Cannot run large-scale distributed tasks.

On the basis of the offline tasks, Container Service provides the function of timing tasks, with which you

can solve the preceding problems by some simple descriptions. For more information on offline tasks,
see Run offline tasks.

@ Note Youcan only use this function if you have upgraded your Agent since October 25th,
2016 orthe clusteris newly created.

Timing task description based on Docker Compose

The same as offline tasks, timing tasks are also based on Docker Compose. You can realize the timing
function by adding the  aliyun.schedule labelinthe orchestration template. The following

example shows.

@ Note When you create or update a timing task, the systemwill not pull the latest image. This
is because using the latest image will make the same task use different images at different time,
which might cause your troubleshooting complicated. We recommend that you update your timing
taskimage by updating the image tag.
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version: "2"
labels:
aliyun.project type: "batch"
aliyun.schedule: "0-59/30 * * * * *nu
services:
sl:
image: registry.aliyuncs.com/jimmycmh/busybox:latest
labels:
aliyun.scale: "5"
aliyun.retry count: "3"
aliyun.remove containers: "remove-all"

command: date

Note:

® aliyun.schedule: "0-59/30 * * * * *" indicates running this task every 30 seconds. The format
of schedule is the same as that of crontab (but note that the format of schedule is second minute
hour day month week, and that of crontab on Linux is minute hour day month week) and uses Beijing
time.
e The timing function is only applicable to offline tasks. Therefore, the system automatically adds the
aliyun.project type: "batch" label afteryouaddthe aliyun.schedule label.Sothe aliyun
.project_type: "batch" labelinthe preceding example can be omitted.

e |n addition, all the functions in offline tasks can still be used in timing tasks (for example, scale,
retry_count, remove_containers). For the specific meanings of these labels, see Run offline tasks.

Execution process

After atiming taskis created, the application is in the status of Waiting. When the specified time of the
taskis reached, the taskis started. The subsequent status changes are the same as the offline
applications. The application status repeats this process when the next execution time is reached.

For the same timing task, only a single instance can be executed at a time. If the task execution time is
longer than the task execution period (for example, the execution time of the preceding taskis longer
than 30s), the next execution enters the execution queue. When the length of the execution queue is
greater than 3, this execution will be discarded.

You can click the History tab on the application details page to view the execution history and results.
Only the last 10 items of execution history are kept in the list.

Services | Containers | Logs | Events  Routes

test @ Complete 2017-12-11 19:06:30 2017-12-11 19:06:40
test @ Complete 2017-12-11 19:07:00 2017-12-11 19:07:10
test @ Complete 2017-12-11 19:07:30 2017-12-11 19:07:40
test @ Complete 2017-12-11 19:08:00 2017-12-11 19:08:10
test @ Complete 2017-12-11 19:08:30 2017-12-11 19:08:41
test @ Complete 2017-12-11 19:09:00 2017-12-11 19:09:10
test @ Complete 2017-12-11 19:09:30 2017-12-11 19:09:40

test @ Complete 2017-12-11 19:10:00 2017-12-11 19:10:10
test @ Complete 2017-12-11 19:10:30 2017-12-11 19:10:40

test @ Complete 2017-12-11 19:11:00 2017-12-11 19:11:10

High availability

> Document Version: 20220630 105


https://www.alibabacloud.com/help/doc-detail/43351.htm#concept-vj3-xys-xdb

User Guide- Applications Container Service

The timing task controller adopts the master-slave mode. The control function is switched to the slave
controller when the master controller malf unctions.

If the task execution time is in the master-slave switch period, the task will be executed until the switch
is completed. If the task needs to be run for several times in the master-slave switch period, the task
will be executed only once after the switch is completed. Therefore, to ensure that the taskis not lost,
do not design tasks with a repetition period less than one minute.

8.14. Default system application list

Application name Chinese name Services contained Brief introduction

Provides the request
routing service with
layer-7 protocol, which
consists of Server Load
Balancer and an

acsrouting acsrouting routing HAProxy container. After
the domain name is
correctly configured,
the request can be sent
to the specified
container.

Integrates with Alibaba
Cloud Log Service to
upload the logs printed
by applications in
containers to Alibaba
acslogging acslogging logtail, logspout Cloud Log Service for
storage, facilitating you
to query and analyze
the logs. For how to
use acsmonitoring, see
Enable Log Service.

Integrates with Alibaba
Cloud CloudMonitor and
currently popular third-
party open-sourced
monitoring frameworks,
facilitating you to query
the monitoring
information and
configure the
monitoring alarms. For
how to use
acsmonitoring, see
Container monitoring
service.

acsmonitoring Monitoring service acs-monitoring-agent
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Application name Chinese name

acsvolumedriver Data volume

Services contained

volumedriver

Brief introduction

Integrates with Alibaba
Cloud CloudMonitor and
currently popular third-
party open-sourced
monitoring frameworks,
facilitating you to query
the monitoring
information and
configure the
monitoring alarms. For
how to use
acsmonitoring, see
Container monitoring
service.
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9.Configurations

9.1. Create a configuration

Context

Container Service supports creating configurations and transmitting the configurations by configuring
the parameters, which facilitates you to manage multiple container environment variables.

Limits

e You can only select a region of an existing cluster when creating a configuration.

e The configuration creation fails and the systemreports an error if clusters in the selected region do

not have any nodes.

e You cannot view the configurations in a region on the Configuration File List page if clusters in the
region are all deleted or do not have any nodes. You can view the configurations in the region onthe

Configuration File List page when a cluster in the region contains nodes.

Procedure

1. Log onto the Container Service console.

2. Click Swarm> Configurations in the left-side navigation pane.

3. Select the region where you want to create a configuration fromthe Region drop-down list and

then click Creat e in the upper-right corner.

Container Service Configuration File List

Kuberetes Swarm

Clusters

Nodes

Netwarks

4. Enterthe configuration file information and click OK.
o File Name: It can contain 1-32 characters.

o Description: It can contain up to 128 characters.

o Configuration: You can add up to 50 configurations in a region. Enter the Variable Name and

Variable Value, and then click Add onthe right.

You can also click Edit JSON File. The JSON Format dialog box appears. Enter the configurations

in the dialog box and click OK.
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Configuration File

* File Name: test
The configuration file name should contain 1 to 32 characters.
Description:
P
Configuration: Edit JSON File

scale_number 3

parallelism_numbear ||1 H Add

In this example, the variables scale number and parallelism number are set, which are used
to pass the parameters of the Alibaba Cloud extension labels scale and rolling updates
respectively.

JSOM Format

1 {"scale_number":" parallelism number™:"1"}

F
Lance

9.2. Modify configurations

Context

You can modify the configurations of a configuration file.
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@ Note

Procedure

1. Log onto the Container Service console.

Modifying the configuration file affects applications that use this file.

On the Configuration File List page, select a region fromthe Region drop-down list.

Note: Tf the selected region contains no cluster, the configuration files of this region will nat be displayed; these files will be displayed once a duster s created under this region. The maximum number of configuration files

Description Op

2. Click Swarm> Configurations in the left-side navigation pane.
3.
4. ClickModify at the right of the configuration that you want to modify.
Container Service Configuration File List
Kubernstes Swarm
®
Applications
Configuration File Name
Services
test_config
Clusters
poces allowed is 50.
Networks
Data Volumes
(1)

5. Click Confirm in the displayed dialog box.

Confirmation

o Modifying the configuration file will affect applications associated wi

th this file. Do you want to continue?

6. Modify the configurations.

o Click Edit at the right of the configuration you want to modify. Update the configuration and

then click Save.

o You can also click Edit JSON File. Click OK after making the modifications.

Configuration File

* File Name:

Description:

Configuration;

size

s
The description can contain up to 128 characters.
Edit JSON File
Variable Name Action
_
size 2
Delete
Name Value Add

The variable key should contain 1 to 32 characters; the variable value should contain 1
to 128 characters. The variable value must be unique. The variable name and variable

value cannot be empty.

Cancel

7. After modifying the configurations, click OK.
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9.3. Implement multiple environments
by using configurations

An application consists of codes and configurations. After an application is containerized, the
configurations are usually transmitted by using container environment variables to deploy multiple
applications using the same image and different configurations.

Limits
e When associating a configuration file with an application, make sure the configuration file is in the

same region as the application.

e Currently, associating a configuration file when creating an application is only available when you
create the application by using an orchestration template.

Create an application

1. Log onto the Container Service console.

2. Under Swarm, click Configurations in the left-side navigation pane. Select the region in which you
want to create a configuration fromthe Region list and click Create.

Getting Started

3. Complete the settings and then click OK.
o File Name: It can contain 1-32 characters.
o Description: It can contain up to 128 characters.

o Configuration: You can add up to 50 configurations in a region.

Inthis example, the size variableis set.
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7.

* File Name: test-group

The configuration file name should contain 1 to 32 characters.

Description: test group

The description can contain up to 128 characters.

Configuration: Edit JSON File
Variable Name Variable Value Actio
I Edit
size 2
Delete
Name Value Add

The variable key should contain 1 to 32 characters; the variable value should contain 1
to 128 characters. The variable value must be unigus. The variable name and variable

value cannot be empty.
m Cancel

. Under Swarm, click Applications in the left-side navigation pane. Select the cluster in the same

region as the created configuration fromthe Cluster list and click Create Application.

. Enterthe basic information of the application and click Create with Orchestration Template.

. Enterthe following orchestration template and then click Create and Deploy.

Wherein, size is adynamic variable and will be overwritten by the value in the configuration.

busybox:
image: 'busybox'
command: 'top -b'
labels:

aliyun.scale: $size

The dialog box appears. Select the configuration file to be associated with fromthe Associated
Configuration File drop-down list. Click Replace Variable and click OK.

Template Paramestar

Associated Configuration File: v
Paramete alue Contras
zize
Description:
he selectad configuration file contains this varizble and the varizble
v are the same.

The selected configuration file contains this variable but the variable
values are different.

The selected configuration file does not contain this variable.

Lo

Update an application
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If you associated a configuration file when creating an application, you can update the application by
modifying the configuration file and redeploying the application.

1. Log onto the Container Service console.

2. Under Swarm, click Configurations in the left-side navigation pane. Select the region in which the
configuration you want to modify resides from the Region list, and click Modify at the right of the

configuration.
Overview I omeets 0
Applications
Services Configuration File Name Description o:lf ation
Clusters test-group test group Delete
e ote: hij Ehgjsgligtej region cantains na cluster, the configuration files of this region will not be displayed; these files will be displayed once a cluster is created under this region. The maximum number of canfiguration
Networks s
Data VG|L°
Configurations | =

3. Click Confirm in the displayed dialog box.

4. Click Edit (changes to Save afteryou clickit) at the right of the variable you want to modify.
Modify the variable value. Click Save and then click OK.

* File Name: fest-
group
Description: test group

P
The description can contain up to 128 characters.
Corfiguration: Edit JSON File
ariable Name ariable Value Actio
size | 3 save
N - Delete
ame Value Add

The variable key should contain 1 to 32 characters; the variable value should contain 1
to 128 characters. The variable valus must be unigue. The variable name and variable

value cannot be empty.
m Cancel

5. Under Swarm, click Applications in the left-side navigation pane. Select the cluster in the same
region as the created configuration, and then click Redeploy at the right of the application.

Container Service Applcation List .
ame [2]
2016-12-29 19:08:08 20161229 19:29:57 Stop Update
Afterthe application is updated, the number of containers changes to three.
Cluster: | test = Hide system applcations [ Hide offine applications (] Hide onine applications Name []
test @Ready 2016-12-29 18:08:08 2016-12-29 20:05:47 stop Update Delete Rede;\:ws

Trigger an update
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If you associated a configuration file when creating an application, you can redeploy the application by

using the redeployment trigger.

1. Log onto the Container Service console.

2. Under Swarm, click Configurations in the left-side navigation pane. Select the region in which the
configuration you want to modify resides from the Region list, and click Modify at the right of the

configuration.

Oy Region:| | China East 1 (Hangzhou) ¥
Applications
services Configuration File: Name Description o:;; ation
Clusiors test-group test group Delete
Nodes ot I the lected egioncantins o clster, th cofiguraton fles ot regon il o be isplayed; these fles wilbe dispayed o 2 ciuser i creaed under this fefon. The mamu number of cafraton
es allowsd 5 50.
Networks
Data voILo
Configurations | =

3. Click Confirm in the displayed dialog box.

4. Click Edit (changesto Save afteryou clickit) at the right of the variable you want to modify.
Modify the variable value. Click Save and then click OK.

* File Name: fest-
group
Description: test group
P
The description can contain up to 128 characters.
Corfiguration: Edit JSON File
ariable Name ariable Value Actior
) Save
size | 3 Delete
Name Value Add
The variable key should contain 1 to 32 characters; the variable value should contain 1
to 128 characters. The variable valus must be unigue. The variable name and variable
value cannot be empty.
m Cancel

5. Create aredeployment trigger.

For how to create a trigger, see Triggers.

I Trigger 1. You can only have ane of each trigger type®
Trigger Ink (move mouse over to copy)

| 3 QW

Services

TazZnw=.

Contamers ~ Routes | Logs | Events

Name Applcation Status Tmage

.
busybox s @Ready busyboxiatest Sz

6. Initiate the redeployment trigger.

Restart

-

Type

Redeploy  Delete trigger

Reschedule
Delete

Update
Events

curl "https://cs.console.aliyun.com/hook/trigger?triggerUrl=Y2ViZDhkZTIwZGMyM]jRmOTMANDI

zMTgwMz I3NmIwM2IxfHR1c30QtZ3IvdXB8c2NhbGluZ3wxOXZwY zNmOXFiNTcwfA==&secret=46624237677565

4951546d6451656a7a66e7£5b61db6885£8d15aa64826672c2"

Afterthe application is updated, the number of containers changes to three.
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Cluster: | test = Hide system applications (] Hide offine applcations [ Hide online applications Name []

Stop | Update | Delete | Redeploy
Events

@reacy

2016-12-29 19:08:08 2016-12-29 20:05:47

9.4. Delete a configuration

Context

You can delete a configuration that is no longerin use.

Procedure

1. Log onto the Container Service console.

. Click Configurations in the left-side navigation pane.

2
3. Onthe Configuration File List page, select a region fromthe Region list.
4

. Click Delete at the right of the configuration that you want to delete.

Container Service
Kubernetas Swarm

Overview
Applications
Services
Clusters
Nodes
Networks

Data Volumes

=] @)

Configuration File List Refresh

Region:

NHIE l"th;]se\actad region contains no duster, the configuration files of this region will not be displayed; these files will be displayed once a dluster is created under this region. The maximum number of configuration files
allow 0.
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10.Services
10.1. Instructions

An application is composed of one or more services. You can update the application by changing the
application configurations or changing the configurations of a service.

10.2. View service details

Procedure
1. Log onto the Container Service console.
Click Swarm> Services in the left-side navigation pane.

Select the cluster in which the service you want to view resides fromthe Cluster drop-down list.

W N

Click the service name. As shown in the following figure.

Container Service Service List Refresh
Kubernetes Swarm
‘Overview
Cluster: v || @ Hide System Services Hide Offline Services Hide Online Services Name v
Applications
(1)
Clusters —— Monitor stop Reschedule
db wordpress @ Raady - registry.aliyuncs.com/acs-sample/mysal:5.7 Update Delete Restart
Nodes Events
Networks - Moanitor Stop Reschedule
o wordpress @ Ready Ready:3 registry.aliyuncs.com/acs-sample wordpress 4.5 Update | Delete | Restart
Data Volumes Events
5. The service details page appears and you can view all the containers of this service.
logs | Configurations | Events
wordpress_web_1 running | Normal regstry.ahunc... 172, 172, 172 Delete | Stop Monitor Logs web Terminal
wordpress_eb_2 running | Normal regitry.ahunc... 172. 172, 172 Delete | Stop | Menfor Logs Web Terminal
wordpress_web_3 running | Normal regitry.ahunc... 172 172 172 Delete | Stop | Menfor Logs Web Terminal
6. Clickthe Logs tab to view the service-level logs.
Containers CO\\ﬁGLIIEt\O\1S Events
Entries Per Container: | 100iter [&] Filter by Container Name: | | Fiter by Start Time: How ta view logs

wordpress_web_1 | 2017-84-176:21:83.834655676Z WordPress not found in /var/www/html - copying now...
1]

wordpres _1 | 2017-84-81T@6:21:03.845218165Z WARNING: /var/www/html is not empty - press Ctrl+C now if this is an error!
wordpress_web_1 | 2817-84-81T@6:21:83.845835596Z + 1s -A

wordpress_web_1 | 2617-84-81T66:21:83.8522133587 wp-content

wordpress_web_1 | 2017-84-81T06:21:83.8527365247 + sleep 18

web_1 | 2017-@4-81T86:21:14.6144253187 Complete! WordPress has been successfully copied to /var/www/html

web_1 | 2017-04-917T06:21:16.346311973Z AH@R558: apache2: Could not reliably determine the server's fully qualified domain name, using 172.18.1.6. Set the 'Se
rverName' directive globally to suppress this message

7. Clickthe Configurations tab to view the configurations of the service.
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Containers Logs Configurations Events

Port Mapping

80

Environment Variable

WORDPRESS_NONCE_AA
WORDPRESS_NONCE_KEY
WORDPRESS_AUTH_SALT
WORDPRESS_LOGGED_IN_SALT
WORDPRESS_NONCE_SALT
WORDPRESS_AUTH_KEY
WORDPRESS_SECURE_AUTH_KEY
WORDPRESS_LOGGED_IN_KEY

WORDPRESS_SECURE_AUTH_SALT

Dynamic

changeme
changeme
changeme
changeme
changeme
changeme
changeme
changeme

changeme

8. Clickthe Events tab to view the events of the service.

Containers | Logs  Configurations

© 2017-4-1 14:21:03

Create service wordpress_web completed.
© 201741 14:21:03

Activate container wordpress_web_2 succeeded.
© 20174-1 14:21:03

Activate container wordpress_web_1 succeeded.
© 20174-1 14:21:03

Activate container wordpress_web_3 succeeded.

10.3. Activate or stop a service

Procedure

1. Log onto the Container Service console.

2. Click Swarm> Services in the left-side navigation pane.

3. Select the cluster in which the service you want to activate or stop resides fromthe Cluster drop-

down list.

4. Activate orstop the service according to the status.

Click Stop at the right of the service that you want to stop.

Container Service Service List

Kubernetes Swarm
Help: & H esz,
Overview

Cluster:

Applications

(1]
Clusters
db wardpress
Nodes
Networks

web wordpress
Data Volumes

v | @ Hide System Services

Refresh
8s HTITPLHTIPS & na Senvice list updated.
Hide Offline Services ) Hide Online Services Name Q x
" Monitor Stop Reschedule
Ready:L registry.aliyuncs.com/acs-sample/mysal:5.7 Update | Delete | Restart
o ° Events
s Monitor | [Stop] | Reschedue
. registry.aliyuncs.com/acs-sample/wordpress:4.5 Update Delete Restart
o Events

Click Activate at the right of the service that you want to activate.
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Container Service Service List Refresh

Kubemetes Swarm

web wordpress @stopo=d o registry.aliyuncs.com/acs-sample/wordpress:4.5 Update

5. Inthe displayed dialog box, click OK.

10.4. Change service configurations

Procedure

1. Log onto the Container Service console.
2. Click Swarm> Services inthe left-side navigation pane.

3. Select the cluster in which the service you want to change the configurations resides fromthe
Cluster drop-down list.

4. ClickUpdate at the right of the service that you want to change the configurations. As shown in
the following figure.

Container Service Service List Refresh

Kubernetes Swarm
. S
‘Overview
test-swarm ¥

Hide Offline Services [ Hide Online Services Mame ¥

Applications

Monitor Stop Reschedule
e Dele

Networks -~ Mornitor Stop Reschedule

5. The Update Service page appears. Change the configurations

6. and then clickUpdate.

10.5. Reschedule a service

Context

To rebalance the cluster load, you can rebalance the number of containers running on each node by
moving the containers from nodes with high loads to the newly added nodes or nodes with low loads.

Procedure

1. Log onto the Container Service console.

2. ClickServices in the left-side navigation pane.

3. Select the cluster in which the service you want to reschedule resides fromthe Cluster list.
4

. ClickReschedule at the right of the service you want to reschedule. As shown in the following
figure.
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Container Service Service List Refresh

Kubermstes Swarm

v || ¥ Hide System Services [ Hide Offine Services [ Hide Online Services Name ¥ Q x

Monitor Stop
registry.aliyuncs.com/acs-sample/mysal:5.7 Update Delete

Networks Monitor Stop

Data Volumes

5. Inthe displayed dialog box, select or clearthe Ignore Local Volumes and Force Reschedule
check boxes. Then, click OK.

Naote

The selected services will be rescheduled. Are you sure
you want to perform this operation?

Ignore Local Volumes @
Force Rescheduls

Co

o Ignore Local Volumes: For containers with local volumes, rescheduling might move these
containers to other machines and cause the data loss. To ignore the local volumes, select this
check box. With this check box deselected, the containers with local volumes will not be
rescheduled. To ignore the local volumes, select this check box. With this check box deselected,
the containers with local volumes will not be rescheduled.

o Force Reschedule: Currently, to ensure the stability of online services, rescheduling only occurs
when the memory usage and CPU usage of the machine are over 60% To ignore this limit, select
this check box. Then, Container Service ignores the usage limit and forces rescheduling the
service. and 40% respectively by default. To ignore this limit, select this check box. Then,
Container Service ignores the usage limit and forces rescheduling the service.

@ Note The memory and CPU usage values are subject to the container configurations.
Therefore, the values are not always the actual usage of the machine.

10.6. Delete a service

Procedure

1. Log onto the Container Service console.
2. ClickServices inthe left-side navigation pane.
3. Select the cluster in which the service you want to delete resides fromthe Cluster list.

4. ClickDelete at the right of the service that you want to delete.
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Container Service | service List Refresh
Kubernetes Swam
Help: & Haxeasé services to the Internet & Add a domain name to a service exposed to the public network & Switch from HTTP to HTTPS @ Change appiication externa  Service list updated.
‘Overview
. @) Hide System Services () Hide Offline Services [ Hide Online Services Q x
Applications
o Name Application Status Container Status Image Action
Clusters - Monitor | Stop | Reschedule
db wordpress @rReady i " registry. aliyuncs com/acs-sample/mysal:5.7 Update | Delete | Restart
Nodes : Events
Networks s Monitor | StD | Reschedule
web wordpress @Ready o ‘g registry.aliyuncs.com/acs-sample/wordpress:4.5 Update
Data Volumes

5. Inthe displayed dialog box, click OK.

Mote

o The selected service: web will perform the Delete
operation. Are you sure you want to perform this
operation?

[ Remove the Data Volumes
[ Force Delstion

Co I
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11.Networks

11.1. Container network
interconnection

Container Service creates the global network for containers, and the containers in the cluster can
access other containers by using the etho networkinterface of the container.

Orchestration example

For example, create containers on two machines respectively and record the IP addresses, names, and
hostnames of the containers. Log on to the container web terminal and test the network
communication across nodes for these two containers by using the ping command.

network-testl:

image: busybox

hostname: serverl

command: sh -c 'ifconfig eth0; sleep 100000'

tty: true

environment:

- 'constraint:aliyun.node index==1'

network-test2:

image: busybox

hostname: server2

command: sh -c 'ifconfig eth0; sleep 100000'

tty: true

environment:

- 'constraint:aliyun.node index==2"'

Test methods

The containers of these two services are distributed in diff erent nodes.

Services Containers Logs Events Routes

test_networktes.. unning | Normal busyboxlatast 172.20.15.4 d Delete | Stop | Monitor Logs | Web Terminal

test_network tes. running Normal busybox:latest 172.20.180.4 Delete | Stop Monitor Logs

Test network communication by using container IP address

By using the Container Service console orthe ifconfig eth0 log output by containertest_network-
test1_1, you can see the IP address of containertest_network-test1_1is 172.18.0.4 Then,youcan
connect to the web terminal to access the IP address of containertest_network-test1_1 in container
test_network-test2 1 to test whether or not the network communication works.

Enter sh in the shell field and then click Execute. Then, enterthe command ping ping 172.18.0.4 .AS
shown in the following figure.
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she sh Execute

from

from

from

from
from
from
from
from
from

from

Test network communication by using container name

You can view the container name on the details page of the corresponding container. The default
containernameis {project-name} {service-name} {container-index} .Inthis example,the container
name is as follows.

Services Cantainers Logs Events Route

]

|-C:n"ta'r‘ar:,."test_"et\'\-ori—test'__'_ | +Back to List

Enter sh inthe shell field and then click Execute. Then, enterthe command ping
test network testl 1 to test the network communication by using the container name. As shown in
the following figure.

she sh Execute

brtez
ms
from
from
from
from
from

from

from

Test network communication by using hostname

In this example, the hostname is specified in the orchestration template. Therefore, you can also test
the network communication by using the hostname. As shown in the following figure.
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B4 bytez from

11.2. Use VPC in Container Service

This document introduces how to use Virtual Private Cloud (VPC) in Container Service and the
corresponding notes.

VPC CIDR block

e To create a VPC container cluster in Container Service, plan the network according to the actual
conditions first. Specify the Classlessinter-Domain Routing (CIDR) to segment the corresponding
subnetworks when creating a VPC.

e Each VPC can only specify one CIDR block. The CIDR block range is as follows. 172.16.0.0/12 is the
default CIDR block of VPC.

o 10.0.0.0/8
o 172.16.0.0/12
o 192.168.0.0/16

Container CIDR block

Specify the corresponding container CIDR block when creating a VPC cluster in Container Service.
Currently, Container Service supports the following container CIDR blocks:

e 192.168.1.0/24

e 172[16-31].1.0/24

Network planning

To ensure the network intercommunication between containers, add each container CIDR blockto the
route table. Therefore, to avoid the conflict of CIDR blocks, performthe corresponding network
planning for your application service according to the CIDR blocks of VPC and container.

CIDR block planning

Both VPC and container can have 172 as the CIDR block. Therefore, when selecting 172 as the CIDR block
of VPC and container, you must pay attention. For example, if the VPC CIDR blockis 172.16.0.0/12 and
the VSwitch CIDR blockis 172.18.1.0/24. Then, the IP address of the Elastic Compute Service (ECS)
instance on the VSwitchis 172.18.1.1-172.18.1.252 according to the CIDR block definition of the
VSwitch.
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if the VPC CIDR blockis 172.16.0.0/12 and the VSwitch CIDR blockis 172.18.1.0/24. Then, the IP address
of the Elastic Compute Service (ECS) instance on the VSwitch Then, the IP address of the Elastic
Compute Service (ECS) instance on the VSwitch is 172.18.1.1-172.18.1.252 according to the CIDR block
definition of the VSwitch. If the container CIDR blockis also 172.18.1.0/24, the IP address of the
container and that of the ECS instance are the same. In this way, an exception occurs in the network
communication between containers. In this way, an exception occurs in the network communication
between containers. So you must pay attention to the network planning when using a VPC.

Route table planning

Currently, up to 48 route entries can be included in a route table of a VPC.

Example

Use the following complete example to demonstrate the whole creation process of a VPC clusterin
Container Service.

Step 1. Create a VPC

1. Logonto the VPC console.

2. ClickVPC inthe left-side navigation pane.

3. Select the region. In this example, select China East 1 (Hangzhou).
4

. Click Create VPC. The Create VPC dialog box opens. Complete the configurations and then click

Create VPC.
In this example, to avoid conflicting with the container CIDR block, select 10.0.0.0/8 as the CIDR. as
the CIDR.
Create VPC
*VPC Name : test
Description : test
The n can be 2-256 cf ength, and
cannot " or
*CIDR. : 10.0.0.0/8 M

Step 2. Create a VSwitch
After creating a VPC, create the corresponding VSwitch under this VPC.
1. Onthe VPC list,

VPC China North 1 (Qingdao) ~ China North 2 (Beijing) ~ China North 3 (Zhangjiakou)  China North 5 (Huhehaote) ‘T Refresh

[ uER==SWGENCALDE China East 2 (Shanghai)  China South 1 (Shenzhen) Hong Kong

Asia Pacific NE 1 (Japan)  Singapore  Asia Pacific SE 2 (Sydney) Asia Pacific SE 3 (Kuala Lumpur)

Overview
VPG
US East 1 (Virginia)  US West 1 (Siicon Valley) ~ Middle East 1 (Dubai) ~ Germany 1 (Frankfurt)
NAT Gateway
- VPN
VPN Gateway

‘g:fm 10.0.00/8 Avalable  test lefn";ﬁ'” No gt | Delete

Customer Gateway
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2. clickManage at the right of the created VPC.
3. ClickVSwitches in the left-side navigation pane, and then click Create VSwitch in the upper-right

corner.

< VSwitch List

VPC Details

VRouters o

VSwitchID ¥ | | Enter a VSwitch ID to Search the VSwitch

You czn creste 74 VSwitches at most for a VRC. CRefresh Create Vswitch

Search

4. The Create VSwitch dialog box opens. Complete the configurations and then click OK.

In this example, select a China East 1 zone and enter 10.1.1.0/24 as the CIDR. If you select this
VSwitch when the IP address of the ECS instance will be 10.1.1.1-10.1.1.252. The number of
available private IPs is 252 in total, which means you can purchase 252 ECS instances under the
VSwitch of this CIDR block. creating an ECS instance, when the IP address of the ECS instance will
be 10.1.1.1-10.1.1.252. The number of available private IPs is 252 in total, which means you can
purchase 252 ECS instances under the VSwitch of this CIDR block.

Create VSwitch

VPC :

VPC CIDR
Block

*Name :

*Zone :

“CIDR. :

Mumber of
Available
Private IPs :

Description :

10 /|8 Show
Binary

test

The name can be 2 -128
characters in length,
including letters, digits,
hyphens (-), and
underscores (), and must
beqin with either English
letters or Chinese

Characters.

China East 1 Zons E ¥

][0 [T/ [z2 ] show

Binary

The spedified CIDR must be the same as, or belong to,
that of the VPC. The allowed block size is between a
/29 netmask and 16 netmask.

For example:10.194.121.0/24

Learn more.

252 IPs

The description can be 2-
256 characters in length,

Step 3. View route table

After creating the VPC and VSwitch, you can view the route table.
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Click VRouters in the left-side navigation pane. The network of VSwitch is the default systemroute
table.

< VRouter Information You can create up to 46 custom route entries ina route table.  DRefresh | ATl
VPC Details
I VRouter Basic Information Edit|
- vrt-bp 2017-11-17 16:10:56
VSwitches
HAVIP

I Route Entry List

vitb-bp Availzble 10.1.1.0/24

vtb-bp Available 100 System

Step 4. Create a container cluster
1. Log onto the Container Service console.
2. Click Clusters inthe left-side navigation pane,

3. and then click Create Cluster in the upper-right corner.

Container Service Cluster List

Overview

You can create up to 5 clusters and can add up to 20 nodes in each duster.  Refresh Create Cluster

Applications

Services

You currantly do not have any clusters. You can Create Cluster
Clusters o

Nodes

4. Complete the configurations and then click Create Cluster.

Select China East 1 (Hangzhou) as the Region, and VPC as the Network Type. Select the created
VPC and VSwitch fromthe corresponding list.

Container Service

Currently Selected

China East 1
Overview
(Hangzhou)
Applications China North 1 China North 2 ChinaEast2  China South 1 AsiaPacficNE1 USWest1 Asia Pacific SE 1 wPC
ervices (Qingdao) (Beijing) (Shanghai)  (Shenzhen) (Tokyo)  (Silicon Valley) ~ (Singapore) Ubunte 14,04 645
ia Pacific SE 2 US East 1 china North 3 Asia Pacific SE 3 .
Clusters Fr o 3 r N 2 set(s)
Clusters (Sydney) (Frankfurt) (Virginia) HongKong  (Zhangjiakou) (Kuala Lumpur)
< -core, 2 GB (
MNodes.
ecs.nlsmall )
Networks
Data Volumes Swarm Mode (Beta) Create Cluster
Configurations =
~ Images and Tem.
Docker Images
Orchestration T.
Solutions 172.18.0.0/24 Existing CIDR Block of Container Service

In this example, the Initial CIDR Block of Container Service is 172.18.0.0/24. Then, the container
CIDR block on the nodes of this clusteris 0/24. The container IP address on each node is 172.18.x.[1-
255].172.18.[ 1-254]. 0/24. The container IP address on each node is 172.18.x.[ 1-255].

Step 5. Verify node IP address

After creating the container cluster, you can verify the preceding theory of network planning by
verifying the cluster node IP address, route table, and checking the application container IP address.

You can verify the VSwitch CIDR block by checking the ECS instance IP address in the container cluster
node list.

1. Log onto the Container Service console.
2. Click Nodes in the left-side navigation pane.

3. Select the cluster where the node that you want to verify resides fromthe Cluster list.

126 > Document Version: 20220630


https://cs.console.aliyun.com
https://cs.console.aliyun.com

Container Service User Guide- Networks

Fromthe following figure, we can see that the IP address of the newly purchased ECS instance
belongs to the VSwitch CIDR block 10.1.1.0/24.

Applications

Container Service | Node List o Refresh
st v
ez
101110

Senices bp. U: 1core(s)
Albebs CoudNode 22 e ®Nomal 7 CPUitcore(s Ubuntu 14045 LTS 17.06.2-¢2 0.10-189653f  Monitor | More~

Memory:1.954 GB
Clustars

Networ
Data \n
Configurations

~ Images and Tem,

Step 6. Verify route table

Verify the route table after verifying the node IP address.
1. Log onto the VPC console.
2. ClickVPC inthe left-side navigation pane.
3. Click
4. Manage at the right of the created VPC.

vPC China North 1 (Qingdao) ~ China North 2 (Befiing) ~ China North 3 (Zhangjiakou) ~China North 5 (Huhehaote) T Refresh

[&EY=E SNCGEV AN China East 2 (Shanghai)  China South 1 (Shenzhen) ~ Hong Kong

Overview
Asia Pacific NE 1 (Japan)  Singapore Asia Pacific SE 2 (Sydney) Asia Pacific SE 3 (Kuala Lumpur)

VPG
US East 1 (Virginia)  US West 1 (Siicon Valley) ~ Middle East 1 (Dubai) ~ Germany 1 (Frankfurt)

NAT Gateway

v VPN .
VBN Gateway

;ﬁ;—:pl 10.0.00/8 Available test iglfn"';‘” No Edit | Delete

5. ClickVRouters in the left-side navigation pane.

A route entry with 172.18.x.0/24 0/24 asthe CIDR blockis added to the route table. The next hop
is the corresponding ECS instance ID.

< VRouter Information You can create up to 48 custom route entries in a route table. TRefresh Add Route Entry
VPC Details
I VRouter Basic Information Edit A
ame: - D: wit-bp Created At: 2017-11-17 16:10:56
VSwitches
HAVIP

Route Entry List

vib-bp Available 172.18.2.0/24 i-bp ECS Instance Custom Delete

Step 7. Verify container IP address
Finally, verify whether the container IP address is correct or not.

In this example, deploy a WordPress application by using an orchestration template in Container Service
console, and then verify the container IP address by checking the container list on a node.

For how to create the WordPress application, see Create an application by using an orchestration template.
1. Log onto the Container Service console.
2. Click Applications inthe left-side navigation pane.
3. Select the cluster where the created application resides fromthe Cluster list.
4

. Clickthe application name. Click the Containers tab.
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Services Logs Events Routes

Name/ID Status Health Check = Image Port Contziner IP | Node IP Action
WordPress_db_1 @ N registry.aliyunc... . N

Q0F 7830710142936, running | Normal cha256:ecTeTses. . 3306/ 172.18.2.4 10.1. Delets Stop Monitor Logs Web Terminal
Worderess web 10 omal registryliunc 10.11 . 721827 | 104 Delete | Stop | Montor | logs | Web Terminal
a006666614685004... sha256:58 i S - ” o
WordPress web 2@ | |\ o normal registry.aliyunc... 10.1.1 . 1721826 | 10.1 Deletz | Sto Monitor Logs Web Terminal
3c1dbf0eatbds?. | sha256:592afS06c... | S - " 9
Worderess web 3@ | Normal registry.aliyunc. 10.1.1 - » 172.1825 | 101 Delete | St Monit I Web Terminal
02235500568 a sha256:5 - 182 1 = 0p lonitor ogs

The preceding verification shows that a VPC container cluster is successfully created.
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12.Data volumes
12.1. Overview

The characteristic of Docker determines the containers are non-persistent. Deleting a container also
deletes its data. Data volumes provided by Docker can realize persistent storage by attaching to the
host directories, but the data volumes in the host have the following limits in the cluster environment:
e Data cannot be migrated when containers are migrated between machines.

e Different machines cannot share data volumes.

To solve these issues, Alibaba Cloud Container Service provides third-party data volumes. By packaging
various cloud storage resources as data volumes, these data volumes can be attached to containers

directly and automatically reattached when containers are restarted or migrated. Currently, cloud disks
and OSSFS are supported.

12.2. Create an OSSFS data volume

OSSFS is a FUSE-based file system provided by Alibaba Cloud (click https://github.com/aliyun/ossfs to
view the project homepage). OSSFS data volumes can package Object Storage Service (0SS) buckets as
data volumes.

The performance and functions of OSSFS differ fromthose of local file systems because data must be
synchronized to the cloud by the means of network. Do not run databases, I/O-intensive applications,
logs and other applications that require constantly writing files to OSSFS. OSSFS is suitable for sharing
configuration files across containers, uploading attachments, and other scenarios without rewrite
operations.

OSSFS differs from local file systems in the following ways:

e Randomwrite or append write leads to the entire file being overwritten.

e Metadata operations, such as list directory, provide poor performance because the system must
remotely access the OSS server.

e The file/folder rename operation is not atomic.

e Coordinate the actions of each client on your own when multiple clients are mounted to the same
0SS bucket. For example, avoid multiple clients from writing the same file.

e Hard linkis not supported.

Prerequisites
You can only use the data volume function when your cluster meets the following conditions:
e The cluster Agent is of version 0.6 or later.

You can check your Agent version on the Cluster List page. Select the target cluster, and clickMore >
Upgrade Agent onthe right.
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Upgrade Agent - test

The selected Cluster: test
1. The current Agent version: 0.9-093100b
(latest:0.9-093100b)

2. The upgrade has no effect on your applications.
But during the upgrade, you cannot use the Web
interface to manage the cluster, neither can you use
Docker clients to connect to the access port of the
cluster. The upgrade takes about 2 minutes.

3. After clicking "OK", you can close the dislog box
and continue to perform other cluster operations.

o IS

If your Agent version is earlier than 0.6, upgrade the Agent first. For how to upgrade Agent, see
Upgrade Agent.

e Deploy the acsvolumedriver application in the cluster. We recommend that you upgrade the
acsvolumedriver application to the latest version.

You can deploy and upgrade the acsvolumedriver application by upgrading the system services. For
more information, see Upgrade system services.

@ Note When acsvolumedriver is upgraded or restarted, containers that use OSSFS data
volumes are restarted, and your services are also restarted.

Step 1. Create an 0SS bucket
1. Log onto the 0SS console.
2. and create a bucket.

In this example, create a bucket in the region of China East 1 (Hangzhou).

Step 2. Create an OSSFS data volume

1. Log onto the Container Service console.
2. ClickData Volumes in the left-side navigation pane.

3. Select the clusterin which you want to create a data volume fromthe Cluster list. Click Create in
the upper-right corner.

[Container Service - swarm | Data Volume List Refresh

Overview Help: &
Applications Cluster:
Services Node olume Name Drives Mount Point
Clusters

(@ Could not find any record that met the condition.

Nodes

Networks

Data Volumes| o

Configurations

4. The Create Data Volume dialog box appears. Select 0SS as the Type, configure the data volume
parameters, and then click Create. Container Service creates a data volume with the same name
on each cluster node.
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Create Data Volume

Type: @ 0SS Cloud Disk

Mame:
Access Key ID:
Access Key Secret:

Optional Parameters: allow_other @ [ noxattr @

Other Parameters:

For the formats of other parameaters, refer to this
docurnent, Example: -o allow_other -0
default_permission=666 -onoxattr

Nate: Only clustars with volume driver version
0.7 or zbave suppart these parametars. You can
o to the aé:plica:'cn list, find the
acsvolumedrivar application, and view the
volumeadriver service's imags version in the
service list on the application details page. If the
image version is lower than 0.7, pleass upgrade
the valumedriver,

Bucket ID:
Access Domain Intranet Internat VPC @
Name:
Filz Caching: Enable ® Close @

Cancel

o Name: The name of the data volume that must be unique within the cluster.

o Access Key ID/Access Key Secret : The AccessKey required to access 0SS. You can obtain
themfromthe AccessKey console.

o Bucket ID: The name of the 0SS bucket to be used. Click Select Bucket inthe dialog box, and
clickSelect.

o Access domain name: If the bucket and ECS instances are in different regions, select external
domain name. If they are located in the same region, you must select the corresponding cluster
network type. For VPC network, select VPC domain name, and for classic network, select
intranet domain name respectively.

o File Caching: Select Disable if you want to synchronize the modifications of the same file on
multiple machines (for example, modify the file on machine A and read the modified contents on
machine B).

@ Note Turning off the File Caching causes ls folder to become slow, especially when a
lot of files exist in the same folder. Therefore, when there is no such requirement, enable the
File Caching and increase the speed of the ls command.
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You can view the created OSSFS data volumes on the Data Volume List page.

Subsequent operations

After the data volumes are created, you can use the data volumes created in your app. For more
information about how to use data volumes in an application, see Use third-party data volumes.

12.3. Creating NAS data volumes

Alibaba Cloud NAS is a file storage service for Alibaba Cloud ECs instance, providing a standard file
access protocol, you do not need to make any changes to an existing application, ready to use with
unlimited capacity and performance expansion, single namespace, multi-share, high reliability and high
availability features such as distributed file systems.

Restrictions on Use

At present, Ali cloud NAS is open to North China 1, North China 2, North China 3, North China 5, East
China 1, east China 2, South China 1, Asia Pacific Southeast 1, only clusters located in these areas can
create NAS data volumes.

Prerequisites

You can only use the data volume function when your cluster meets the following conditions:

e The cluster Agent is of version 0.6 or later versions.

You can view your Agent version on the Cluster List page. Select the desired cluster and click more
upgrade agents on the right.

If your version of the agent is too low, upgrade your agent first. For more information about how to
upgrade the agent, see.

e Deploy the acsvolumedriver application in the cluster. We recommend that you upgrade the
acsvolumedriver application to the latest version.

You can deploy and upgrade the acsvolumedriver application by upgrading the system services. See
for details.

Procedure

T his example shows an example of a VPC Container service cluster located in the East China 1 region.
Step 1 create a NAS File System
1. Loginto the file store management console.

2. Create a NAS file system.

@ Note The NAS file systemyou created needs to be located in the same area as your
cluster.

o Geography: select the same region as the container cluster. This example selects East China 1.
o Storage Type: this example selects the capacity type.
o Protocoltype: Select NFS.
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3.

o Availability area: Select East China 1 Availability Zone B. Different available areas of the same
region can be interfaced.

o Click OK.

Afteryou click OK. This example creates a NAS file system located in the East China 1 region.

Step 2 Add a mount point for the container service cluster

1.
2.

Log into the file store management console.

Click the list of file systems in the left-hand navigation bar to select the file systems that are
created instep 1, clickto the right to add a mount point.

. Configure in the pop-up add mount point dialog box.

This example adds a VPC mount point.

(@ Note VPC network select where your container cluster is located Otherwise, an error
occurs when you create a data volume.

Step 3 Add the cluster ECs instance network IP to the NAS File System whitelike list

In order for the ECS instance in the cluster to have access to the NAS file system, the internal network IP
of the ECS instance needs to be added to the White List of NAS file systems.

e Forclusters created after February 2017, when you create a NAS data volume, the internal network IP
of the ECS instance in the cluster is automatically added to the White List of NAS file systems, you do
not need to do anything.

After creating the NAS data volumes, When you expand the cluster (via, or, the container service
automatically creates a NAS data volume for the newly added or expanded ECs instance and
automatically the newly added nets IP of the ECS instance is added to the White List of NAS file
systems.

For clusters created before February 2017, you can add the internal network IP of the ECS instance in

the clusterto the NAS File System in two ways.
o Add White List manually.

Log into the file storage management console, create a permission group and add a permission
group rule to add the inner network IP of the cluster ECs instance to the White List. See NAS use
documentation for details and use permission groups for access control.

Cluster Expansion after you add a whiteable list and create a NAS data volume through t his
method (, or, the container service automatically creates NAS data volumes for newly added or
expanded ECs instances, but before using these volumes, you must manually and only add the
internal network IP of the newly added ECs instance to the NAS file system. A white list.
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o

Authorization in Ram. The white list is automatically added after authorization, and cluster
capacity will be expanded later (via, or) the newly added nets IP of the ECS instance is
automatically added to the White List of NAS file systems.

Q

. Log into the RAM Management Console.

(op

. Click User administration in the left-hand navigation bar.

c. Locate the user group named porter [ cluster_id] and click.

d. Click user authorization policies in the left-hand navigation bar, and click Edit authorization
policies in the upper-right corner.

e. Inthe search box, enter Nas for the search, select, add to the list of selected Authorization
Policy names and click OK.

f. Click OKto complete the authorization based on the page boot.

Step 4 Create NAS data volumes

1.
2.
3.

Log onto the Container Service console.
Click Data Volumes in the left-side navigation pane.

Select the cluster where you want to create the data volume and click Create in the upper-right
comner of the page.

. Inthe pop-up dialog box, set the data volume parameters and click Create. The Container Service

creates NAS data volumes with the same name on all nodes in the cluster.

You can log into the file store management console and click the ID of the NAS file systemto be
mounted by the cluster, view the details of the file system.

See the file systemfor details to complete the configuration of the data volumes.

o Data Volume name: the name of the data volume. The data volume name must be unique wit hin
the cluster.

o File System ID: ID of the NAS file system.

o Accesskey ID and accesskey secret: The accesskey for your account.

@ Note The container service began supporting STS token functionality in December 5,
2017. If your cluster was created after this date, when you create a NAS data volume in this
cluster, you enter accesskey.

o Mount Point Domain Name: Enter the mount address of the mount point in the NAS file
systemforthe cluster.

o Sub-Directory: the sub-directory under the NAS path, which starts, once set, the data volume is
mounted to the specified sub-directory.

m [f this sub-directory does not exist in the NAS root directory, the data volume is mounted after
the sub-directory is created by default.
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m [f this field is left empty, the data volume is mounted to the NAS root directory by default.

o Privilege: Configure the access permission of the mount directory, such as 755, 644, and 777.

m You can only configure the privilege when the data volume is mounted to the NAS sub-
directory, that is, you cannot configure the privilege if the data volume is mounted to the NAS
root directory.

m [f this field is left empty, use the permissions of the NAS files by default.

@ Note Upgrade the volume driver to the latest version when using the sub-directory,
permissions option.

Subsequent operations

After the data volumes are created, you can use the data volumes created in your app. For more
information about how to use data volumes in an application, see.

12.4. Create cloud disk data volumes

Cloud disk is a block storage system officially provided by Alibaba Cloud, and an elastic block storage
product of distributed storage architecture that Alibaba Cloud provides to Elastic Compute Service
(ECS). Cloud disk provides random storage of data block level, features in low latency, persistence, and
high reliability, and adopts the distributed mechanism of three copies.

Cloud disk can be used for relational database applications or development and test applications. For
more information, see Disks.

Limits

e The cloud disk and the ECS instances in the cluster must be in the same region and zone.

e Cloud disk data volumes only support being mounted to a single machine, but does not support the
shared mode.

e A cloud disk data volume can be used by only one container at the same time.

Prerequisites
e Create a cloud disk manually in the ECS console before using the cloud disk data volume.
e Upgrade your Agent to the latest version. For more information, see Upgrade Agent.

e Deploy the acsvolumedriver application in the cluster. We recommend that you upgrade the
acsvolumedriver application to the latest version.

You can deploy and upgrade the acsvolumedriver application by upgrading the system services. For
more information, see Upgrade system services.
Procedure
Step 1 Create a cloud disk
In this example, create a cloud disk that is in the same region and zone as the cluster.
1. Logontothe ECS console.
2. Click Cloud Disks in the left-side navigation pane.
3. Onthe Disk List page, click Create Cloud Disk in the upper-right corner.
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4. Configure the parameters for the cloud disk. Select the corresponding region and zone. Create the
cloud disk according to the guidance on the page.

@ Note The purchased cloud disk can be mounted only when you select the same zone as
the server. The cloud disk cannot be mounted across zones or regions.

# Cloud Disk

Purchase ECS Instances Related Products ~
Q Choose the Datacenter Region and Zone
Asia Pacific SE 1 (Singapore) Asia Pacific SE 2 (Sydney) Asia Pacific NE 1 (Tokyao) EU Central 1 (Frankfurt) Middle East 1 (Dubai)
Asia Pacific SE1Zone B Asia Pacific SE 2 Zone A Asia Pacific NE 1 Zone A EU Central 1 Zone A Middle East 1 Zone A
US East 1 (Virginia) US West 1 (Silicon Valley) Hong Kong China North 1 (Qingdac) China North 2 (Beijing)
US East 1 Zone A US West 1 Zone B Hong Kong Zone C China Morth 1 Zone C China North 2 Zone E
China North 3 (Zhangjiakou) China East 1 (Hangzhou) China East 2 (Shanghai) China South 1 (Shenzhen) China North 5 (Huhehaote)
China North 3 Zone A China East 1 Zone [ - China East 2 Zone D China South 1 Zone B China North 5 Zone A

Asia Pacific SE 3 (Kuala
Lumnpur)

Asia Pacific SE 3 Zone A

€ Choose Storage

SSD Cloud Disk 20 GB Create disk with snapshot

50.006 USD/hour

Step 2 Create data volumes by using the cloud disk
1. Log onto the Container Service console.
2. ClickData Volumes in the left-side navigation pane.

3. Select the cluster in which you want to create the data volume fromthe Cluster list and then click
Create inthe upper-right corner.

(Container Service - Swarm | Data Velume List Refresh
Overview Help: & D: e guide o
— o=~ ]0

Servicss O node Volume Name Driver Mount Point Container Volume Parameters

Clusters
(@ Could not find any record that met the condition.

Nodes

Networks

Data Volumes o

4. Inthe displayed dialog box, select Cloud Disk as the Type, configure the data volume parameters
and then click Creat e. Container Service will create a data volume with the same name on each
cluster node.
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Create Data Volume

Type: 0585 @ Cloud Disk
Name:
Cloud Disk ID: Select Cloud Disk

Access Key ID:

Access Key
Secret:

File System ext4 M
Type:
Cloud Disk Snapshat ( Snapshot
makes data more safe )

Mote: Please use this function after
upgradi = volume driver to
the latest version. You can manage
volume drivers through Cluster List >
"Maore” = "Upgrade System Service”,

Cancel

(e]

(e]

o

AccessKey ID and AccessKey Secret: The AccessKey of your account.

Name: The name of the data volume, The data volume name must be unique within the cluster.

Cloud Disk ID: Select the cloud diskto be mounted and is in the same region and zone as the
cluster. Inthis example, select the ID of the cloud disk created in step 1.

@ Note Container Service begins to support the STS Token function since December 5,
2017. If your clusteris created after that, you must enter the AccessKey when you create a

cloud disk data volume in the cluster.

(e]

File System Type: You can select the data type in which data is stored to the cloud disk. The
supported types include ext4, ext3, xfs, and vfat.

Afterthe data volume is successfully created, you can view the cloud disk data volume on the Data

Volume List page.

Data Volume List
Help: & Data volume guide

Cluster: | test

test Cloud Disk /mint/acs_mnt/acd/test

test Cloud Disk /mint/acs_mnt/acd/test

Delete All Volumes with the Same Name

Delete All Volumes with the Same Name

Subsequent operations

You can manage the cloud disk data volumes, including deleting all the data volumes with the same

name and viewing data volume parameters.

12.5. View and delete data volumes

You can view and delete the created data volumes.
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Procedure
1. Log onto the Container Service console.
2. ClickData Volumes in the left-side navigation pane and select the target cluster.

Allthe data volumes in the selected cluster are displayed on the Data Volume List page,
including the local data volumes and third-party data volumes.

On this page, you can view the containers that reference the data volumes.

Data Volume List Refrash

Help:

Cluster:

d d.. testNAS fmnt/acs_mnt/nas/testNAS View Delete Al Volumes with the Same Name

For local data volumes, the data volume name is inthe format of node name/volume name

For third-party data volumes, you can click View under Volume Parameters to view the parameters
of the data volumes.

When you create a third-party data volume, Container Service creates the data volume with the
same name on each node in the cluster, allowing containers to be migrated between nodes. You
can also select to Delete all volumes with the same name.

(@ Note Datavolumes referenced by containers cannot be deleted. The Data Volume List
page displays the containers that reference the data volume. You must delete the containers
that references the data volume before you can delete the data volume.

12.6. Use third-party data volumes

Third-party data volumes are used in the same way as local data volumes.

You can set the data volumes when creating an application or changing the configurations of an
existing application.

Prerequisite

You have created a data volume in Container Service console. For details, see Create an OSSFS data
volume .

Procedure

Take the OSSFS data volume test inthe test cluster as an example.

c90d5b550d38ee41380622682... test 0SS Fle System  fmnt/acs_mnt/ossfs/volum... View Delete Al Volumes with the Same Name

9d5b559d38ee4138b622682... tast 0SS File System fmnt/acs_mnt/ossfs/volum... View Delete Al Volumas with the Same Name

Create an application by using an image

1. Log onto the Container Service console.
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2. Click Applications in the left-side navigation pane.
3. Click Create Application inthe upper-right comer.

4. Enterthe basic information for the application you want to create and then click Create with
Image. In this example, enter volume as the Name and select test as the Cluster.

@ Note The cluster on which the application will be deployed must be the same as the one
of the OSSFS data volume that you want to use.

[r\ame: | volume ‘ I
The name should be 1-64 characters long, and can contain numbers, English letters and hyphens, but cannot start with a hyphen.
wersion:
[ Cluster: test M I
Update: Standard Release

Description:

Pull Docker Image @

I Create with Image ||  Create with Orchestration Template

5. Select the image you want to use and complete the other configurations.

@ Note Forhowto create an application by using an image, see Create an application.

6. Clickthe plusiconinthe Volume section. Enter the data volume name in the Host Path or Data
Volume Name field. Enter the Container Path and select RW or RO as the data volume permission.

Data Volume: € Use third-party data volumes

Host Path or Data Volume Name Container Path Permission

test | | ftestvolume I RW v @

Volume

volumes_from:

7. ClickCreate at the right of the page after completing the settings.

On the Data Volume List page, you can see that the OSSFS data volume test is referenced by the
container of the volume application.

Cluster: | test =1

Node Volume Name Drivel Mount Point Containe Volume Parameters

c0d5b559d38ee41380622682. . test 055 Fie System /mnt/acs_mntfossfsfvolum.. volume_volume_1|  View Delete All Volumes with the Same Name

905h559038ee4138062682... test 0SS File System  /mnt/acs_mntossfsfvolum... View Delete All Volumes with the Same Name

Create an application by using an orchestration template
1. Log onto the Container Service console.
2. Click Applications in the left-side navigation pane.
3. ClickCreate Application inthe upper-right corner.
4

. Enterthe basic information for the application you want to create and then click Create with
Orchestration Template. In this example, enter volume as the Name and select test as the
Cluster.
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@ Note The cluster on which the application will be deployed must be the same as the one
of the OSSFS data volume that you want to use.

N[ ]

The name should be 1-64 characters long, and can contain numbers, English letters and hyphens, but cannot start with a hyphen.

Version:

Cluster: test

Update: Standard Release

Description:

Pull Docker Image

Create with Image || Create with Orchestration Template

5. Click Use Existing Orchestration Template or use your own orchestration template.

(@ Note Forhow to create an application by using an orchestration template, see Create an
application.

6. Inthe volumes section of the template, enterthe data volume name, container path, and
permission.

T S

7. ClickCreate and Deploy after completing the settings.

On the Data Volume List page, you can see that the OSSFS data volume test is referenced by the
container of the volume application.

Cluster: | test =
cOd5b5590382e41380623682. . test 0SS Fie System /mnt/acs_mntfossfsfvolum.. volume_volume_1|  View Delete All Volumes with the Same Name
cod5b559d38ee41380622682 test 055 Fie System  /mnt/acs_mntfossfsfvolum. View Delete All Volumes with the Same Name

Change the configurations of an existing application
1. Log onto the Container Service console.
2. Click Applications in the left-side navigation pane.

3. Select the cluster (the test cluster in this example) in which the application resides fromthe Cluster
list. Click Update next to the application you want to change the configurations.

For how to change the application configurations, see Change application configurations.

@ Note Make surethe application and the OSSFS data volume you want to use are in the
same cluster.
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4. The Change Configuration dialog box appears. Inthe volumes section of the template, enter
the data volume name, container path, and permission.

Change Configuration

e
MNarme: olum
*\Version: 1.1
ust be changed; otherwise, the "OK"
Description:
Use Latest Farce
Image: Reschedule

Release Mode: Standard Release [ @]

Template:

= o R

W oo

18

Use Existing Orchestration Template Label description

5. Click OK after completing the modifications.

On the Data Volume List page, you can see that the OSSFS data volume test is referenced by the
container of the volume application.

Cluster: | test =l
€9d5b559d382241380622682... fest 0SS File System /mnt/acs_mnt/ossfs/volum... volume_volume_1 View Delete All Volumes with the Same Name
€9d5b559d38ee41380622682.... test 0SS File System /mnt/acs_mnt/ossfs/volum... View Delete /olumes with the Same Name

12.7. FAQ

The container fails to be launched and the systemreports an error such as chown
/mnt/acs_mnt/ossfs/XXXX: input/output error if you use the third-party data volume in the method of
Data volume name: an existing directory inthe image (forexample, o1:/data ,whenthe /data
directory exists in the image).

> Document Version: 20220630 141



User Guide-Data volumes Container Service

This error occurs because for named data volumes, Docker copies the existing files in the image to the
datavolumes and uses chown to set the relevant user permissions. However, Linux prohibits the use
of chown for mount points.

To solve this issue, you can use one of the following solutions:

e Upgrade Dockerto version 1.11 or later versions. Upgrade Agent to the latest version and specify no

copy inthe orchestrationtemplate. Docker will not copy the data and thereby, no  chown error
will occur.

volumes:
- ol:/data:nocopy
- /tmp: /bbb

e |f you need to copy the data, use the mount point path instead of the data volume name to set the
data volume. Forexample, /mnt/acs_mnt/ossfs/XXXX:/data. However, this method bypasses the
volume driver. When the machine is restarted, the container might be started before the OSSFS is
successfully mounted and the container might be attached to a local data volume. To avoid this
issue, use two data volumes at the same time. One is set by the data volume name and the otheris
set by the mount point path. The data volume set by the data volume name is only used for
synchronizing with the volume driver and is not used for storage.

volumes:
- ol:/nouse
- /mnt/acs mnt/ossfs/XXXX:/data
- /tmp: /bbb
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13.Logs
13.1. View logs

View application logs

1. Log onto the Container Service console.

2. ClickSwarm> Applications in the left-side navigation pane.

3. Select the cluster in which the application you want to view the logs resides fromthe Cluster drop-

down list.

4. Clickthe name of the application that you want to view the logs. As shown in the following figure.

Container Service Application List

SEEHAT Hep: Create an application  Change application configurations  Simple route blue-green release poicy  Container auto scalng
Applications
Quster: | routing-test-online [ | @ Hide System Applcations © Hide Offine Applications O Hide Online Applications
Services
Clusters
ks ngink 2017-04-01 10:03:56 2017-04-01 10:41:52

Data Volumes

2017-04-01 16:29:15 2017-04-01 16:28:20

Configurations e
» Images and Temp
Operation Logs

Getting Started =

5. Clickthe Logs tab to view the application logs.

[EUCEMM  Create Application

Hame [¥]

stop

stop

Update | Delete
Redeploy | Events

Update
Redeploy

You can select how many log entries are displayed for each container and download all the logs to

your local device.

Routes

Services | Containers | Logs Events

Entries Per Container: | 100item: ¥ Filter by Container Name: | all

| 2e17-12-11T@1:34:82.771866632Z Running from: /usr

12-11T@1:34:82.779681947Z
-11T@1:34:@2.9943015942
-11T81:34:62.9943505852
12-11T@1:34: @3 .940692449Z
12-11T81:34: 63 . 8467167557
12-11T81:34:@3.857999993Z
12-11Te1:34:03.85801833Z
12-11T81:34:84,124715544Z
12-11T@1:34:@4,124739685Z

webroot: EnvVars.m
11, 2017 1:34:02
ARNING: Failed to de
Dec 11, 2017 1:34:03
INFO: Logging init
Dec 11, 2617 1:34:83 AM winstone.Logger logInternal

INFO: Beginning extraction from war file

Dec 11, 2617 1:34:84 AM org.eclipse.jetty.util.log.JavaUtillog warn
WARNING: Empty contextPath

ftillog info

mp /winstone/Jenkins .war

7-12-11T81:34:84,171155767Z Dec 11, 2817 1:34:04 AM org.eclipse.jetty.util.log.Javaltillog info

v | Filter by Start Time:

View service logs

1. Log onto the Container Service console.

2. Click Swarm> Services in the left-side navigation pane.

3. Select the cluster in which the service you want to view the logs resides fromthe Cluster drop-

down list.

4. Clickthe name of the service that you want to view the logs. As shown in the following figure.

Container Service Senvice List

Overview

licati

Services

Clusters

Cluster: | routin nline

Nodes nginx nginx

Data Volumes
Configurations
db wordpress @Ready
* Imagesand Temp...

Operation Logs

Getting Started =

e wordpress @Ready

[=] | # Hide System Services

Help: How to expose services to the Intemet  Add a domain name to 2 service exposed to the public network  Switch from HTTP to HTTPS

Hide Offine Services () Hide Online Services

nginxlatest

registry.aliyuncs.com/acs-sample/ mysqt5.7

registry.alyuncs.com/acs-sample/wordpress:4.5

Service Name  [¥]

Monitor

Update

Monitor

Update

Monitor

Updata

Refrech

Stop | Reschedule
Delete | Restart
Events

Stop | Reschedule
Delete | Restart
Events

Stop | Reschedule
Delete | Restart
Events

> Document Version: 20220630

143


https://cs.console.aliyun.com
https://cs.console.aliyun.com

User Guide-Logs Container Service

5. Clickthe Logs tab to view the service logs.

You can select how many log entries are displayed for each container and download all the logs to
your local device.

Containers | Logs | Configurations | Events

Entries Per Container:  100item: v Filter by Start Time: Download How to view logs

2017-12-11T01:34:82. 7718666327 Running from: /usr/share/jenkins/jenkins.war
2017-12-11T@1: 34:82.779681947Z webroot: EnvVars nVars.get ("JENKINS_HOME™)
017-12-11T01:34:82.9943815947 Dec 11, 2617 1:34:0

2017-12-117@1: 34:02.9943585882 WARNING: Failed to delete the tempora e p/winstone/jenkins.war
2017-12-11T01:34:83.8486924497 Dec 11, 2817 1:34:83 AM org.eclipse.jetty.util.log.Javaltillog info

View container logs

1. Log onto the Container Service console.

2. Click Swarm> Services in the left-side navigation pane.
3. Select the cluster fromthe Cluster drop-down list.

4. Clickthe service name. As shown in the following figure.

Container Service Service List Refresh

ENED Hebp:  How to expose services to the Intemet  Add 2 domain name to @ service exposed to the public network  Switch from HTTP to HTTPS

licati

CQuster: | routing-test-online [&]
Clusters n 9 =
montor | Stop | Reschedule

“ Hide System Senvices © Hide Offine Services © Hide Onine Services Service Name  []

Todes nginx nginx @Reacy Ready:l ngmchtest Update | Delete | Restart
ven:

Data Volumes Evane
Configurations [— Montor | Stop | Reschedule
@ wordpress @Reacy “ady registry.alyuncs.comyacs-sample/ mysql:5.7 Update | Delete | Restarc

> Images and Temp B Events
EpEEim lare Monitor stop | Reschedule

ady cadv=2 registry.alyuncs.com/acs-sample/ wordprass:4.5 Update | Delete Restart

wordpress @Ready - e
© : Bens

5. Underthe Containers tab, clickLogs at the right of the container you want to view logs. As shown
in the following figure.

Getting Started =

Containers | logs ~ Configurations | Events

istry.cn-h: . 50000/t
running | Normal e e ana:jg;qu Delete | stop | Monitor | | Logs| | Web Terminal
You can view the logs of this container.
Containers Logs Configurations Events
Container:/wordpress_web_1 | *Back to List Monitor B Web Terminal  Details
eb_1 | 2017-84-01708:36:55.519876131Z 172.17.8.1 - - [@1/Apr/2017:16:36:55 +@8@@] "GET /license.txt HTTP/1.1" 20@ 7683 "-" "Go-http-client/1.1"

“Go-http-client/1.1"
-http-client/1.1"
-http-client/1.1"
-http-client/1.1"
Go-http-client/1.1"

_1 | 2817-84-81T08:36:59.869036505Z 172.17.8.1 - - [@1/Apr/2017:16:36:59 +@808] "GET /license.txt HTTP/1.1" 200 7603 "
eb_1 | 2017-84-@1T08:37:03.208414876Z 172.17.0.1 - - [@1/Apr/2017:16:37:03 +8808] "GET /license.txt HTTP/1.1" 208 750
_1 | 2817-84-817T08:37:07.558893739Z 172.17.8.1 - - [81/Apr/2817:16:37:07 +@808] "GET /license.txt HTTP/1.1" 208 768

eb_1 | 2017-84-@1T@8:37:11.849401963Z 172.17.0.1 - - [@1/Apr/2017:16:37:11 +@808] "GET /license.txt HTTP/1.1" 208 750

wordpress_web_1 | 2917-84-81T08:37:16.179000067Z 172.17.9.1 - - [@1/Apr/2017:16:37:16 +@808] "GET /license.txt HTTP/1.1" 200 7683 "-

13.2. Enable Log Service

Log Service is a platform service for log scenarios. You can collect, distribute, ship, and query logs
quickly without development, which is applicable to scenarios such as log transfer, monitoring,
performance diagnosis, log analysis, and audit. Container Service integrates with Log Service, which
allows you to send the application logs to Log Service.
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@ Note

the built-in Resource Access Management (RAM) account. With this feature enabled, you are
charged forthe Alibaba Cloud Log Service usage after configuring the following settings. For more

information, see Pay-as-you-go. Make sure you know your log volume to avoid large unexpected

costs.

Enable Log Service

1. Log onto the Container Service console.
2. Click Clusters in the left-side navigation pane.

3. ClickManage at the right of the cluster.

Container Service luster List
—
Overview lelp: & Create duster & How to add existing ECS instances &’ Cross-zone node management
Applications Name ¥
Services
Cluster Name/ID Cluster Type Region Network T
— test Alibaba Cloud  China East 1 vee
Cluster (Hangzhou) e e
Networks )
Data Volumes test-swarmmaode Alibzba Cloud Chinz East 1 XDPCE
EITET — Cluster (Hangzhou) =
~ Images and Tem... =

You can create up to 5 clusters and can 2dd up to 20 nodes in each duster.  Refresh Create Cluster -

Log Ser

rvice integration & Connect to cluster through Docker Client
Cluster  Node Number of Docker
Status Status@  Nodes Time Created Version

@Rumning  Healthy T 2

@Rumning  Healthy T 1

17.06.2-

04/18/2018,14:48:27
e

04/04/2018,17:15:40

17.06.2-
=

Action

—_—

Delste

Monitor | More~
Manage | View Logs
Delste
Monitor | More~

4. ClickEnable Log Service inthe upper-right corner.

Cluster:test

Basic Information

Cluster ID: VPC @Running

Security Group 1D: mg- bt Wi Aghimeiicea™ Check Security Group Rebind

Region: China East 1 (Hangzhou)

Enable Log Senvice | Log on to Hub

Upgrade Agent

Number of Nodes 2

Upgrade System Service

Refresh

Clear Disk

Expand Add Existing Instances

5. Inthe dialog box, click OK.

On the cluster management page, choose Enable Log Service > OK. After Log Service
is successfully enabled, the log index is created for each automatically created Logstore by using

Before enabling Log Service in Container Service, activate the RAM service and Log Service first. Click
Activate It to activate the RAM service and Log Service if they are not activated yet. The created
Log Service project is displayed after Log Service is successfully enabled.

Enable Log Service - test

Are you sure you want to enable the Log Service?

Integration

activate it if you have not.Activate It
2. Please activate Log Service if you have not.Activate It
3. Aliyun log service will have costs, see product price

The Log Service must be enabled for application log collection. Log data will
be stored in Alibaba Cloud Log Service even after a cluster is deleted.

Help on using Log Service in clusters:Alibaba Cloud Log Service

1. The RAM service must be activated before using Log Service. Please

Coc JEE

Check installation result of acslogging service
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Container Service installs the Agent required by Log Service on your machine if this is the first time Log
Service is enabled.You can use Log Service after the application is installed successfully. You can find
this application on the Application List page. You can use Log Service after the application is installed
successfully.

1. Log onto the Container Service console.
2. Click Applications in the left-side navigation pane.
3. Select the cluster fromthe Cluster list and clear the Hide System Applications check box.

The acslogging application is successfully installed.

Contai

ﬁﬂ ication List Refresh Create Application
PR

Kubernete: o

Overvie
Cluster: | test -” Hide System —'«pp\:at\or;| Hide Offine Applications 5 Hide Online Applications Name v

Ser\/\(a
Gz | acslogging Logaing Senvice ‘ @Running Running:4 04/18/2018,14:53:57 04/18/2018,14:54:12 Stop | Redeploy | Events
Nodes
Networks cEmenRoring Monitaring Service @Running funning:2 04/18/2018,14:53:57 04/18/2018,14:54:07 swp | Redeploy | Events
Data Volumes
Confiourstions el Routing Service @Running funning:2 04/18/2018,14:53:57 04/18/2018,14:54:13 swp | Redeploy | Events

v magesand Tem.. = e R

acsvolumedriver Data Volume Service @Running i 04/18/2018,14:53:57 04/18/2018,14:54:02 Redeploy | Events

Docker Images

The system creates a corresponding project in Alibaba Cloud Log Service. You can view the project in
the Log Service console. The project name contains the Container Service cluster ID.

‘acslog-project-cfb72ca34c-mavbu cfb72ca34ca68433fba20e2... China East 1 (Hangzhou) 2018-04-18 15:14:20 Modify | Delete

Use Log Service in orchestration files

Most Docker applications write the logs directly to stdout, now you can do this as well (for the
scenarios of writing logs to files, see Use file logs in the following section). After enabling Log Service,
stdout logs are automatically collected and sent to Alibaba Cloud Log Service.

In the following example a WordPress application is created. It contains two services: WordPress service
and MySQL service. Logs are collected to Alibaba Cloud Log Service. which contains two services:
WordPress service and MySQL service. Logs are collected to Alibaba Cloud Log Service.

MySQL and WordPress
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mysql:
image: mysqgl
ports:
- 80
labels:
aliyun.scale: "1"
environment:
- MYSQL ROOT PASSWORD=password
web:
image: registry.aliyuncs.com/jiangjizhong/wordpress
ports:
- 80
labels:
aliyun.routing.port 80: wordpress-with-log
aliyun.log store dbstdout: stdout # Collect stdout logs to the dbstdout Logstore.
aliyun.log ttl dbstdout: 30 # Set the data retention time for the dbstdout Logstore t
o 30 days.
links:

- mysql

In the preceding orchestration file:

® aliyun.log store dbstdout: stdout indicatesto write the container standard to the Logstore a
cslog-wordpress—dbstdout .The labelformatis aliyun.log store {name}: {logpath} , Wherein:

o name Iisthe name of the Alibaba Cloud Log Service Logstore. The actually created Logstore
nameis acslog-${app}-S{name}

o app Isthe application name.
o logpath Iisthelog pathinthe container.

o  stdout isaspecial logpath ,indicating the standard output.

® aliyun.log ttl <logstore name> is used to set the data retention time (in days) forthe Logstore.
The value range 1-365. If left empty, logs are kept in the Logstore fortwo days by default.

@ Note The value configured here is the initial configuration value. To modify the data
retention time later, modify it in the Log Service console.

You can create an application named wordpress inthe Container Service console by using the
preceding orchestration file. After the application is started, you can find the Logstore acslog-
wordpress-dostdout inthe Log Service console, in which stores the logs of application wordpress

View logs in Log Service console

After deploying an application by using the preceding orchestration file, you can view the collected
logs inthe Alibaba Cloud Log Service console. Log on to the Log Service console. Find the Log Service
project corresponding to the cluster. You can view the Logstore acs-wordpress-dbstdout used inthe
orchestration file.
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Logstore List Endpoint List

Search

Log Consumption Mode

Data Import  mgpitor  Log Collection Mode Action
Wizard LogHub LogShipper LogSearch

acslog-wordpress- s [ Logtail Config (Manage) | Diagnose | More Data Preview 055 Search Modify|Delete
dbstdout

Click Search at the right of the Logstore to view the logs.

Logstore Name

Use file logs

To write the logs directly to files (for example, /var/log/app.log) instead of stdout, configure as
follows:

aliyun.log store name: /var/log/app.log

name is the Logstore name. /var/log/app.logis the log pathin the container.

To output multiple log files to Log Service, configure as follows to put the files under multiple
directories:

aliyun.log store sl: /data/logs/access/access.log
aliyun.log store s2: /data/logs/error/error.log
aliyun.log store s3: /data/logs/exception/*.log #Wildcards are supported

@ Note Current ly, multiple Logstores cannot correspond to the same log directory. The log files
corresponding to the three Logstores s1, s2, and s3 in the preceding example must be under three
directories.

Enable timestamp

You can select whetherto add timestamp when Docker is collecting logs. Configure timestamp by using
the aliyun.log.timestamp labelin Container Service. labelin Container Service. The timestamp is

added by default.
e Add timestamp

aliyun.log.timestamp: "true"

e Remove timestamp

aliyun.log.timestamp: "false"
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14.Monitoring
14.1. Container monitoring service

Context

Container monitoring service depends on Alibaba Cloud CloudMonitor service, and provides container
Operation & Maintenance (0&M) users wit h services such as default monitoring and alarmrule
configurations. The monitoring service of Container Service provides the capabilities to demonstrate
the monitoring data at the container dimension and give an alarm. Besides, Container Service can
integrate with the third-party open-sourced monitoring solutions (for more information, see Integrate
with third-party monitoring solutions).

Set alarmrules.

In some key services, you can add alarm rules according to your actual business situations. The container
monitoring service will send an SMS notification to the cloud account contact when the monitoring
metric reaches the alarm threshold.

Procedure
1. Log onto the Container Service console.
2. Go to the container list page by using:
o Nodes.
m ClickNodes inthe left-side navigation pane.

m Clickthe IP address of the node.

o Applications.
m ClickApplications in the left-side navigation pane.

m Select the clusterin which the application you want to view resides fromthe Cluster drop-
down list.

m Clickthe name of the application you want to view and then click the Containers tab.

o Services.
m ClickServices inthe left-side navigation pane.

m Select the clusterin which the service you want to view resides fromthe Cluster drop-down
list.

m Click the name of the service you want to view.

3. Inthe container list, click Monitor at the right of the container you want to view.

Containers | Logs ~ Configurations  Events

wordpress_wordpr... wordpress: atest

80/tep Delste | Stop Logs | Web Terminal

running  Normal

You can view the real-time monitoring information of the container.
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Container Service
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40 60N
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40N
208
200
10M
18:0500 16:10:00 82000 180500 16:10:00 18:15:00
Process Resident Memory (rss) @ Sub- ory (total_rss) Container Memory Usage @ Max Memory Usape

4. Log onto the CloudMonitor console. Click Cloud Service Monitoring > Container Service in the left-
side navigation pane. Click Container Service Monitoring on the Clusters page. Select the
container from the Container Service list. Click Monitoring Charts to view the history monitoring data

of the container.

. Set alarm rules.

In some key services, you can add alarm rules according to your actual business situations. The
container monitoring service will send an SMS notification to the cloud account contact when the

monitoring metric reaches the alarm threshold.

i. Clickthe AlarmRules tab and then click Create Alarm Rule in the upper-right corner.

ii. Based on your actual business requirements, configure the related resource, set the alarmrules,

o Related Resource

o Set Alarm Rules

Products : | Cantainer Service-Cluster M

i::;grce ResourceDimensions - | @ When selecting an application group, you can use an alarm template. Click View alarm template best practices.
Region : China East 1 (Hangzhou) -

Cluster : test Totallylunit ~| Service: |wordpress wordpress Container : | wordpress_wordpress. ...

Alarrn “Threshold Value Alarm  JSE Yl
Type :

Alarm
Rule :

Rule

. CPU Usage *||5mins ~ || Average ~||>= ~|[Thresho | %
Describe :

~+Add Alarm Rule
Mutefor:  |24h

Triggered
when
threshold
is
axceadad
for :

1 -

iii. and select the notification contact and method.
iv. Complete the configurations as instructed on the page. Click Confirm.

v. View the created alarm rule under the Alarm Rules tab.

14.2. View monitoring information

Log

150
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1. onto the Container Service console.

2. Click Clusters inthe left-side navigation pane.

3. navigation pane.

Overview

Applications

Services o

Networks

Container Service | Cluster List You can create up to 5 clusters and can add up to 20 nodes in each diuster.  Refresh | PR T g

e

e/ID
o

17.06.2-ce Delete.

Manage | View Logs

Monitor | More~

4. ClickMonitor at the right of the cluster.

Cluster: | test ¥

192.168. L]

Ubuntu 14.04.5 LTS~ 17.06.2-ce

0.10-e2133d0 More~

You can view the monitoring information of this cluster.

Monitoring information

Range:

083000

Plzase go to the CloudMonitor console to view detailed monitoring data for the cluster nodes. Instance: -

Select 2017-12-27 08:25 -

from Pubic Network in kbps
th o

BPS MBIs ® Tots! System Disk Witz BPS MBls

0g:1500

rom Private Network in kbps

0g:1500

View container monitoring information

1. Log onto the Container Service console.

2. Go to the container list page by using:

o Nodes.

m ClickNodes inthe left-side navigation pane.

m Clickthe IP address of the node.

o Applications.

m ClickApplications in the left-side navigation pane.

m Select the clusterin which the application you want to view resides fromthe Cluster list.

m Clickthe name of the application you want to view. Click the Containers tab.

o Services.

m ClickServices in the left-side navigation pane.
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m Select the clusterin which the service you want to view resides fromthe Cluster list.

m Click the name of the service you want to view.

3. Inthe container list, clickMonitor at the right of the container you want to view.

Containers | Logs  Configurations ~ Events

wordpress_wordpr.... wordpress:latest

80ftcp  172.18.0.5 192.168.140.113 Delete | Stop Logs Web Terminal

running  Normal

You can view the monitoring information of this container.

Container:/wordpress_wordpress_1L | sBack to List m Logs Web Terminal  Details

092200 002300 092400 002500 092800 08 2300 092000 083000 083100 093200 093300 092200 092300 082400 083500 X

002200 092300 082400 092200 002300 082400 0825

14.3. Custom monitoring

The container monitoring service integrates with the Alibaba Cloud CloudMonitor service and provides
you with monitoring and alarm services for containers, applications, clusters, and nodes. The container
monitoring service meets the basic requirements for container monitoring. However, in many business
scenarios, you might need custom monitoring to meet the monitoring requirements of your systems and
applications. Therefore, besides the basic monitoring capabilities, the container monitoring service
provides two custom monitoring modes, allowing you to report custom monitoring data by writing data
and collecting scripts on your own or exposing your HTTP monitoring data interface. Container Service
monitoring framework collects data every one minute by running the script or calling the HTTP
interface.

Prerequisites

Before using the custom monitoring feature, you must integrate the container monitoring service with
third-party monitoring solutions (for more information, see Integrate with third-party monitoring solutions).

@ Note Current ly, Container Service monitoring integration only supports InfluxDB and
Prometheus by default.

Your custom monitoring data is reported to your InfluxDB or Promet heus, and then connected with your
data presentation and analysis service.

Report monitoring data by using custom monitoring scripts

1. Create a Dockerimage and add a custom data collection script to this image.
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The output data of this collection script must comply with the InfluxDB data format protocol.
comply with the InfluxDB data format protocol.

weather, location=us-midwest temperature=82 1465839830100400200

Imeasurement |, tag set| [field set| |[timestamp]

For more information about the data format protocol, see InfluxDB line protocol. protocol.

2. Logontothe Container Service console. Create an application by using an orchestration template.
Usethe aliyun.monitoring.script labelto declare the data collection script used by the
monitoring service.

The sample template is as follows:

custom-script:
image: 'Your own image repository address'
labels:

aliyun.monitoring.script: "sh gather mem.sh"

The aliyun.monitoring.script label definesthe command inthe application containerthat
monitoring service runs to collect the monitoring data. The label is configured as follows:

labels:

aliyun.monitoring.script: "command used to run the script"

3. Openthe web interface of InfluxDB to view the database tables named after data indexes.

For information about how to view the database tables, see Integrate with third-party monitoring
solutions.

Collect data by using the custom HTTP monitoring data interface

1. Create a Docker image and expose the HTTP interface in the application.

This interface outputs the monitoring data. You can customize the monitoring data format by
conforming to the JSON syntax. In addition, the system cannot determine whether the JSON data
returned fromthe custom HTTP interface is a data index field or a metadata tag of the data
index. data returned fromthe customHTTP interface is a data index field or a metadata tag of
the data index. Therefore, use another configuration to specify what type of JSON data has the
tag attribute. Telegraf JSON data format. For more information, see Telegraf JSON data format.

2. Log onto the Container Service console and create an application by using an orchestration
template. Inthe template, add the aliyun.monitoring.http label to declare the data collection
interface, and use aliyun.monitoring.tags: "your tag attribute name 1, your tag attribute name 2,
...... "to declare what type of data fields returned fromthe HTTP data interface has the tag
attribute. aliyun.monitoring.http labelto declare the data collectioninterface, and use ali
yun.monitoring.tags: "your tag attribute name 1, your tag attribute name 2, ... v to declare
what type of data fields returned fromthe HTTP data interface has the tag attribute.

Sample template:
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nodejsapp:
command: "bash /run.sh"
ports:
- "3000:3000"
image: 'Your own image repository address'
labels:
aliyun.monitoring.http: "http://container:3000/metrics/data"

aliyun.monitoring.tags: "tagl,tag2"

The data returned fromthe data interface http://container:3000/metrics/data exposed by the
application nodejsapp is as follows: http://container:3000/metrics/data exposed by the appli
cation nodejsapp IS as follows:

"tagl": "taglvalue",
"tag2": "tag2value",
"fieldl": 1,
"field2": 2,
"field3": true,
"field4": 1.5

The aliyun.monitoring.tags: "tagl,tag2" label definesthat inthe reported JSON data,
attributes tag1 and tag2 are the tags of the reported data.

3. Openthe web interface of InfluxDB to view the database tables whose names consist of the htt
pjson_  prefix and the container name.

For example, if the container name is nodejsapp nodejsapp 1 , the name of the database table
in InfluxDB is httpjson nodejsapp nodejsapp 1

For more information about how to view the database tables, see Integrate with third-party
monitoring solutions.

14.4. Integrate with third-party
monitoring solutions

Prerequisites

Create an application to be monitored. In this example, create an Nginx application. For more
information, see Create an Nginx webserver from an image.

Context

Container Service provides the capability to integrate with third-party open-sourced monitoring
solutions.

@ Note Curent ly, Container Service monitoring integration only supports InfluxDB and
Prometheus by default.

The following example introduces how to integrate the Container Service monitoring service with third-
party monitoring solutions by taking InfluxDB as an example.

Procedure
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1. Log onto the Container Service console.
2. Click Applications in the left-side navigation pane.

3. Click Create Application in the upper-right comer.

Contaoesserviz | | oot us e
Kubsmetes Swam
: §C catior Change application configurations & Simple route blue-green release policy & Container auto scaling
Overview

Cluster:

Services Name Des

&

@ Hide System Applications [ Hide Offline Applications [ Hide Online Applications Name ¥ Q x

Container Status Time Created Time Updated -

Total: 4 item(s) , Per Page : [15 v Jem(s) |« >

Clusters

4. Enterthe basic information of the application and click Create with Orchestration Template.

In this example, the name of the application is influxdb.

Basic Information

Name: [ infludh |

The name should be 1-64 characters long, and can contain numbers, English letters and hyphens, but cannot start with a hyphen

Version: L0

Cluster: test M
Update: Standard Release v
Description:

Pull Docker Image @

Create with Image | Create with Orchestration Template

5. Enterthe following orchestration template and click Create and Deploy.

@ Note Inareal production environment, the template in this example needs to be
modified. Do not expose the port to the host inthe influxdo service definition.

version: '2'
services: #Define influxdb.
influxdb:
image: tutum/influxdb:0.9
volumes:
- /var/lib/docker/influxdb:/data
ports:
- "8083:8083" #Expose Web interface port.
- "8086:8086" #Expose data API Web interface port.

6. Afterthe application is successfully created, clickthe application name influxdb on the Application
List page to view the application details. Click the Containers tab to view the node IP and port
exposed by this application. Copy the node IP and port. (In this example, copy the node IP and port
number of the port 8086. These are the data reporting address exposed by influxdb.)

Application:influxdb Refresh
| Overview

Name: influxdb Time Created: 2018-01-11 Time Updated: 2018-01-11 Cluster: test
I Trigger 1. You can only have one of each trigger type.@ Create Trigger [N

No trigger is available at the moment. Click "Create Trigger” in the upper-right corner.

Services Containers Logs Events Routes

Name/ID Status Health Check | Image Port Container IP | Node IP

influxdb_influxd... @ i _ tutum/influxdb:0... il o :8086->8086/tcp TIL.
B running | Normal - o —_ SRL g8 Delete

24

7421 Stop Monitor Logs Web Terminal

sha256:73a2a38f2...

:8083->8083/tcp
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7. Returnto the Application List page. Click Update at the right of influxdb. Add the following
contentsto the template to declare the integration of InfluxDB and the container monitoring
service. Then, click OK.

labels:
aliyun.monitoring.addon.influxdb: "http://The node IP and port are the ones you co
pied in step 7.

aliyun.monitoring.addon.influxdb retention policy: "default"

@ Note Current ly, the third-party open-sourced monitoring integration only supports
InfluxDB and Prometheus. The labels for InfluxDB and Prometheus integration are aliyun.
monitoring.addon.influxdb and aliyun.monitoring.addon.prometheus respectively. The
format of the label value must be schema:hostIp:port

Container Service cannot use link to identify InfluxDB because the container monitoring service
Agent adopts host network mode. Therefore, create the influxdb application and then add the
data reporting address exposed by influxdb to the application labels so as to informthe data
collection client. Then, the monitoring service automatically writes the running status data of
containers collected by application influxdbto  influxdb

8. Onthe Application List page, click the application name influxdb and then click the Containers
tab. Copy the port exposed by influxdb container.

Services  Containers | Logs | Ewents = Routes

influxdb_influxd... tutum/influxdb:0...

. :8086->8086/tcp
ning al p : elet Monit Logs web Termina
running | Normal :8083- B083/tcn Delste | Stop Monitor ogs eb Terminal

9. We recommend that you access InfluxDB by using the Web proxy.

To access InfluxDB by using Internet, follow these steps: Perform Internet authentication.
Configure the inbound security group rules of ports 8083 and 8086 for the node in which the
application influxdb resides. Access InfluxDB by using http://EIP:8083 poTrt.

10. Access the InfluxDB page in the browser to view the metric data written by the container
monitoring service.

i. Select telegraf. If telegraf does not exist, run CREATE DATABASE telegraf first and then
redeploy the application that needs to be monitored.

ii. ClickQuery Templates and select Show Measurements fromthe drop-down list.
iii. Press Enter.

You can view the database table.
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Query: = SHOW MEASUREMENTS

Query Templates

Show Databases

Create Database

measurements Drop Database
name

(2
docker Show Tag Keys

docker_container_blkic Show Tag Values

docker_container_cpu Show Retention Policies

docker container mem Create Retention Pelicy
- - Drop Retention Policy

docker_container_net

Show Users

Create User

Create Admin User

Drop User

View detailed data in atable.

Influx/ Write Data Documentation Database: telegraf ~ £

| Query: select * from docker_container_cpu

Query Templates ~

docker_container_cpu
time aliyun_cluster_id aliyun_instance_id aliyun_project_id aliyun_service_id container_id

2016-10- "c7| 4" i "acsvolumedriver” "acsvolumedriver_volumedriver® "744ae7aB82a840d7def49e79d7a46474cee?b
27T09:07:32Z :

What's next

After Container Service is integrated with InfluxDB, select other data charts and frameworks, such as
Grafana, to display your monitoring data based on your own business situation.

14.5. Container auto scaling

To meet the demands of applications under different loads, Container Service supports auto scaling for
the service, which automatically adjusts the number of containers according to the container resource
usage in the service.

You can configure the container auto scaling rules when creating applications or add the container
auto scaling rules for existing applications by changing application configurations.

Auto scaling policies:

e When the monitoring metric value exceeds the configured upper limit, Container Service increases the
number of containers at your configured step.

e When the monitoring metric value is lower than the configured lower limit, Container Service reduces
the number of containers at your configured step.

Service monitoring metrics:

e Average CPU usage

e Average memory usage

e Container inbound rate (currently only support being configured by using orchestration templates)

e Container outbound rate (currently only support being configured by using orchestration templates)
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Prerequisites

e Upgrade the cluster Agent to the latest version. For more information, see Upgrade Agent.

e Upgrade the cluster monitoring service (acsmonitoring) to the latest version. For more information,
see Upgrade system services.

e Activate the RAM service and update the RAM authorization information in the cluster by completing
the following steps: Log on to the Container Service console. Click Clusters in the left-side
navigation pane. Click More at the right of the cluster. Select Update RAM Authorization
Information fromthe list.

Instructions

e When determining whether the monitoring metric value exceeds the configured upper limit or lower
limit, Container Service uses the average value of the monitoring metrics (hamely, the average CPU
usage and the average memory usage) within a sample period (one minute). Container Service
triggers scaling only when the average monitoring metrics of three consecutive sample periods all
exceed the configured upper limit or lower limit so as to avoid frequent scaling caused by monitoring
datajitter.

e During container contraction, the system deletes the containers in the cluster. Therefore, back up the
datain advance.

Set container auto scaling

Create an application by using an image

e when creating
e (Create an application by using an orchestration template

e Change application configurations

@ Note Click Create with Image when creating an application. For how to create an application,
see Create an application.what if the auto scaling rule does not take effect Create with Image

when creating
1. an application.

For how to create an application, see Create an application.

Name: ‘ test |

The name should be 1-64 characters long, and can contain numbers, English letters and hyphens, but cannot start with a hyphen.
Version:
Cluster: test
Update: Standard Release

Description:

Pull Docker Image @

Create with Image Create with Orchestration Template

2. Inthe Scaling section at the bottom of the page, select the Enable check box for Auto Scaling
and set the auto scaling parameters.

Constraint rules:
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The range of the Expansion Condition is 50%-100%. The range of the Contraction
Condition is 0%-50%.

The Expansion Condition must be at least 30% higher than the Contraction Condition.
The range of the Step is 1-5. The default value is 1.

Set the Min Number of Containers and Max Number of Containers. Forcontraction, if the
number of containers is less than or equal to the Min Number of Containers, contraction is not
performed. For expansion, if the number of containers is greater than or equal to the Max
Number of Containers, expansion is not performed.

@ Note
o Set the scaling policies

o with due care. If the application already meets the configured scaling conditions when
you set the scaling rules and the application still meets the scaling conditions after the
scaling, the monitoring will continuously trigger the scaling.

Auto Scaling:  @Enable Note: Before using auto scaling, upgrade the cluster Agent to the latest version.

.

(=]

% Mefric:  CPU Usage A

fa]
Contraction Condition: Usage< 0 % Expansion Condition: Usage= 70 Yo
Step: 1 Range of valid valuss: 1-5
Mzx Number of Containers: 10 Range : 2-100
Min Mumber of Containers: 1 Range : 1-100

Create an application by using an orchestration template

1. Click Create with Orchestration Template when creating an application.

For how to create an application, see Create an application.

Basic Information

Name: ‘ test |

The name should be 1-64 characters long, and can contain numbers, English letters and hyphens, but cannot start with a hyphen.

Version:

Cluster: test

Update: Standard Release

Description

Pull Docker Image @

Create with Image || Create with Orchestration Template

2. ClickUse Existing Orchestration Template orwrite your own orchestration template.

3. Add the configurations of the container auto scaling by:

o Clicking Add Service.

In the displayed dialog box, select the image and configure the corresponding parameters. Click
More Settings. Select the Enable check box for Auto Scaling and set the auto scaling
parameters.
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Container Service

Save Template | Prev

o Manually configuring in the template.

Inthe

labels

Specify the step (the default value is 1):

configurations of the orchestration template, add the corresponding labels:

aliyun.auto scaling.step

Specify the minimum number of containers (the default value is 1):

aliyun.auto_scaling.min_instances 1):

Specify the maximum number of containers (the default value is 10):

ax_instances
CPU usage as the metric
m Specify the upper limit:

m Specify the lower limit:

Memory usage as the metric
m Specify the upper limit:

m Specify the lower limit:

Outbound rate as the metric
m Specify the upper limit:
m Specify the lower limit:
Inbound rate as the metric
m Specify the upper limit:

m Specify the lower limit:

Example

aliyun.

aliyun.

aliyun.

aliyun.

aliyun.

aliyun.

aliyun.

aliyun.

auto scaling.max cpu

auto scaling.min cpu

auto scaling.max memory

auto scaling.min memory

aliyun.auto scaling.min instances

aliyun.auto scaling.m

auto scaling.max internetOutRate

auto.scaling.min internetOutRate

auto scaling.max internetInRate

auto scaling.min internetInRate

160
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Configuration

https://c

Use Existing Or

Service(s) Contained

Service Name:
newServiceBlock1515147483...
Image: nginx:latest

Edit Delete

Add Service

Save Template Prev

Change application configurations

You can add container auto scaling settings by changing the configurations of an existing application.

1.
container auto scaling settings.

For how to change the application configurations, see Change application

On the Application List page, clickUpdate at the right of the application you want to add the

configurations.

Applications Cluster: | test v | @ Hide System Applications © Hide Offfine Applications [ Hide Online Applications Name ¥
Services
Sl test @Ready Ready:1 20180105 18:23:19 2018-01-05 18:23:25 top
Nodes
2. Inthe 1abels configurationsin Template, add the corresponding container auto scaling labels.
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Change Configuration

Name ==
Viarsion 1.1
Note: The version of the application must be changed; otherwiss, the "OK'
button is not available
Descriptio

"nginx:latest”
always

- 88/tcp

Use Existing Orchestration Template Label description

n Cancel

View created container scaling rules
You can view the created container scaling rules.
1. Log onto the Container Service console.
2. Click Applications in the left-side navigation pane.
3. Onthe Application List page, click Update at the right of the application.

You can view the created container scaling rules. You can modify the container scaling rules in the
Template.
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Change Configuration

Note: The version of the application must be changed; otherwiss, the "OK'
3

always

- 88/tcp

Use Existing Orchestration Template Label description

n Cancel

14.6. Node auto scaling

To meet the demands of applications under different loads, Container Service provides the auto scaling
both for containers and nodes. The node auto scaling is to automatically adjust the number of nodes
by monitoring the node resource usage.

Node scaling policies:

e When the monitoring metric value exceeds the configured expansion condition, Container Service
increases the number of nodes at your configured expansion step.

e When the monitoring metric value is lower than the configured contraction condition, Container
Service reduces the number of nodes at the system default step 1.

Auto scaling monitoring metrics:

e (Cluster CPU average usage

e Cluster memory average usage

Prerequisite

e Upgrade the cluster Agent to the latest version. For more information, see Upgrade Agent.

e Upgrade the cluster monitoring service (acsmonitoring) to the latest version. For more information,
see Upgrade system services.

e Activate the RAM service and update the RAM authorization information in the cluster (Complete the
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following steps: Log onto the Container Service console. Click Clusters in the left-side navigation
pane. Click More at the right of the cluster. Select Update RAM Authorization Information from
the list.

Instructions

e When determining whether the monit oring metric value exceeds the configured upper limit or lower
limit, Container Service uses the average value of the monitoring metrics (hamely, the average CPU
usage and the average memory usage) within a sample period (one minute). Container Service triggers
scaling only when the average monitoring metrics of three consecutive sample periods all exceed the
configured upper limit or lower limit so as to avoid frequent scaling caused by monitoring data jitter.

e Node contraction only contracts nodes that are created by means of node expansion. Your manually
added or created nodes are not affected. To perform auto contraction on those manually added
nodes, add the following label for those nodes:

aliyun.reschedule==true

e During node contraction, the system deletes the Elastic Compute Service (ECS) instances inthe
cluster. Therefore, back up data in advance.
e Do not schedule services with statuses to nodes that can be contracted.

e The ECS instances added by expansion do not affect the deployed containers. The newly deployed
containers are deployed according to the container deployment rules.

e During node contraction, Container Service migrates containers on the deleted ECS instances to other
ECS instances.
Create node scaling rules
1. Log onto the Container Service console.
2. Click Clusters inthe left-side navigation pane.

3. Onthe Cluster List page, clickManage at the right of the cluster.

Applications Name ¥

Services o
Nodes 17.06.2c

2017-12-04
15:26:27

Networks

4. ClickNode Scaling inthe left-side navigation pane and click Create Scaling Rule.

Basic Information
Load Balancer Se...

User Tags I Scaling ru \0

Image List

1 only contracts nodes that are added through node expansion; nades created or added manually will not be affected. 2. While scaling in, ECS instances will be deleted. You need to perform data

CPu:2core(s) ) i
baba Clou e Nomal 9 e Ubuntu 16.04.2 LTS 17.06.2-ce 0.10-574256 Monitor | Mare-
= ¢ Memory:3.859 GB s tonitor

Alibaba Cloud Node @Nomal 7 Ubuntu 16,042 LTS 17.06.2-ce 0.10-f574256 Monitor | Mare~

5. Configure the scaling rule and click Next.
Constraint rules:

o The range of the Expansion Condition is 50%-100%. The range of the Contraction Condition
is 0%-50%.

o The Expansion Condition must be at least 30% higher than the Contraction Condition.
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6.

o The range of the expansion step is 1-5. Currently, the default contraction step is 1 and cannot
be configured.

o Set the Min Number of Cluster Nodes and Max Number of Cluster Nodes. For contraction,
if the number of nodes is less than or equal to the Min Number of Cluster Nodes, contraction
is not performed. For expansion, if the number of nodes is greater than or equal to the Max
Number of Cluster Nodes, expansion is not performed.

@ Note Setthe scaling policies with due care. If the cluster already meets the configured
scaling conditions when you set the scaling rule and the cluster still meets the scaling
conditions after the scaling, the monitoring will continuously trigger the scaling.

Configure Node Scaling Rule | +Return to Node Scaling

Scaling Metrics

I Metrics (Only one of CPU or memory can be selected as a scalable monitoring indicators) # Auto scaling by monitoring indicators

# Expansion Condition: CPU Usage > | 70 % (Range: 50-100, difference between the expansion
and contraction values cannat be less than 30%)

Expansion Condition: Not set

Contraction Condition: Not sat
Contraction Condition: Not set

Step:| 1 (Range: 1-5)

Min Number of Cluster Nodes: | 2 (Range: 1-10)

Max Number of Cluster Nodes: | 10 (Range: 1-20, the maximum numbsr of nodes must be greater than the minimum number of nodss)

ook ] e |

Configure the instance specifications and click Submit.

Configure the specifications for the nodes added by expansion after setting the expansion
condition. For more information about how to configure the instance specifications, see Create a
cluster.

You can also configure whether or not to add the IP addresses of the nodes added by expansion
to the RDS instance whitelist, which f acilitates the ECS instances to access the RDS instances.

(@ Note The ECS instance must be in the same region as the RDS instance so that the IP
address of the ECS instance can be added to the RDS instance whitelist.

Click Select RDS Instances in the Advanced section at the bottom of the page. The Add to RDS
instance whitelist dialog box appears. Select the RDS instances and then click OK.

Select RDS Instances

[}
[¥y ]
T

Advanced

View created node scaling rules

You can view the crated node scaling rules.

1.

Log onto the Container Service console.

2. Click Clusters inthe left-side navigation pane.
3.
4

. ClickNode Scaling in the left-side navigation pane. You can view the created node scaling rules.

Onthe Cluster List page, clickManage at the right of the cluster.
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I Scaling rule

Trigger condition Scaling Step Scaling Range Instance Type Action

CPU Utilization: Maximum: 70 % Minimum: 10 %
Memeory Utilization: Not set

Min Number of Cluster Nodes: 2
Max Number of Cluster Nodes: 10

Expansion Step 1
Scale in Step 1

2-core, 4GB ( ecs.n4.large )

You can clickModify to modify the node scaling rule or click Delete to delete this rule.

View monitoring metrics

1. Click Clusters in the left-side navigation pane.

2. Onthe Cluster List page, clickMonitor at the right of the cluster.

Applicati Name
Serw(ssb ) ) Cluste Node Number of Docke

Cluster Name/ID Cluster Type Region Network Type Status Status@  Nodes Time Created  Version Action
@)
N vPC Manage Wiew Logs
uting-test-onli Aliaba Cloud  China East 1 - 2017-12-04
Nodes founa-testoning ! o "2 VB @Running  Healthy & 2 » 17.06.2-ce Delete
Cluster (Hangzhou) 15:26:27 -
— bplwetocsbievac2igoc Monitor | More-

You are redirected to the CloudMonitor console and can view the cluster monitoring information.

@ Note If the monitoring data does not exist, check whether or not the monitoring service
(acsmonitoring) is correctly installed. If not, redeploy the monitoring service (acsmonitoring).
Check whether or not the cluster Agent is in the latest version. If not, upgrade the cluster
Agent. Check whether or not the monitoring service (acsmonitoring) is in the latest version. If
not, upgrade the monitoring service (acsmonitoring).

= Back to Instance st View Instance Detsil | 23 Refresh
Monitoring Charts ~ Alarm Rules
CPU Usage(%) Iy Network Inbound Traffic(bit/s) a Network Outbound Traffic(bit/s) a
Period: 60s Method: Average Period: 605 Method: Average Period: 60s Method: Averags
3 | " A ‘.l " .
lJlLHLM{lJ?[i]HgLI\\I\I[l[nljﬂu\&.-‘k“‘l“‘ll“w "\"“uu]s
IOy I M'"‘I"“fH‘p‘
2 o o
a
0 15:30 0 50 0 15:00 50 0 15:00
3. Click Container Service inthe left-side navigation pane. Click View All Rules.
Clusters = Refresh
Enterto search Search Application Groups
me Stat Network Re fonitor Actions
China East Monitoring Chart
kBs-test Running VPC 1 Node Monitoring  Service Monitoring  Container Service Monitoring onito ”g_ arts
(Hangzhou) Alarm Rules
China East ok
routing-test-online Running VPC 1 Node Monitoring ~ Service Monitoring  Container Service Manitoring Henito Mg_c ars
(Hangzhou) Alarm Rules

4. Onthe Alarm Rules page, you can view the automatically configured alarm rules of auto scaling.

If no monitoring alarmrule exists, update the RAM authorization information in the cluster (On the
Cluster List page, clickMore > Update RAM Authorization Informationat the right of the
cluster). Activate the RAM service before updating the RAM authorization inf ormation. Otherwise,

the system reports an error.
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Aliyun AP Error: Requestld: 51C6F086-5A42-4102-9FC3-16472F34A45A Status Code: 4
04 Code: Inactive Message: Account is inactive to this service

5. Select an alarm rule to modify the alarm conditions and notification contacts who can be notified
in SMSs, e-mails, and other ways. You can also disable the alarmrule.

Troubleshoot

If your configured node auto scaling rule does not take effect, see What if the auto scaling rule does not
take effect fortroubleshooting.

14.7. Monitoring metrics

Container Service provides multi-dimensional monitoring services. You can view the monitoring
information in the Container Service console or CloudMonitor console.

The monitoring metrics of Container Service are divided into two parts: the automatic monitoring
metrics and the cloud monitoring plug-in metrics. memory, network, I/0, and exception of Container
Service helps you understand the usage of Container Service. You can log on to the CloudMonitor
console and enter the Container Service page to view the monitoring details, and set alarm rules on
monitoring metrics to receive alarm notifications when the metrics encounter an exception. Monitoring
the metrics such as CPU usage,Monitoring the metrics such as CPU usage, memory, network, I/0, and
exception of Container Service helps you understand the usage of Container Service. You can log onto
the CloudMonitor console and enter the Container Service page to view the monitoring details, and set
alarmrules on monitoring metrics to receive alarm notifications when the metrics encounter an
exception.

Container Service provides monitoring information in the following dimensions:

Cluster
e Node

e Service

e Container

@ Note Installthe cloud monitoring plug-in when creating a cluster to obtain the cluster and
node memory metrics. For more information, see Create a cluster. To view more detailed metrics
of Elastic Compute Service (ECS) instances, go to the CloudMonitor console to view the ECS
monitoring metrics. For more information, see Metrics.

Monitoring metrics description

Cluster monitoring metrics

Minimum

o ) . . . . Means of
Monitoring metrics Dimension Unit monitoring .
. aggregation
granularity
CPU usage Cluster dimension Percentage 60 seconds Average
Network inbound ) ) .
Cluster dimension bit/s 60 seconds Average

traffic
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Monitoring metrics

Network

outbound traffic

Memory usage

GPU memory
usage

GPU usage

GPU temperature

Dimension

Cluster dimension

Cluster dimension

Cluster dimension

Cluster dimension

Cluster dimension

Node monitoring metrics

Monitoring metrics

CPU usage

Network inbound
traffic

Network
outbound traffic

Memory usage

GPU memory
usage

GPU usage

GPU temperature

Dimension

Node dimension

Node dimension

Node dimension

Node dimension

Node dimension

Node dimension

Node dimension

Service monitoring metrics

Monitoring metrics

CPU usage

Network inbound
rate

Network
outbound rate

Service I/0 read

Dimension

Service dimension

Service dimension

Service dimension

Service dimension

Unit

bit/s

Percentage

Bytes

Percentage

Degree centigrade

Unit

Percentage

bit/s

bit/s

Percentage

bytes

Percentage

Degree centigrade

Unit

Percentage

Bytes/s

Bytes/s

Bytes

Minimum
monitoring
granularity

60 seconds

60 seconds

60 seconds

60 seconds

60 seconds

Minimum
monitoring
granularity

60 seconds

60 seconds

60 seconds

60 seconds

60 seconds

60 seconds

60 seconds

Minimum
monitoring
granularity

60 seconds

60 seconds

60 seconds

60 seconds

Means of
aggregation

Average

Average

Average

Average

Average

Means of
aggregation

Average

Average

Average

Average

Average

Average

Average

Means of
aggregation

Average

Average

Average

Average
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Monitoring metrics

Service I/0 write

Memory usage

Memory usage

Network inbound
traffic

Network
outbound traffic

Container 1/0 read
rate

Container I/0
write rate

Service GPU
memory usage

Dimension

Service dimension

Service dimension

Service dimension

Service dimension

Service dimension

Container
dimension

Container
dimension

Service dimension

Container monitoring metrics

Monitoring metrics

CPU usage

Network inbound
rate

Network
outbound rate

1/0 read

1/0 write

Memory usage

Memory usage

Network inbound
traffic

Dimension

Container

dimension

Container
dimension

Container
dimension

Container
dimension

Container
dimension

Container
dimension

Container
dimension

Container
dimension

Unit

Bytes

Bytes

Percentage

Bytes

Bytes

Bytes/s

Bytes/s

Bytes

Unit

Percentage

Bytes/s

Bytes/s

Bytes

Bytes

Percentage

Bytes

Bytes

Minimum
monitoring
granularity

60 seconds
60 seconds

60 seconds

60 seconds

60 seconds

60 seconds

60 seconds

60 seconds

Minimum

monitoring
granularity

60 seconds

60 seconds

60 seconds

60 seconds

60 seconds

60 seconds

60 seconds

60 seconds

Means of
aggregation

Average

Average

Average

Average

Average

Average

Average

Average

Means of
aggregation

Average

Average

Average

Average

Average

Average

Average

Average
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Minimum
. . . . . L Means of
Monitoring metrics Dimension Unit monitoring .
. aggregation
granularity
Network container Bytes 60 seconds Average
outbound traffic dimension 9
Container I/0 read Container
. . Bytes/s 60 seconds Average
rate dimension
Container 1/0 Container
. . ) Bytes/s 60 seconds Average
write rate dimension
GPU memory Container
. . Bytes 60 seconds Average
usage dimension

Precautions:
Go to the CloudMonitor console to view history monitoring data or set monitoring alarm rules.
e Monitoring data is preserved for at most 31 days.

e You can view monitoring data for at most 14 consecutive days.

® You can set the alarmrules in batches.

14.8. What if the auto scaling rule
does not take effect

If your created container auto scaling rule or node auto scaling rule does not take effect, you can
performtroubleshooting according to the following methods.

View monitoring metrics, and confirm that monitoring metrics have
data and the data reaches the configured threshold for a certain
period of time

e View the monitoring metrics of container auto scaling
i. ClickServices inthe left-side navigation pane.
ii. Select the clusterin which the service resides fromthe Cluster drop-down list.
iii. ClickMonitor at the right of the service.

You are redirected to the CloudMonitor console and can view the container monitoring
information. Confirm that monitoring metrics have data and the data reaches the configured
threshold for a certain period of time.

@ Note When determining whether the monitoring metric value exceeds the configured
upper limit or lower limit, Container Service uses the average value of the monitoring metrics
(namely, the average CPU usage and the average memory usage) within a sample period (one
minute). Container Service triggers scaling only when the average monitoring metrics of three
consecutive sample periods all exceed the configured upper limit or lower limit so as to avoid
frequent scaling caused by monitoring data jitter.
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Monitoring Charts Alarm Rules

CPU Usage(%) I §
Period: 10s Method: Average

Internet Inbound Rate(Byte/sec)
Period: 105 Method: Averags

Internet Outbound Rate(Byte/sec) 1
Period: 105 Method: Averags

092

e View the monitoring metrics of node auto scaling
i. Click Clusters inthe left-side navigation pane.

ii. ClickMonitor at the right of the cluster.

You are redirected to the CloudMonitor console and can view the cluster monitoring information.
Confirmthat monitoring metrics have data and the data reaches the configured threshold for a

certain period of time.

@ Note

When determining whether the monitoring metric value exceeds the configured

upper limit or lower limit, Container Service uses the average value of the monitoring metrics

(namely, the average CPU usage and the average memory usage) within a sample period (one
minute). Container Service triggers scaling only when the average monitoring metrics of three
consecutive sample periods all exceed the configured upper limit or lower limit so as to avoid

frequent scaling caused by monitoring data jitter.

Monitoring Charts Alarm Rules

CPU Usage(%) a
Period: 805 Method: Average

Network Inbound Traffic(bit/s)
Period: 605 Method: Average

00 A A A

il HI,[IH,[HI.,J,J .,|,;:,l,|,.=,1,1,)},,\1n',mlnL;[ | }'““"ll'l#‘-"\:sl|{|-l

I )

09:20

Network Outbound Traffic(bit/s) i
Period: 605 Method: Averags

If no monitoring data is displayed

Check the following possibilities: Whether or not the monitoring service (acsmonitoring) is correctly
installed (whether or not the status and number of containers are correct). If not, redeploy the
monitoring service (acsmonitoring). Whether or not the cluster Agent is in the latest version. If not,
upgrade the cluster Agent. Whether or not the monitoring service (acsmonitoring) is in the latest
version. If not, upgrade the monitoring service (acsmonitoring). For more information, see Upgrade

system services and Upgrade Agent.
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View monitoring alarm rules and status, and confirm the rules are
created and in the correct status

1. Inthe CloudMonitor console, clickCloud Service Monitoring > Container Service inthe left-side
navigation pane.

You can view the cluster list.

2. ClickView All Rules onthe Clusters page to view the alarm rules automatically configured by auto
scaling.

Clusters = Refresh

Search Application Groups

Monitoring Charts

kBs-test Running  VPC 1 Node Monitoring ~ Service Monitoring ~ Container Service Monitoring o o
Alsrm Rules

Monitoring Charts

routing-test-online Running  VPC 1 Node Monitoring ~ Service Monitoring  Container Service Monitoring N o
Alzrm Rules

(Hangzhou)

View All Rules

If no monitoring alarm rule is displayed

e Update the RAM authorization information in the cluster by completing the following steps: Onthe
Cluster List page, clickMore > Update RAM Authorization Information at the right of the
cluster. Activate the RAM service before updating the RAM authorization information. Otherwise, the
systemreports an error.

Aliyun API Error: Requestld: 51C6F086-5A42-4102-9FC3-164T2F34A45A Status Code: 4
04 Code: Inactive Message: Account is inactive to this service

e Checkthe following possibilities: Whether or not the monitoring service (acsmonitoring) is correctly
installed (whether or not the status and number of containers are correct). If not, redeploy the
monitoring service (acsmonitoring). Whether or not the cluster Agent is in the latest version. If not,
upgrade the cluster Agent. Whether or not the monitoring service (acsmonitoring) is in the latest
version. If not, upgrade the monitoring service (acsmonitoring). For more information, see Upgrade
system services and Upgrade Agent.

View alarm history

If the status of an alarm rule is abnormal (in the Alarm status) on the Alarm Rules page, you can view
the alarm history of this rule to locate the problem.

Under Actions, click View at the right of the alarmrule.

Clickthe Alarm Logs tab, and you can select the time to view the alarms occurred within specified time
period.
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15.DevOps

15.1. Jenkins-based continuous
delivery

As an important step in agile development, continuous integration aims to maintain high quality while
accelerating product iteration. Every time codes are updated, an automated test is performed to test
the codes and function validity. The codes can only be delivered and deployed afterthey pass the
automated test. This document mainly introduces how to integrate Jenkins, one of the most popular
continuous integration tools, with Alibaba Cloud Container Service to realize automated test and image
building push.

The following example demonstrates how to perform automated test and build a Docker image by
using Alibaba Cloud Container Service Jenkins, which realizes high-quality continuous integration.
Background information

Every time codes are submitted to nodejs project in GitHub, Alibaba Cloud Container Service Jenkins will
automatically trigger a unit test. If the test is successful, Jenkins continues to build images and then
pushes themto a target image repository. Finally, Jenkins notifies you of the results by email.

A general process is as follows.

Pull image

._

Docker image and Compose template

Alibaba Cloud | used for integration test and deployment
image service
. ) L
Configuration Test environment
management
Push image
Webhook notify 1 ¢ N
Source code Pre-release L
management Cl server CD server | enviranment —
Submit codes I

Developer Download sourceicode,

build

If UT or build failed, notify developer

@ Jenkins

|™, Alibaba Cloud CRP

Production 0
environment 3

Alibaba Cloud Container Service

Slave-nodejs is a slave node used for unit test and building and pushing the image.

Jenkins introduction

Jenkins is an open-sourced continuous integration tool developed on Java. It monitors and triggers
continuously repeated work and supports expansion of multiple platforms and plug-ins. Jenkins is an
open-sourced tool featuring easy installation and interf ace-based management. It uses job to
describe every work step, and node is a project execution environment. The master node is a def ault
execution environment of a Jenkins job and also the installation environment for Jenkins applications.

Master/slave
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Master/slave is equivalent to the server/agent concept. A master provides Web interface with which
you manage the job and slave. The job can run on the master or be assigned to the slave. One master
can be associated with several slaves to serve different jobs or different configurations of the same
job.

Several slaves can be configured to prepare a separate test and building environment for different
projects.

@ Note The Jenkins job and project mentioned in this document all refer to a build unit of
Jenkins, namely, an execution unit.

Step 1 Deploy Jenkins applications and slave nodes

The building and testing of different applications need different dependencies. The best practice is to
use different slave containers with corresponding runtime dependencies and tools to performthe test
and building. By using the slave images and sample templates provided by Alibaba Cloud Container
Service for different environments such as Python, Node.js, and Go, you can quickly and easily generate
Jenkins applications and various slave nodes, configure node information in Jenkins applications, and
specify the execution nodes in the build projects so as to implement the entire continuous integration
process.

@ Note For images provided by Alibaba Cloud Container Service for developing slave nodes,
see https://github.com/AliyunCont ainerService/jenkins-slaves.

1.1 Create a Jenkins orchestration template
Create a template and create the orchestration based on the following contents.

The labels supported by Alibaba Cloud Container Service Jenkins master are: 1.651.3,2.19.2, and 2.32.2.

@ Note Forhow to create an orchestration template, see Create an orchestration template.

jenkins:
image: 'registry.aliyuncs.com/acs-sample/jenkins:1.651.3"
volumes:
- /var/lib/docker/jenkins:/var/jenkins home
restart: always
labels:
aliyun.scale: '1'
aliyun.probe.url: 'tcp://container:8080"'
aliyun.probe.initial delay seconds: '10'
aliyun.routing.port 8080: jenkins
links:
- slave-nodejs
slave-nodejs:
image: 'registry.aliyuncs.com/acs-sample/jenkins-slave-dind-nodejs'
volumes:
- /var/run/docker.sock:/var/run/docker.sock
restart: always
labels:

aliyun.scale: '1'
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1.2 Use the template to create Jenkins application and slave node

Use the orchestration template created in the preceding section or the Jenkins sample template
provided by Alibaba Cloud Container Service to create the Jenkins application and slave node.

@ Note Forhowto create an application by using an orchestration template, see Create an

application.

Orchestration List My Orchestrations

Servic

itlab
QO g

©  Detils

postgresql :
gitlzb :

redis :

Ser

w
W

jenkins

O
Q,
© | petails

on :
slave-php :

eImage

registry.cn-hangzhou .aliyuncs.com/acs-samplefpostaresql-sameersbn: 9.4-24
registry.cn-hangzhou.alivuncs.com/zcs-sample/gitlab-samesrsbn:latest
registry.cn-hangzhou aliyuncs.com/acs-sample/redis-sameersbn:|atest

ce:Image

jenkins :

registry.cn-hangzhou aliyuncs.com/acs-sample/jenkins: 2.60.3

a : registry.aliyuncs.com/zcs-samplefjenkins-slave-dind-golang
: registry.aliyuncs.com/acs-sample/jenkins-slave-dind-java
: registry.aliyuncs.com/zcs-samplefjenkins-slave-dind-nodsjs

registry.aliyuncs.com/acs-samelefienkins-slave-dind-pythen
registry.aliyuncs.com/acs-samplefjenkins-slave-dind-php

Create Application =

Create Application =»

After a successful creation, the Jenkins application and slave node are displayed in the service list.

Application:jenkins

I Overview

Name: jenkins Time Created

I Trigger 1. You can only have cne of each trigger type.@

No trigger is availzble at the moment. Click "Create Trigger” in the upper-right corner.

2018-01-16

ted: 2018-01-16 ster: test

Services Containers Logs Events Routes

e Application Status Image Actic
jenkins Jenkins @ Read St registry.cn-hangzhou. zliyuncs.com/acs-samplefjen... Stop UD:EESTEF' Deletzexheglsents
slave-golang jenkins @ Read zia;jY1 raqistry.2liyuncs.com/acs-sample/jenkins-slave-d Stop chaRt:Stm DeleiiexhedELv":nts
slave-java jenkins @ Read z?ijvl registry.aliyuncs.com/acs-sample/jenkins-slave-d... Stop chaRt:EtEn Deleiies(heil\:lgants
slave-nodejs Jenkins @ Read: registry.zliyuncs.com/acs-sample/jenkins-slave-d... Stop L\Dcaﬁf:\:mn DeletzexhedElJlsants

Refresh

Create Trigger ~

Open the access endpoint provided by Container Service to use the deployed Jenkins application.

Senvicerjenkins_jenkins Refresh
I Qverview
jenkins Application: jenkins registry.cn-hangzhou.aliyuncs.com/acs-samplefjenkins:2.60.3 Number: 1 @ Ready
2 http:/fjenkins. en-hangzhou alicontainer.com
Containers Logs  Configurations Events
Name/ID Status Health Check Port Action
jenkins_jenkins_... @ registry.cn-hang... 8080/t
24 1.,i— running  Normal ? o c SEIOD.EIftED Delete | Stop Monitor Logs Web Terminal

Step 2 Realize automated test and automated build and push of

image

2.1 Configure the slave container as the slave node of the Jenkins application

Open the Jenkins application. Click Manage Jenkins in the left-side navigation pane. Click Manage Nodes
on the right pane. Click New Node in the left-side navigation pane. Enter the node name and then click
OK. Then, complete the parameters as follows.
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2.2 Create a project to implement automated test

1.

Name slave-nodejs-ut

Description slave-nodejs-ut

# of executors 1

Remote root directory Ihomefjenkins

Labels slave-nodejs-ut

Usage Utilize this node as much as possible

Launch meihod Launch slave agents on Unix machines via SSH

Host 172 IR

Credentials

jenking/stees ¥ - Add ~

Availability Keep this slave on-line as much as possible

Node Properties

Environment variables
Tool Locations

4

& ®e & o 0

-]

Advanced...

ML

Note

e Labelis the unique identifier of the slave.

e The slave container and Jenkins container run on the Alibaba Cloud platform at the same
time. Therefore, enter a container node IP address that is inaccessible to the Internet to

isolate the test environment.

e \When adding the credentials, use the jenkins account and password (the initial password is
jenkins) in Dockerfile for the creation of the slave-nodejs image. The image Dockerfile

address is jenkins-slave-dind-nodejs.

Go backto the Jenkins home page. Click New ltem in the left-side navigation pane. Enter the item

name, select Freestyle project, and then click OK.

Enter the project name and select a node for running the project. In this example, enter the slave-

nodejs-ut node prepared in the preceding section.

Project name

nodejs-ut |

Description

[Plain text] Preview

GitHub project

Project url

hitps:/igithub.com/ginyujia/containerops/

GitLab connection gitliab
—| Discard Old Builds

This build is parameterized

Execute concurrent builds if necessary

Disable Build (No new builds will be executed until the project is re-enabled.)

Restrict where this project can be run

Label Expression slave-nodejs-ut

Label is serviced by 1 node

Advanced...

@

® 9000 @

3. Configure the source code management and code branch. In this example, use GitHub to manage

source codes.
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Source Code Management
) None
O CVS
) CVS Projeciset

O Git

Repositories

Reposilory UL https:/igithub.com/ginyujia‘containerops. git

Credentials 75 G cOm /" v o= Add ~
? Advanced... @
Add Repository Delete Repository
Branches to build Branch Specifier (blank for 'any") “flenkins-test ®
Add Branch Delete Branch

4. Configure the build trigger. In this example, automatically trigger project execution by combining
GitHub Webhooks & services.

Build Triggers

Build after other projects are built

Build periodically

Build when a change is pushed to GitHub

Build when a change is pushed to GitLab. GitLab Cl| Service URL: http:/jenkins.c11267d36daf04ee3960854773128225e.cn-hangzhou.alicontainer.com/project/test2
~ Poll SCM

@9 268

5. Add the Jenkins service hookto GitHub to implement automatic triggering.

On the GitHub project home page, clickthe Settings. ClickWebhooks & services, clickAdd
Service, and then select Jenkins(Git plugin) fromthe drop list. Inthe dialog box of Jenkins hook
url, enter ${Jenkins IP}/github-webhook/ .Forexample:

http://jenkins.cd********x*x*****x* cn-beijing.alicontainer.com/github-webhook/
ginyujia / containerops ®unwatch~ 1 K Star 0  YFork 3
forked from ringtail/containerops

Code Pull requests 0 Projects 0 Wiki Pulse Graphs £F Settings

Options Services | Add Jenkins (Git plugin)

Collaborators
Install Notes

Branches
= Requires Git Plugin v1.1.18, released 2012-04-27, and the "Poll SCM" build trigger needs to be enabled.
Webhooks . 3 T
(Though you can have it poll very infrequently, | recommend something like @ */3 * = =)
Integrations & services = “Jenkins Url" is the base URL of your Jenkins server. For example: http://ci.jenkins-ci.org/ . We will hit
/git/notifyCommit under this URL. (See the Git plugin wiki page for more details.)
Deploy keys

Details

Jenkins is a popular continuous integration server.

If you're using the standard Jenkins Git plugin to poll & check out
your repository, you can quickly and easily switch to a push model using this
service.

It will send a request to your Jenkins instance telling it about the
repositories and branches that changed. Jenkins will then poll the repository
and build if needed. See push notification from repository on the

Jenkins wiki for information.

Jenkins url

http:/fjenkins.c112. -hang

Active
‘We will run this service when an event is triggered.

6. Add a build step of Execute shell type and write shell scripts to performthe test.
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Build

Execute shell

Command pd
1s

cd chapter2
npm test

See Ihe list of available environment variables

The commands in this example are as follows:

pwd
1s
cd chapter?2

npm test

SVN source code example:

Select Subversion in Source Code Management and enterthe SVN repository address in the
Repository URL field (if the Jenkins master and SVN server are in different time zones, add erEaD at
the end of the repository address). Add the username and password of the SVN server in Credentials .

Source Code Management

None
cvs
CVS Projectset
O Git
Repositories o 22
Repository URL https:figithub.com/ginyujia/containerops.git [(Z)
Credentials 756N cOm/** ¥ o= Add ~
- ®
= Advanced...
Add Repository Delete Repository
Branches to build ifi tany" .
Branch Specifier (blank for 'any’) *fjenkins-lest @.
Add Branch Delete Branch

Configure the build trigger. In this example, Post-commit hook is used to automatically trigger the
project execution. Enter your configured token in Token Name .

Build Triggers
Build after other projects are built @
Projects to watch nodeje-ut
© Trigger only if build is stable
Trigger even if the build is unstable
Trigger even if the build fails
) Build periodically @
~| Build when a change is pushed to GitHub @
| Build when a change is pushed to GitLab. GitLab Gl Service URL: http://jenkins.c11267d36daf04ee3960854773128225e.cn-hangzhou.alicontainer.com/projectinodejs- o
build =
~ Poll SCM @

Log onto the SVN server. Create a post-commit file in the hooks directory of the code repository (svn-
java-demo).

cd /home/svn/svn-java-demo/hooks

cp post-commit.tmpl post-commit
chmod 755 post-commit

Add the curl -u ${Jenkins_account}:${password}
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${Jenkins url}/job/svn/build?

token=${token} command

inthe <g id="1">post-commit</g> file. For example:

curl -u test:test
http://127.0.0.1:8080/jenkins/job/svn/build?token=ginyujia

2.3 Create a project to automatically build and push images

1. Go backto the Jenkins home page. Click New ltemin the left-side navigation pane. Enter the item
name, select Freestyle project, and then click OK.

2. Enterthe project name and select a node for running the project. Inthis example, enter the slave-
nodejs-ut node prepared in the preceding section.

3. Configure the source code management and code branch. In this example, use GitHub to manage
source codes.

4. Add the following trigger and set to automatically build the image only after the unit test is
successful.

Build Triggers
Build after other projects are built @.

Projects to watch nodejs-ut

© Trigger only if build is stable
Trigger even if the build is unstable
Trigger even if the build fails
Build periodically @
Build when a change is pushed to GitHub @-

Build when a change is pushed to GitLab. GitLab Cl Service URAL: http://jenkins.c11267d38daf04ee3960854773128225e.cn-hangzhou.alicontainer.com/project/nodejs- @
build =

Poll SCM ®

5. Write the shell script for building and pushing images.

Build

Execute shell ®

Command | oy chapter2

sudo docker build -t registry.aliyuncs.com/ginyujia-test/nodejs-demo .
sudo docker login -u ${yourAccount} -p ${yourPassword} registry.aliyuncs.com
sudo docker push registry.aliyuncs.cem/ginyujia-test/nodejs-demo

See the list of available environment variables

The commands in this example are as follows:

cd chapter?2
sudo docker build -t registry.aliyuncs.com/ginyujia-test/nodejs—demo
sudo docker login -u ${yourAccount} -p ${yourPassword} registry.aliyuncs.com

sudo docker push registry.aliyuncs.com/ginyujia-test/nodejs-demo

Step 3 Automatically redeploy the application

3.1 Deploy the application for the first time

Use the orchestration template to deploy the image created in step 2.3 to Container Service and create
the nodejs-demo application.
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Example:

express:
image: 'registry.aliyuncs.com/ginyujia-test/nodejs-demo’
expose:
_ 1900
- '3000'"
restart: always
labels:

aliyun.routing.port 3000: express

3.2 Automatic redeployment

1. Select the created application nodejs-demo and create the trigger.

@ Note Forhowto create a trigger, see Triggers.

I Trigger 1. You can only have one of each trigger type. Create Trigger [JEN

https://undefined/hook/triqaerztriggerUri=YzZkNWIIN TkMzhIZTOxMzhiNiIhiay Yzaxni Y3NzhfGpbmtpbnN8cmvkzZXBsb3IBMTHY TNIMTYy | 74386737245553732703738674b796643% Redeploy Delete Trigger

2. Add aline to the shell script in 2.3. The address is the trigger link of the created trigger.

curl ‘https://cs.console.aliyun.com/hook/trigger?triggerUrl=***==gsecret=***'

3. Change the command in the example of 2.3 as follows:

cd chapter?2

sudo docker build -t registry.aliyuncs.com/ginyujia-test/nodejs-demo .

sudo docker login -u ${yourAccount} -p ${yourPassword} registry.aliyuncs.com
sudo docker push registry.aliyuncs.com/ginyujia-test/nodejs-demo

curl ‘https://cs.console.aliyun.com/hook/trigger?triggerUrl=***==gsecret=***'

After pushing the image, Jenkins automatically triggers the redeployment of the nodejs-demo
application.

Step 4 Configure email notification of the results

To send the unit test orimage building results to relevant developers or project execution initiators by
email, performthe following configurations:

1. Onthe Jenkins homepage, click Manage Jenkins > Configure System, and configure the Jenkins system
administrator email.

Jenkins Location

Jenkins URL http:/fjenkins.c11267d36dal04ee 39608547731 28225¢.cn-hangzhou.alicontainer.com/ (2]

System Admin e-mail address jenkins-cs@alibaba-inc.com ®

2. Install the Extended Email Notification plug-in, configure the SMTP server and ot her relevant
information, and then set the default email recipient list, as shown in the following figure:
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E-mail Notification

SMTP server smip.alibaba-inc.com

Default user e-mail suffix

Use SMTP Authentication
User Name: jenkins-cs@alibaba-inc.com
Password
Use SSL
SMTP Port 465
Reply-To Address =
Charset UTE-8

"1 Test configuration by sending test e-mail

®

The preceding example shows the parameter settings of the Jenkins application system. The

following example shows the relevant configurations for Jenkins projects whose results are to be

pushed by email.

3. Add post-building steps in the Jenkins project, select Editable Email Notification and enter the

email recipient list.

Add build step ~

Post-build Actions

Editable Email Notification
Disable Extended Email Publisher [
Allows the user 1o disable the publisher, while maintaining the settings

Project Recipient List @alibaba-inc.com

4. Add atriggerto send emails.

Triggers
Always

Send To
Recipient List

Developers

Requestor

@

@

(2]

@
@
=3
@

@ @
=

Advanced...

Remove Trigger
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16.Service discovery and load
balancing

16.1. Overview

Service discovery and Server Load Balancer mainly solves the issue of communication reliability. To
guarantee the reliability, Container Service introduces Server Load Balancer. Communication is divided
into two types: communication that exposes services and communication between internal services.
See the following scenarios for different solutions.

Scenario 1

We recommend that you use simple routing service for simple Layer-7 protocol Server Load Balancer
and web service reverse proxy. For more information, see Simple routing - supports HTTP and HTTPS, Simple
routing - Configure domain names, and Simple routing - Change HTTP to HTTPS.

sScenario 2

Server Load Balancer distributes the loads evenly to containers with the same functions in Layer-4
protocol Server Load Balancer and services of non-container clusters access the services of containers
in container clusters when a traditional architecture is migrated to a container architecture. We
recommend that you use Server Load Balancer routing.

Scenario 3

Services in the same cluster need to discover and communicate with each other, and need the Server
Load Balancer capabilities. We recommend that you use 2 7 iz 55 18] % F 71 7 £ 195

Scenario 4

Services in the same cluster need to discover and communicate with each other, but do not need the
Server Load Balancer capabilities. We recommend that you use Service discovery between containers.

Scenario 5

Server Load Balancer and service discovery have high customization requirements, such as the support
for extensive domain names, custom error page, record accessing logs, selection of backend services
based on URL parameter values, and custom HAProxy configuration files. We recommend that you use
Custom routing - User guide. For more information, see Custom routing - simple sample.

16.2. Simple routing - supports HTTP
and HTTPS

Scenarios

Simple Layer-7 protocol load balancingWeb routing service Services in a container cluster access each
other using Layer-7 protocol by means of communication proxy and Server Load Balancer

Principles
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See the following figure. When you create a cluster, a Server Load Balancer instance is assigned to the
cluster by default. The Server Load Balancer instance adds all the nodes in the cluster to the backend.
Port 80 is exposed at the frontend, and port 9080 is exposed on the machines of all the backend
nodes. Container Service starts a routing application acsrouting, namely, the Alibaba Cloud Container
Service Routing. The Server Load Balancer instance adds all the nodes in the clusterto the backend.
Port 80 is exposed at the frontend, and port 9080 is exposed on the machines of all the backend
nodes. Container Service starts a routing application acsrouting , namely, the Alibaba Cloud
Container Service Routing. This routing application has only one service, the routing service. The routing
service is global, which means a copy of this service (or image), namely, a container, is deployed on each
node (a node is also called a host or a virtual machine (VM) instance of Elastic Compute Service (ECS)).
The routing service is global, which means a copy of this service (orimage), namely, a container, is
deployed on each node (a node is also called a host or a virtual machine (VM) instance of Elastic
Compute Service (ECS)). is also called a host or a virtual machine (VM) instance of Elastic Compute
Service (ECS)). Each node uses this container to route HTTP services or HTTPS services.

wwwexample.com

po=c

-

Server Load
Balancer

HTTPS certificate installation
: i

i

_— 10137.1.0:80 —

ECS instance 192168.1.0:9080 ECS instance 192.168.2.0:9080
Node A Node B
\J
17210.1.0:80 172201080
AL TGS 7=\
\‘-\_:_:\\ — L .
e acsrouting \\ — ,;-‘—{'—:_}(,/'/ e acsrouting \\
4 P e e N
¥ % T F— .
_—— — | [ —
- - T TT—a
container 1 container 2 container 3 container 4

image A image B image B image A

As shown in the preceding figure, for HTTP services, the mapping between Server Load Balancer
instance frontend and backend portsis 80:9080 ,and the port mapping between the host and the
container used forrouting is 9080:80 , indicating that port 80 is exposed on the containers used for
routing. Any ports can be exposed on the other containers used as the web service. Afteryou set the
port mapping between host and container during container startup, the routing service can obtain the
corresponding port for request routing.

Setup methods
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@ Note Make surethat the following kernel parameters (inthe /etc/sysctl.conf file)of the
related Container Service nodes are set to 0. Othemwise, the nodes might not be accessed.

net.ipvé4.conf.default.rp filter = 0
net.ipvd.conf.all.rp filter = 0
net.ipvd.conf.ethO.rp filter = 0

Set in the Container Service console
Set by Services > Update
1. Log onto the Container Service console.
. Log onto the Container Service console.
. Click Services in the left-side navigation pane.

. Select the cluster in which the service to be exposed resides fromthe Cluster list.

u b~ W N

. ClickUpdate at the right of the service to be exposed (wordpress in this example).

Container Service Service List Refresh

net & Add a domain name to a service exposed to the public network & Switch from HTTP to HTTPS &' Change application extemnal port

Overview elp

omem ser

Applications Cluster s © Hide Offiine Services © Hide Online Services Name v a | %
o Name Application Status Container Status
Clusters f— Monitor | Stop | Reschedule
nginx nginx @Running nginx:latest Update | Delete | Restart
Nodes s Events
Networks
Running:1 Mornitor | Stop | Reschedule
Data Volumes wordpress wordpress @Running e wordpress:latest Update | | Delete | Restart
o Events
Configurations e
 Images and Tem.. = Total: 7 item(s) , Per Page: [15 v |item(s) | «

6. Configure the port mapping between host and container on the Update Service page.

The host port is empty, indicating that a random port on the host is exposed (when HTTP or HTTPS
port 80 of the wordpress service to provide the HTTP service. The protocol used is TCP. services are
exposed, you do not need to know what port is exposed on the host, because the container port
can be directly accessed by using an overlay network or Virtual Private Cloud (VPC) network). The

container port is 80. Use port 80 of the wordpress service to provide the HTTP service. The protocol
used is TCP.

Port Mapping: ¢ Add domain names to services expased to the public network

Host Port Container Port Protocol

e.g. 8080 |>I 80 |." o v @

The host port cannot be set t09080,2376,3376
Web Routing: € EXposa HTTP services through acsrouting

Container Port Domain

l | BO | | http:/fwordpress ‘ l Q

Mote: All domain names for 3 port must be entered in one entry.
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Routing configuration exposes the service by using a domain name. Specify the port to be exposed
(port 80 of the wordpress service in this example). Enter the domain name prefix in the Domain

field. If the domain name prefix is XXX, the domain name

XXX.$cluster_id.$region_id.alicontainer.com s obtained for testing. In this example, the domain
name wordpress.cb668bde43f054cd7bd515c8739f38310.cn-hangzhou.alicontainer.com is
obtained. You can enter your own domain name, which needs to add the resolutionto the IP
address of the corresponding Server Load Balancer instance. XXX, the domain name  xxx.s$cluster

_id.Sregion id.alicontainer.com is obtained for

is obtained for testing. In this example, the

domain name wordpress.cb668bded3£054cd7bd515¢c8739£38310.cn-hangzhou.alicontainer.com is
obtained. You can enter your own domain name, which needs to add the resolutionto the IP
address of the corresponding Server Load Balancer instance. For how to configure the container

port used for routing and the domain name of HTTP services, see routing.

7. ClickUpdate after completing the configurations. Click the service name on the Service List page

and then click the access endpoint

Senvice:wordpress_wordpress

wordpress wordpress wordpress:latest

| http://wordpress. .cn-hangzhou.alicontainer.com

Containers Logs Configurations Events

wordpress_wordpr... wordprass:latest

running Normal

80/tcp 118 i [k Delete | Stop

Refresh Scale

@ Running

Menitor Logs Web Terminal

8. to access the wordpress page. The wordpress welcome page appears.

@ wordpress .cn-hangzhou.alicontainer.com/wp-admin/install.php

W

English (United States)
G allag Al
Azarbaycan di
Brnrapcru

qEE

Bosanski

Catalz

Cebuano

Cymraeg

Dansk

Deutsch

Deutsch (Sie)

Deutsch (Schweiz)
Ehnvika

English (Canada)
English (New Zealand)
English (Australia) -

Set by application template editor
1. Log onto the Container Service console.
Log onto the Container Service console.
Click Applications in the left-side navigation pane.

Select the cluster fromthe Cluster list.

vk wWwN

Click Update at the right of the application (wordpress in this example).
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Container Service Application List

Clusters

Nodes.

“ Hide System Applications

Hide Offine Applications 3 Hide Online Applications Neme ¥

Redeploy
Events

2017-08-01 10:23:22 2017-08-01 10:53:36 Stop | [Upcae] | Do

6. Add arouting label in Template, define the corresponding domain name or domain name prefix,
update the application version, and confirm whether or not to pull the latest Dockerimage. routing
corresponding domain name or domain name prefix, update the application version, and confirm
whether or not to pull the latest Dockerimage. Then, click OK to update the domain name.

Chanage Configuration

WOrgpress

Use Existin

" button is

registry.aliyuncs.com/acs-sample/wordpress

- facs/logfwordpress/: fvar/log/

wordpress
"hittp

"t
logtail

always
- mysgl

Orchestration Template Label description

o

7. Clickthe application name on the Application List page and then click the Routes tab. Click the
Route address to access the wordpress welcome page.

Services | Containers | logs | Events = Routes

| waordpress.

-hangzhou.alicontainer.com

Set by client

e docker help run: View the used
console.

]

‘-p” option. Set the routing configuration in the Container Service

e docker-compose: View the supported “ports” option. Forrouting configuration rules, see routing.
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16.3. Simple routing - Configure
domain names

Context

Procedure

1.
2.

Log onto the Container Service console.

Click Swarm > Services in the left-side navigation pane.

. Select the clusterin which the service you want to add a domain name resides fromthe Cluster

drop-down list.

. ClickUpdate at the right of the service you want to add a domain name (the service web of the

application wordpress in this example).

e — Cluster:| | test | Hide System Senvices © Hide Offine Services = Hide Online Services Name a | x
Clusters o e i Monitor | Stop | Rescheduls
db wordpress @Rsady feslr registry.aliyuncs.com/acs-sample/mysql:5.7 Update | Delete | Restart
i o Events
Networks
— Manigr | Stop | Reschedule
Data Volumes web wordoress ®Red) = registry.aliyuncs.com/acs-sample/wordpress:4.5 o Delete | Restart
e Events
Configurations

. Clickthe plus icon next to Web Routing. Enter the domain name to be added ( www.51ili.com is

added in this example), and click Update to update the configurations.

@ Note Toadd multiple domain names under the same port for the same service, enter the
domain names in one entry and separate them by semicolons (;).

Web Routing: € Expose HTTP services through acsrouting

Container Port Domain

80 | wordpress;www.51ili.com

| ©

Note: All domain names for 3 port must be entered in one entry.

Wait until the service finishes the update and changes to the Ready status. Afterthat, the routing
service acsrouting routing finishes configuring the domain name. When requests containing the
domainname www.51ili.com are sent to accessthe service web ,therequestscan be correctly
resolved and forwarded to the corresponding service.

. Resolve the domain name to the Container Service cluster. When you create a cluster, Container

Service assigns a Server Load Balancer instance to the cluster by default. The assigned Server Load
Balancer instance only belongs to you.

i. Logonto the Container Service console.
ii. Click Swarm> Clusters inthe left-side navigation pane.

iii. ClickManage at the right of the cluster ( test inthis example).

Applications Name ¥

Services . . . B . . Cluste R °

=10 :

Nodes test alibabaCloud  China East 1 -:PE o s S, e View f?
Cluster (Hangzhou) w 9 Heat 2 18:10:35 UoatE clete

o : ) Manitor | More~
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iv. ClickLoad Balancer Settings in the left-side navigation pane and view the Server Load

Balancer ID.

Cluster:test

Server Load Balancer Settings

Server Load Balancer ID:

|- i

Re-bind Server Load Balancer Unbind Server Load Balancer

Set Domain Name

7. Click Products > Server Load Balancer to go to the Server Load Balancer console. View the IP
address of the Server Load Balancer instance according to the instance ID.

Basic Information

pe: PublicIP

Network Type: Classic Network

Billing Information

ethod: Pay by Traffic

Status: @ Running

Region: China East 1 (Hangzhou)

2. cn-hangzhou-f{Master)fcn-hangzhou-e(Slave)

Billing Details ~

Automatic Release

8. Log onto the Alibaba Cloud DNS console and add a DNS record (www.51ili.com in this example).

i. Add a domain name. Skip this step if the domain name already exists.

i. Add a DNS record.

m Type: Select A - IPV4 address.

ISP Line: Select Default.

TTL: Select the time.

Host: Enter www. This is the domain name prefix. You can also enter another prefix.

Value: Enter the IP address of the bound Server Load Balancer instance.

188
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Add Record

Type:

Host:

ISP Line:

Value:

TTL:

A - IPV4 address

Wivw

Default - Return to the default value when the qu

114.55.45.61

10 minute(s)

S1ili.com

o)

<
S,

(

9. Access www.51ili.com

@ www.51ili.comfwp-admin/install.php

W,

English (United States)
T

Azarbaycan dili

Senapyckas MoBa

BbArapckn

gl

Bosanski

Catala

Cebuano

Cestina

Cymraeg

Dansk

Deutsch

Deutsch (Schweiz)

Deutsch (Schweiz, Du) e

16.4. Simple routing - Change HTTP to

HTTPS

Prerequisites

The HTTP domain name access has been configured. For more information, see Simple routing - Configure

domain names.

Procedure

1. HTTPS is supported at the Server Load Balancer layer. To support HTTPS, create a Server Load

Balancer certificate.
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i. Logontothe

ii. ClickCertificates inthe left-side navigation pane and clickUpload Certificate inthe upper-
right corner.

Server Load Bala... | Certificates China North 1 (Qingdao) China North 2 (Befjing) China North

hangjizkou) China North 5 (Huhehaote) [elISY=ESUGEUNEINY China East 2 (Shanghai)

China South 1 (Shenzhen) Hong Kong Asia Pacific NE 1 (Japan) Singapore Asia Pacific SE 2 (Sydney) Asia Pacific SE 3 (Kuala Lumpur) US East 1

I
[oLECE W Upload Certificate

US West 1 (Silicon Valley) Middle East 1 (Dubai) Germany

ii. Enterthe certificate information and click Confirm.

Upload Certificate [ -

.example.com |

Certificate Namea: [v

*Certificate Region: China North 1 (Qingdao) "~ China Morth 2 (Beijing) * China East 1 (Hangzhou)
China East 2 (Shanghai) =~ China South 1 (Shenzhen) =~ Hong Kong — Singapore
US East 1 (Virginia) — US West 1 (Silicon Vallay)

« Server Certificate CA, Certificate

he editor is used to verify the format of the certificate, not usad to verify the validation of the certificate. Learn more.
Ag+gAwIBAgIIATIN (13PoMABGCS QG5 Ib 3DQEBBQUANHYXC
BAYTAKNOMQswCQYDVQQIE \KGALU DAKBENVB,
1GOU IWVVOMQBWCWYDVOQDEWRBZINBMREWHO ThvcNAQKBFhE®
tMBAXDTEBMTEYNDAZMDQyNVOXDTIBMTEYMTAZMDQyNVOwW

S BLQE I.\‘E HR1C3RAaGIBDWF pbC
+Nj@HKASRUIDH

b ‘|L4H|:|]l’.Gnu\"trBI‘Nl‘lEﬂ}’BS LeMXLKQIDAQAB
bask "F‘QI}FeCHI'b ayap5bTd18BtQIE/ST4B ]H+1 hAS7Bd
mk1CXFsVekdL 94287011236 L‘!Hu

hwkioKimwIBTb2s@ctVry
MdrDHbdb290robKy
71 lQIr"‘ldU.I- EHFI K

Import S;n'.ple

I Cancel

2. Afterthe certificate is successfully created, locate the Server Load Balancer instance that is
assigned during cluster creation.

When you create a cluster, Container Service assigns a Server Load Balancer instance to the cluster,
and the instance only belongs to you.

Logontothe

Click Clusters in the left-side navigation pane. ClickManage at the right of the cluster (test in
this example).

Applications Name ¥
e tost Alibaba Cloud  China East 1 Ve @rumny OM0E vBOLI0

Cluster (Hangzhou) vpe RS ons 2 09:28:17 o I
Networks Honita
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iii. ClickLoad Balancer Settings inthe left-side navigation pane and view the Server Load
Balancer ID.

4 Cluster:test

Basic Information
Servar Load Balancer Settings Set Domain Name
Load Balancer S=...

User Tags
Server Load Balancer ID: | |b-&
Image List
Container List Re-bind Server Load Balancer Unbind Server Load Balancer
Events
Node Scaling

Click Products > Server Load Balancer to go to the Server Load Balancer console. View the IP
address of the Server Load Balancer instance according to the instance ID.

I Basic Information

cer ID: |b oy e Status: @ Running

on: China East 1 (Hangzhou)

Public IP Zone: cn-hangzhou-f{Master)fcn-hangzhou-e(Slave]

pe: Classic Network
I Billing Information Billing Details ~

Billing Method: Pay by Traffic Af: 2018-01-10 09:28:37

[7, e IP Address: i 8% L S(Public 1P ]

3. Click Listeners in the left-side navigation pane and click Add Listener. The Add Listener dialog
box appears. Enter the port information as follows:

o o fo—m——— +

| | Protocol | Port |
B Fomm——— to———— +

| Frontend protocol (port) | HTTPS | 443 |

B fommm——— fomm——— +
| Backend protocol (port) | HTTP | 9080 |
o fomm fomm——— +

i. Select wurrps forthe frontend protocol.

ii. Set the frontend port to 443 and backend port to 9080 (port 9080 is exposed by the routing
service acsrouting_routing on each Elastic Compute Service (ECS) host. According to the
HTTP HosT header, allthe HTTP requests are forwarded on the routing service

acsrouting_routing to corresponding containers that provide various services).
iii. Select the preceding certificate www.example.com
iv. Complete othersettings based on your needs.

v. Click Next.
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Front-end Protocol HTTPS ¥ | : [443

[Port]:
- 1+ Port range is 1-65535.

Backend Protocol HTTP . | 2080

[Port]:
[Port]:+ Port range is 1-65535.When the front-end protocol is HTTPS, the
backend protocol is HTTP.

Peak Bandwidth: M Cancel

Instances charged by traffic are not limited by peak bandwidth. Peak
bandwidth range is 1-5000.

Scheduling Weighted Rou ™
Algorithm:

Use VServer Group:

Mutual Disable
Authentication:

Server Certificate : www.example.com s & 1! i SOl b= "

&,
Upload Certificate

Automatically [ ) Enable
Enable Listener
After Creation:

(+] Show Advanced
Options

4. Complete the settings in the Health Check Configuration step and then click Confirm.

You can select to disable or enable the health check. To enable the health check, enter your own
domain name in the Domain Name field orenter /haproxy-monitor inthe Health Check Path

field. Otherwise, the health check reports an exception.
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Add Listener

Health
Check: @

@) Enable

Domain Name:

It must be 1-80 character:

Health Check
Port:

Only letters a-z, numbers 0-9, hyphens (-), and periods
(.) are allowed. If no domain is spedified, the intranst IP
addresses of the ECS instances added in the backend
server pool are used.

Port range is 1-65533.

By default, the backend server’s port is used for health
checks.

Health Check
Path:

MNormal Status
Code:

(=) Show

Advanced
Options

[haproxy-monitor

The URI of the file page that is uskd to do the health

; static page. The URI
must be 1-80 characters long, and only the letters a-z,
numbers 0-9, and the characters ™" 'f" "." "%' 7' "#" '& and
=" are allowed.

® http_ 20t ® hitp_3xx U http_$o U hitp_Sxx
Status code used for successful health check

Back Cancel

5. Click Confirm after completing the configurations.

Add Listener

o New listener is successfully configured.

@ New listener is created.
@ The listener is started.

Close this window to view the new listener.

6. Accessthe page nttps://www.example.com

What's next
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Afterthe preceding configurations, to directly redirect to https://www.example.com after accessing
http://www.example.com , S€e Simple routing - Force redirect from HTTP to HTTPS.

16.5. Simple routing - Force redirect
from HTTP to HTTPS

Step 1. Implement the HTTPS protocol to access the helloworld
application
1. Youcancreatea “hello world” application by using an orchestration template.

The application template sample is as follows:

app:
ports:
- 80/tcp
image: 'registry.cn-hangzhou.aliyuncs.com/linhuatest/hello-world:latest'
labels:

# http/https/ws/wss protocol here
aliyun.routing.port 80: "http://www.example.com"

restart: always

2. After configuring the Server Load Balancer, access the HTTPS website according to Simple routing
- Change HTTP to HTTPS Simple routing - change HTTP to HTTPS.

« ' A bips://www.example.com

Hello world!

My hostname is e1f197f06080-http-to-https-app-1

Step 2. Configure the Nginx container to implement a Forced Jump to
HTTPS

1. You can configure to force the HTTP request to redirect to HTTPS.

The following example configures an Nginx container and adds the rewrite rules to the
configuration file, namely, when request http://www.example.comis received, 301 is returned and
the request rewrite rules to the configuration file, namely, when request the configuration file,
namely,

whenrequest http://www.example.com IS received, 301 is returned and the request 301 is
automatically redirected to is automatically redirected to  www.example.com .

o Log onto each machine in the cluster. Create the Nginx configuration file /ngx/nginx.conf, which
will be mounted to the Nginx container as a volume. which

will be mounted
to the Nginx container

as a volume.

o The /ngx/nginx.confis as follows:
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user nginx;
error log /var/log/nginx/error.log warn;
pid /var/run/nginx.pid;
events {
worker connections 65535;
http {
include /etc/nginx/mime.types;
default type application/octet-stream;
log format main '$remote addr - $remote user [$time local] "S$request" '
'$status S$body bytes sent "Shttp referer" '
'"Shttp user agent” "$http x forwarded for"';
access_log /var/log/nginx/access.log main;
keepalive timeout 65;
gzip on;
server
listen 80;
server name localhost;

return 301 https://S$host$request uri;

2. Create an Nginx application by using an orchestration template.

The Nginx sample is as follows:

nginx:
ports:
- 80:80/tcp # Map to port 80 of the host.
Image: 'nginx: Latest'
labels:
aliyun.global: true # Deploy an Nginx container on each machine to guarantee the
high availability.
volumes:
- /ngx/nginx.conf:/etc/nginx/nginx.conf

restart: always

3. Configure the listening rules for the Server Load Balancer of the cluster as follows (frontend port
80 > backend port 80, namely, Server Load Balancer frontend port 80 > backend Elastic Compute
Service (ECS) instance port

as follows (frontend port 80 > backend port 80, namely, Server Load Balancer frontend port 80 >
backend Elastic Compute Service (ECS) instance port 80):

Listener Add Listener Refresh

Weighted Round

Close Activated @ Na limit - Configure | Details | Add Forwarding Rules | More~
Robin

HTTPS: 443 HTTP: 2080 @ Running

Weighted Round

Close Activated @ No limit - Configure | Details | Add Forwarding Rules | More~
Robin

TR 80 TP 80 @ Running

4. Verify if the HTTP request is forced to redirect to HTTPS.

When you access http://www.example.com , This means the request is correctly redirected to
https://www.example.com. the returned HTTP is as follows. This means the request is correctly
redirected to https://www.example.com
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[w ﬂ Elements Console Sources MNetwork Timeline Profiles Application Security Audits Adblock Plus

® O WY View = = Preserve log Disable cache Offline  No throttling v
Regex Hide data URLs (I8 XHR JS CSS Img Media Font Doc WS Manifest Other
100ms 200ms 300ms 400ms 500ms 600ms 700ms BOOms a0(
MName . .
Path *® | Headers | Preview Response Cookies Timing

www.example.com ¥ General
. Request URL: http://www.example. com/

Request Method: GET
> WWW.Example.com Status Code: ** 301 Moved Permanently
= Remote Address: 120.76.69.214:80
cssfamily=0pen+Sans:400,700

css ¥ Response Headers view source

I oo ea e o Connection: keep-alive
content.min.css Content-Length: 185

) mgijmajocgfcbeboacabfgobmigjcoja Content-Type: text/html

Date: Thu, 29 Sep 2016 11:57:50 GMT

Location: https://www.example.com/
— fonts.gstatic.com/s/opensans/v13 Server: nginx/1.11.4

k3k702Z0KiLJc3WV]juplzBampuS_7CjHWSspxoeN3Vs.w..

16.6. Server Load Balancer routing

Expose HTTP or HTTPS services

We recommend that you use simple routing service (namely, routing) to expose HTTP or HTTPS services.
To build your own routing link, activate a new intranet or Internet Server Load Balancer instance routing
to the virtual machine (VM) port by using the Alibaba Cloud extension label b, and configure the
mapping between host and container to route requests.

Scenarios:

In Layer-7 protocol Server Load Balancer, a route is customized for each service. Services of non-
container clusters access the services in container clusters when a traditional architecture is migrated to
a container architecture.

Expose TCP or UDP services

Currently, to expose TCP services, configure a Server Load Balancer instance or a public IP address, and
configure the port mapping between host and container by using the Alibaba Cloud extension label (b.

@ Note To use ServerLoad Balancing routing, you need to buy a new Server Load Balancer
instance. Multiple services cannot share the same Server Load Balancer instance, and the def ault
Server Load Balancer instance of the cluster cannot be used for Server Load Balancer routing.

Scenarios:

In Layer-4 protocol Server Load Balancer, a route is customized for each service. Services of non-
container clusters access the services in container clusters when a traditional architecture is migrated to
a container architecture.

Example:

Expose the Redis service in a container cluster to the Python application outside the container cluster
by customizing a Server Load Balancer instance.

1. Inthe Server Load Balancer console, click Create Server Load Balancer in the upper-right corner
to purchase and create a Server Load Balancer instance used for routing.
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Select Internet as the Instance type in this example. Select Internet or Intranet as the Instance type

based on your needs.

@ Note
the same region in which your Cont ainer Service cluster resides.

| Server Load Balancer

Region Singapore  Asia Pacific SE 2 Asia Pacific SE 3 Asia Pacific NE1  Hong Kong
US West 1 China East 1 China East2  ChinaSouth1 China North 1

Morthern China 3 China North 5 Europe Central 1 Middle East 1
Zone type

Primary zone e IHEY S i@l LY S A4

£
:

Backup zone e IIEY @ el LS -

Intranet

Internet

Instance type

Instance Speq

Select a specification -

Bandwidth By traffic

Quantity 1 =

You currently have 4 instances. You can create 26 more instances

US East 1
China North 2

Server Load Balancer does not support cross-region deployment. Therefore, select

2. Returnto the Server Load Balancer console and name the created Server Load Balancer instance as
slb_redis_app. Container Service can use this name or the instance ID to reference the Server Load

Balancer instance.

ClickInstances > Server Load Balancer in the left-side navigation pane. Select the region in
which the Server Load Balancer instance resides. Edit t he instance name and then click OK.

Server Load Bala... | Instances China North 1 (Qingdso) China North 2 (Beijing) China North 3 (Zhangjiakou) ~China North 5 (Huhehaote) | YRR | China East 2 (Shanghai)
o China South 1 (Shenzhen) HongKong Asia Pacific NE 1 (Japan) Singapore Asia Pacific SE 2 (Sydney) Asia Pacific SE 3 (1 mpur)  US East 1 (Virginia)
Instances

US West 1 (Silicon Valley) Middle East 1 (Dubai) Germany 1 (Frankfurt)

Certificates
Tags
Server Load Balancer Name v | | Enter instance names separated by commas W Tag
Logs
TeTOTETEST Server Load Balancer Network(All) Bandwidth Billing

© ID/Name Zone IP Address(All) - Status Port/Health Check  Backend Server Instance Specification  Method(All) -

cn-hangzhou-

Ib-lud3ixhOv... @  fMaster) T Epbic ) Clssic Mot Not Shared-performance
NS Network

Pay by Traffic

" (ore) avhangzhou- ) Configuredconfigure ConfiguredConfigure Instance
4 Server Load Balancer Instance Name
L slb_redis_app a
‘ X =1 Pay by Traffic

‘The name must be 1-80 characters in length, including Chinese characters, letters, digits, hyphens (-), periods (), and underscores (_).| Jce

[ P

(o1 Tl Create Server Load Balancer

a o

Billing Method(All)
- Actions:

Pay-As-You-Go
2018-01-10
15:41:30 Created

Manage | More-

Pay-As-You-Go
2018-01-10
09:28:37 Created

Manage | More=

3. Create a listening port.
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Click Configure Listener at the right of the instance. Onthe Configure Server Load Balancer
page, configure listening rules as follows: . select TCP as the listener protocol, add a backend
server, and configure the port mapping as 6379:6379. As shown in the following figure.

TR

Protocol and Listener Backend Servers Health Check

| submit

Protocol and Listener
Listener Protocol
TCP

Scheduling Algorithm

Weighted Round-Robin

Access Control
Disabled
Idle Timeout

900 Seconds

Health Check

Health Check

Enabled

Response Timeout

5 Seconds

Healthy Threshold

Listening Port

Session Persistence
Disabled

Peak Bandwidth

No Limit

Health Check Protocol
TCP

Health Check Interval

2 Seconds

Unhealthy Thresheld

3 Times 3 Times
Backend Servers Modify
Default Server Group

ECS Instance ID/Name Public/internal IP Address Port Weight

4. Log onto the Container Service console, select an existing cluster, create an application named
redis-demo, and click Create by Image.

For how to create an application, see Create an application.

@ Note ServerLoad Balancer does not support cross-region deployment. Therefore, the
used Container Service cluster must be in the same region as the Server Load Balancer instance
created in the preceding steps.

Basic Information

Name: i aome |

The name should be 1-64 characters long, and can contain numbers, English letters and hyphens, but cannot start with a hyphen.

Version: 1.0

Cluster: test v
Update; Standard Release M
Description:

@ Pull Docker Image @

Create with Image Create with Orchestration Template

5. Select the redis image and set the Port Mapping.

@ Note The Redis image only enables port 6379 on the container. To route the created
Server Load Balancer instance to this container port, you must specify the port mapping
between host and container of the Redis image.
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InPort Mapping, specify the host port as 6379, which is the backend host port bound to the
Server Load Balancer instance, and select TCP as the Protocol.

Port Mapping: € Add domain names to services exposed to the public network

Host Port Container Port Protocol

6379 - 6379 f Tce v @

The host port cannot be set to9080,2375,3376

6. To configure custom Server Load Balancer, let the Redis service know the information of the used
Server Load Balancer instance by adding a label to the Redis service or configuring the Load
Balancer.

o Add a labelto the service. In this example, the labelis aliyun.lb.port 6379: tcp://slb redis_
app:6379

Labels: @ Label description

Tag Name Tag Value

Label

aliyun.|b.port_6379 | | tepe//slb_redis_app:6379 Q

The label syntax is as follows, where variables with s  are placeholders.
aliyun.lb.port $container port:$scheme://$[slb name|slb id]:$front port

®m  scontainer port indicatesthe port to be exposed by the container.

m  sscheme indicatesthe protocol supported by the listening port of the Server Load Balancer
instance, whose value might be  tcp , http , https ,0Or udp

m  S$(slb name|slb_id] indicates the name or ID of the Server Load Balancer instance.

m  sfront port indicatesthe frontend port to be exposed by the Server Load Balancer
instance.

For more information, see Alibaba Cloud extension label b.

o Onthe Create Application page, clickthe plus icon next to Server Load Balancer Routing
Configuration and set the information about the Server Load Balancer instance.

This setting corresponds to the label 6379: tcp://slb_redis_app:6379

Load Balancer: 0 Expose services using custom Server Load Balancer

Container Port Custom Server Load Balancer

‘ 6379 | | tep:/{slb_redis_app:5378 | | [-]

Nate: SLB should not be shared between different services.

In this example, set the destination container port as 6379, reference the Server Load Balancer
instance name slb redis app , set the listening port protocol as TCP, which corresponds to the

protocol configured in the port mapping between host and container, and set the frontend port
of the Server Load Balancer instance as 6379.

@ Note Inthis example, set 6379 as the frontend port and backend port (namely, the host
port) of the Server Load Balancer instance and the container port, you can set a different
frontend port and host port as per your needs.
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7.

10.

Click Create to create the Redis application. During the creation process, the slb_redis_app Server
Load Balancer instance is automatically bound to the backend host deployed with the Redis image.

. When the Redis application is ready, log on to the Server Load Balancer console to view the status

of the Server Load Balancer instance named slb_redis_app

Click the Server Load Balancer instance ID, and then on the instance details page, click Def ault
Server Group.

The health status shows that the Server Load Balancer instance is correctly bound to the Redis
backend.

tance Details .
Instance Detsils Load Balancer Server Pool Region : China East 1 (Hangzhou)  Zone : cn-hangzhou fen-hangzhou- °

Listeners

Servers

Servers Added | Servers Not Added

 Refresh

Instance Name v

Master-Slave Se..

VpC
(vpc-bp1wejul 1gaaldszwm?7bi)

i-bp1 Sgme1cjdlygigpiia
3d8305984e56471

Monitor en-hangzhou-f @ Running Normal 100

. You can view the IP address of the Server Load Balancer instance on the Instances page of the

Server Load Balancer console, and use the command line tool
to check port accessibility.

telnet $Server Load Balancer IP

address 6379

To test the preceding configurations, start a simple Python application locally to access Redis in
the container cluster by using the slb_redis_app Server Load Balancer instance.

(@ Note The Redis host address is the IP address of the Server Load Balancer instance.

app.py

from flask import Flask
from redis import Redis
app =
redis =

Flask(_name )

Redis (host='$Server Load Balancer IP address', port=6379)
@app.route ('/")

def hello():

redis.incr('hits'")

'Hello World!

if name == " main 8

)

return I have been seen %s times.' % redis.get('hits')

app.run (host="0.0.0.0", debug=True)

requirements.txt

flask

redis

shell

$ pip install -r requirements.txt

$ python app.py

Running on http://0.0.0.0:5000/ ## Press CTRL+C to quit
Restarting with stat

Debugger is active!

Debugger pin code: 243-626-653

The access result is as follows.

200

> Document Version: 20220630



Container Service User Guide-

€« c 127.0.0.1:5000

Hello World! T have been seen 5 times.

16.7. Service discovery between
containers

Container Service provides multiple methods of service discovery for the services and containers in the
cluster. The service can be discovered by using the container name, link, or hostname.

Container name

Container Service can be accessed by using the container IP address or the name of another containerin
the network. In the example described in , You can access the container
test network-testl 1 by using its container name inthe container test network-test2 1

if the container name is not specified in the orchestration file, the default container name is

{project-name} {service-name} {container-index} . After connecting to the web terminal of a
container, you can access a container of another service by using the container name to test the
network interconnection. As shown in the following illustration.

she sh Execute

/ # ping test_network-testl_1
PING test_network-testl 1 (172.18.@.4): 56 data bytes
64 bytes from 172.18.8.
64 bytes from 172.18.
64 bytes from 172.18.
64 bytes from 172.18.

: seq=0 ttl=62 time=0.245 ms
seq=1 tt1=62 time=0.276
seq=2 ttl=62 time=08.263
seq=3 tt1=62 time=0.304
seq=4 ttl=62 time=08.254
seq=5 tt1=62 time=0.281
seq=6 ttl=62 time=08.270
seq=7 tt1=62 time=0.278
seq=8 ttl=62 time=08.308
seq=9 tt1=62 time=0.244

2 35 3 3

64 bytes from 172.18.
64 bytes from 172.18.
64 bytes from 172.18.
64 bytes from 172.18.
64 bytes from 172.18.
64 bytes from 172.18.

2 3

o E AR R A
=

eI e B e I e R e R e o T ]

=
wwwwmuwumwnun

=

Link

Container Service supports the link between services in an orchestration template. The link between
services can link the containers of a service to the containers of another service. In containers, you can
access the dependent containers by using the alias of the linked service. When the IP address of the
dependent container changes, the alias resolved IP address will be dynamically updated. For a specific
example, see the WordPress orchestration in Container Service sample orchestration. The web service in
WordPress links the db:mysql service to the containers as follows. Then, the containers can access the
containers of the db service by using the MySQL domain name.
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links:

- 'db:mysqgl'

Hostname

If the hostname configuration is defined in the orchestration template service, the container can be
accessed by using this hostname inthe cluster.

For example,

testhostname:
image: busybox
hostname: xxserver
command: sleep 100000
tty: true

In the cluster, you can resolve and access the container of this service by using xxserver. For more
information, seeContainer network interconnection the orchestration example in Container network
interconnection. If this service contains several containers, accessing the containers by using this
hostname allows Server Load Balancer to take effect.

If the service does not configure the hostname, Container Service will use the container name as the
internal hostname of the container. If an application in the container needs to know the container name
for service registration, such as Eureka Client, register an accessible address to Eureka Server. The
process in the container can obtain the container name for service registration and enable ot her service
callers to access each other by using the container name.

16.8. Custom routing - simple sample

In this example, an acs/proxy container is deployed, services are exposed by using a Server Load Balancer
instance (with the (b label) externally, and an Nginx server is attached at the backend. This example
only shows the Nginx homepage, and other functions will be added based on the basic example.

(® Note Different services cannot share the same Server Load Balancer. Ot herwise, the backend
machines of Server Load Balancer will be deleted and the services will become unavailable.

Basic example

The compose template is as follows:
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1b:
image: registry.aliyuncs.com/acs/proxy:0.6
ports:
- '80:80"
restart: always

labels:
# Addon allows the proxy image to function as a subscription registry center and d
ynamically load the service route.
aliyun.custom addon: "proxy"
# A proxy image container is deployed on each virtual machine (VM) .
aliyun.global: "true"
# A Server Load Balancer instance is bound to the frontend.
aliyun.lb.port 80: tcp://proxy test:80
environment:
# Indicates the range of backend containers that support route loading. "*" indica
tes the whole cluster. By default, it indicates the services in applications.
ADDITIONAL SERVICES: "*"
appone:
expose: # For proxied services, use expose or ports to tell proxy containers which port
is to be exposed.
- 80/tcp
image: 'nginx:latest'
labels:
# http/https/ws/wss are supported. Use your own domain name instead of the test d
omain name provided by Container Service.
aliyun.proxy.VIRTUAL HOST: "http://appone.example.com"

restart: always

Afterthe service is successfully started, the following figure appears.

= C' ® appone.example.com

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.

Enable session persistence
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1b:
image: registry.aliyuncs.com/acs/proxy:0.6
ports:
- '80:80"
restart: always
labels:

# Addon allows the proxy image to function as a subscription registry center and d
ynamically load the service route.
aliyun.custom addon: "proxy"
# A proxy image container is deployed on each VM.
aliyun.global: "true"
# A Server Load Balancer instance is bound to the frontend.
aliyun.lb.port 80: tcp://proxy test:80
environment:
# Indicates the range of backend containers that support route loading. "*" indica
tes the whole cluster. By default, it indicates the services in applications.
ADDITIONAL SERVICES: "*"

appone:
ports:
- 80/tcp
- 443/tcp
image: 'nginx:latest'
labels:
# http/https/ws/wss are supported.
aliyun.proxy.VIRTUAL HOST: "http://appone.example.com"
# Session persistence is enabled, the cookie method is applied, and the key is CON
TAINERID.

aliyun.proxy.COOKIE: "CONTAINERID insert indirect”

restart: always

Customize 503 page

When the VIP address of the Server Load Balancer instance instead of the domain name is entered, the
503 error page is returned as follows.

C | © 118.178.32.24/?spm=5176.2020520152.221.10.AmcosM

503 Service Unavailable

No server is available to handle this request.

To add messages to the 503 page, add the /errors folderto the VM where the container resides
and add the /errors/503.nttp file with the following content:
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HTTP/1.0 503 Service Unavailable

Cache-Control: no-cache

Connection: close

Content-Type: text/html;charset=UTF-8

<html><body><h1>503 Service Unavailable</hl>

<h3>No server is available to handle this request.</h3>

<1i>If you are the visitor of this application, contact the application maintainer to solve
the problem. </1i>

<1i>If you are the application maintainer, view the following information. </1i>

<li>You are using the simple routing service. The request is sent from Server Load Balancer
to the acsrouting application container then to your application container. Follow these st
eps for troubleshooting. </1i>

<li>Log on to the Container Service console. Click "Services" in the left-side navigation p
ane. Select the corresponding cluster on the "Service List" page. Click the name of the ser
vice exposed to the public network. View the "Access Endpoint" of the service, and check wh
ether your access domain name is the same as the domain name configured in the correspondin
g service. </1i>

<li>Locate and troubleshoot the problem. </1i>

<li>View Routing FAQs. </1i>

<1i>If the problem persists, open a ticket and contact the technical staff for help. We wil
1 serve you faithfully.</1li>

</body></html>

You can modify the error page as per your needs. The compose template is modified as follows:
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1b:
image: registry.aliyuncs.com/acs/proxy:0.6
ports:
- '80:80"
restart: always
labels:

# Addon allows the proxy image to function as a subscription registry center and dy
namically load the service route.
aliyun.custom addon: "proxy"
# A proxy image container is deployed on each VM.
aliyun.global: "true"
# A Server Load Balancer instance is bound to the frontend.
aliyun.lb.port 80: tcp://proxy test:80
environment:
# Indicates the range of backend containers that support route loading. "*" indica
tes the whole cluster. By default, it indicates the services in applications.
ADDITIONAL SERVICES: "*"
EXTRA FRONTEND SETTINGS 80: "errorfile 503 /usr/local/etc/haproxy/errors/503.http"
volumes:
- /errors/:/usr/local/etc/haproxy/errors/
appone:
ports:
- 80/tcp
- 443/tcp
image: 'nginx:latest'
labels:
# You can specify paths when configuring URLs. In this example, http/https/ws/wss
are supported.
aliyun.proxy.VIRTUAL HOST: "http://appone.example.com"

restart: always

After entering the VIP address of the Server Load Balancer instance, the 503 page is displayed as
follows.

<« C @ 47.88.66.202 * GNm (V]

¥*

503 Service Unavailable

No server is available to handle this request.

If this page is returned, a problem occurs during the service access process. Take the following steps for tr

If you are the visitor of this ication, contact the icati intainer to solve the problem.

If you are the application maintainer, view the following information.

You are using the simple routing service. The request is sent from Server Load Balancer to the acsrouting application container then to your application container. Take the following steps for troubleshooting.

Log on to the Container Service Management Console, select "Services" in the left navigation pane and select the corresponding "cluster” in "Service List". Click the "services" exposed to the public network,
view the "Access Endpoints" of the services, and check whether your access domain is the same as the domain configured in the services.

Locate and solve the problem in with Simple routing service link i

Refer to Routing FAQs

Support extensive domain names

Modify the configurations as follows to enable the backend of Nginx to support extensive domain
names (that is, the Nginx homepage can be accessed by using  appone.example.com and

*.example.com ).
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1b:
image: registry.aliyuncs.com/acs/proxy:0.6
ports:
- '80:80"
restart: always
labels:

# Addon allows the proxy image to function as a subscription registry center and dy
namically load the service route.
aliyun.custom addon: "proxy"
# A proxy image container is deployed on each VM.
aliyun.global: "true"
# A Server Load Balancer instance is bound to the frontend.
aliyun.lb.port 80: tcp://proxy test:80
environment:
# Indicates the range of backend containers that support route loading. "*" indica
tes the whole cluster. By default, it indicates the services in applications.
ADDITIONAL SERVICES: "*"
EXTRA FRONTEND SETTINGS 80: "errorfile 503 /usr/local/etc/haproxy/errors/503.http"
volumes:
- /errors/:/usr/local/etc/haproxy/errors/
appone:
ports:
- 80/tcp
- 443/tcp
image: 'nginx:latest'
labels:
# You can specify paths when configuring URLs. In this example, http/https/ws/wss a
re supported.
aliyun.proxy.VIRTUAL HOST: "http://*.example.com"

restart: always

Bind a host and enter the domain name  www.example.com .The Nginx homepage is displayed as
follows.

< C  ® www.example.com

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.

Configure default backend

Remove the URL configuration and modify the configurations as follows to enable access to Nginx at
the backend by using an IP address.
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1b:
image: registry.aliyuncs.com/acs/proxy:0.6
ports:
- '80:80"
restart: always
labels:

# Addon allows the proxy image to function as a subscription registry center and d
ynamically load the service route.
aliyun.custom addon: "proxy"
# A proxy image container is deployed on each VM.
aliyun.global: "true"
# A Server Load Balancer instance is bound to the frontend.
aliyun.lb.port 80: tcp://proxy test:80
environment:
# Indicates the range of backend containers that support route loading. "*" indica
tes the whole cluster. By default, it indicates the services in applications.
ADDITIONAL SERVICES: "*"
# Specify the error page when 503 is returned.
EXTRA FRONTEND SETTINGS 80: "errorfile 503 /usr/local/etc/haproxy/errors/503.http"
volumes:
# Mount the error page to the container from the host.
- /errors/:/usr/local/etc/haproxy/errors/
appone:
ports:
- 80/tcp
- 443/tcp
image: 'nginx:latest'
labels:
# Indicates that the service must be proxied.
aliyun.proxy.required: "true"

restart: always

After entering the VIP address of the Server Load Balancer instance, the Nginx homepage is displayed
as follows.

C  © 118.178.32.24/?spm=5176.2020520152.221.10.AmcosM

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.

Select backend based on URL parameter values

You can use different backend proxies based on different URL parameter values.
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The following example shows how to access the appone service, that is, the Nginx homepage, by using

http://www.example.com?backend=appone and how to access the apptwo service, that is, the hello
world homepage, by using http://www.example.com?backend=apptwo . The application template
codes are as follows:

1b:
image: registry.aliyuncs.com/acs/proxy:0.6
ports:
- '80:80'
restart: always
labels:

# Addon allows the proxy image to function as a subscription registry center and d
ynamically load the service route.
aliyun.custom addon: "proxy"
# A proxy image container is deployed on each VM.
aliyun.global: "true"
# A Server Load Balancer instance is bound to the frontend.
aliyun.lb.port 80: tcp://proxy test:80
environment:
# Indicates the range of backend containers that support route loading. "*" indica
tes the whole cluster. By default, it indicates the services in applications.
ADDITIONAL SERVICES: "*"
# Obtain the value of the "backend" parameter in the URL and modify the HOST heade
r to the backend domain name which needs to be matched.
EXTRA FRONTEND SETTINGS 80: " http-request set-header HOST %[urlp (backend)].example
.com"
appone:
ports:
- 80/tcp
- 443/tcp
image: 'nginx:latest'
labels:
# You can specify paths when configuring URLs. In this example, http/https/ws/wss
are supported.
aliyun.proxy.VIRTUAL HOST: "http://appone.example.com"

restart: always

apptwo:
ports:
- 80/tcp
image: 'registry.cn-hangzhou.aliyuncs.com/linhuatest/hello-world:latest'
labels:

# You can specify paths when configuring URLs. In this example, http/https/ws/wss
are supported.
aliyun.proxy.VIRTUAL HOST: "http://apptwo.example.com"

restart: always

Bind a host and enterthe link nttp://www.example.com?backend=appone . Then, the Nginx homepage
forthe appone service is displayed as follows.
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< C' ® www.example.com/?backend=appone

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.

Bind a host and enterthe link http://www.example.com?backend=apptwo .Then, the hello world
homepage for the apptwo service is displayed as follows.

< C  ® www.example.com/?backend=apptwo

Hello world!

My hostname is 11614a37b5a3-custom-routing-apptwo-1

Record access logs
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1b:
image: registry.aliyuncs.com/acs/proxy:0.6
ports:
- '80:80"'
restart: always
labels:

# Addon allows the proxy image to function as a subscription registry center and dy
namically load the service route.
aliyun.custom addon: "proxy"
# A proxy image container is deployed on each VM.
aliyun.global: "true"
# A Server Load Balancer instance is bound to the frontend.
aliyun.lb.port 80: tcp://proxy test:80
environment:
# Indicates the range of backend containers that support route loading. "*" indica
tes the whole cluster. By default, it indicates the services in applications.
ADDITIONAL SERVICES: "*"
EXTRA DEFAULT SETTINGS: "log rsyslog localO,log global,option httplog"

links:
- rsyslog:rsyslog
rsyslog:
image: registry.cn-hangzhou.aliyuncs.com/linhuatest/rsyslog:latest
appone:
ports:
- 80/tcp
- 443/tcp
image: 'nginx:latest'
labels:

# http/https/ws/wss are supported.
aliyun.proxy.VIRTUAL HOST: "http://appone.example.com"

restart: always

Logs are printed directly to the standard output of the rsyslog container. The access logs of custom
routing can be viewed bleﬂng docker logs $rsyslog container name

Server Load Balancer between services

The following template creates a Server Load Balancer service 1b and an application service
appone to provide services externally with the domain name appone.example.com
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1b:

image: registry.aliyuncs.com/acs/proxy:0.6

Hostname: proxy # Specify the domain name of the service as proxy, which is resolved to
all containers with this image deployed.

ports:

- '80:80"
restart: always
labels:

# Addon allows the proxy image to function as a subscription registry center and d
ynamically load the service route.
aliyun.custom addon: "proxy"
# A proxy image container is deployed on each VM.
aliyun.global: "true"
# A Server Load Balancer instance is bound to the frontend.
aliyun.lb.port 80: tcp://proxy test:80
environment:
# Indicates the range of backend containers that support route loading. "*" indicat
es the whole cluster. By default, it indicates the services in applications.
ADDITIONAL SERVICES: "*"
appone:
ports:
- 80/tcp
- 443/tcp
image: 'nginx:latest'
labels:
# http/https/ws/wss are supported.
aliyun.proxy.VIRTUAL HOST: "http://appone.example.com"

restart: always

The following template is used as a client to accessthe appone application service, but the access
pathis used to request access to the Server Load Balancer service 1o and then provide a reverse
proxy forthe appone application service.

restclient: # Simulate rest service consumers.
image: registry.aliyuncs.com/acs-sample/alpine:3.3
command: "sh -c 'apk update; apk add curl; while true; do curl --head http://appone.examp
le.com; sleep 1; done'" # Access the rest service and test Server Load Balancer.
tty: true
external links:
- "proxy:appone.example.com" # Specify the domain name of the link service and the alia

s of the domain name.

Inthe containers of the restclient service,the appone.example.com domain name is resolved to
the IP addresses of all containers of the Server Load Balancer service 1b
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/ # drill appone.example.com

;; —>>HEADER<<- opcode: QUERY, rcode: NOERROR, id: 60917

;; flags: gr rd ra ; QUERY: 1, ANSWER: 3, AUTHORITY: 0, ADDITIONAL: O
;; QUESTION SECTION:

;; appone.example.com. IN A

;; ANSWER SECTION:

appone.example.com. 600 IN A 172.18.3.4
appone.example.com. 600 IN A 172.18.2.5
appone.example.com. 600 IN A 172.18.1.5

;; AUTHORITY SECTION:
;; ADDITIONAL SECTION:
;7 Query time: 0 msec
;; SERVER: 127.0.0.11
;7 WHEN: Mon Sep 26 07:09:40 2016
;7 MSG SIZE rcvd: 138

Configure monitoring page

1b:
image: registry.aliyuncs.com/acs/proxy:0.6
ports:
- '80:80"'
- '127.0.0.1:1935:1935' # The port that monitoring page exposes to the public
network. Configure the port with due care because of the potential security risk.

restart: always

labels:
aliyun.custom addon: "proxy"
aliyun.global: "true"
aliyun.lb.port 80: tcp://proxy test:80
environment:
ADDITIONAL SERVICES: "*"

STATS AUTH: "admin:admin" # The logon account and password used for monitoring, whi
ch are customizable.

STATS PORT: "1935" # The port used for monitoring, which is customizable.

appone:
expose:
- 80/tcp
image: 'nginx:latest'
labels:

aliyun.proxy.VIRTUAL HOST: "http://appone.example.com"
restart: always

Log on to each machine where the custom routing image resides (each machine can receive the request,
no matter the application container is on which machine) and request the acs/proxy health check

page.

@ Note Configure the correct username and password according to the environment variable
STATS_AUTH of the application template.
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root@c68a460635b8c405e83c052b7c2057c7b-node2:~# curl -Ss -u admin:admin 'http://127.0.0.1:1
935/' &> test.html

Copythe page test.ntml to amachine with browsers and openthe localfile test.nhtmi withthe
browser. View the stats monitoring statistics page. Green indicates the network from container

acs/proxy to backend containers is connected and the container acs/proxy is working normally.
Other colors indicate an exception.

16.9. Custom routing - Supports TCP

When Alibaba Cloud Container Service is in use, the following problem may occurto TCP Server Load
Balancer: when the client image and server image of an application are deployed on the same Elastic
Compute Service (ECS) instance, the application client cannot access the local server by using Server
Load Balancer due to the limitation of Server Load Balancer. In this document, take the common T CP-
based Redis as an example acs/proxy to describe how to solve the problem by using the custom routing
acs/proxy.

©) Note Different services cannot share the same Server Load Balancer instance. Otherwise, the
backend machine of the Server Load Balancer is deleted and the services are unavailable.

Solution 1: Deploy client and server containers on different nodes by
scheduling containers

The following is a sample application template (the (b label and swarm filter function are used):

redis-master:
ports:
- 6379:6379/tcp
image: 'redis:alpine'
labels:
aliyun.lb.port 6379: tcp://proxy test:6379
redis-client:
image: 'redis:alpine'
links:
- redis-master
environment:
- 'affinity:aliyun.lb.port 6379!=tcp://proxy test:6379'
command: redis-cli -h 120.25.131.64
stdin open: true

tty: true
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@ Note

e Follow these steps if the scheduling does not take effect: Log onto the Container Service
console. Click Swarm> Services in the left-side navigation pane. Select the cluster in which
the service you want to reschedule resides fromthe Cluster drop-down list. Click
Reschedule at the right of the service you want to reschedule. > Select the Force
Reschedule check box in the displayed dialog box and then click OK.

e The volumes of existing containers will be lost if you select the Force Reschedule check
box. Backup and migrate the data in advance.

Solution 2: Clients inside the container cluster access the server by
using links, while clients outside access the server by using Server
Load Balancer

The following is a sample application template (the (b label is used):

redis-master:
ports:
- 6379:6379/tcp
image: 'redis:alpine'
labels:
aliyun.lb.port 6379: tcp://proxy test:6379
redis-client:
image: 'redis:alpine'
links:
- redis-master
command: redis-cli -h redis-master
stdin open: true

tty: true

Solution 3: Clients inside the container cluster access the server by
using Custom routing (which is based on HAProxy and serves as a
proxy server), while clients outside access the server by using Server
Load Balancer

The following is a sample application template (the (b label and Custom routing - simple sample are
used):

1b:
image: registry.aliyuncs.com/acs/proxy:0.6
ports:
- '6379:6379/tcp"
restart: always
labels:
# Addon allows the proxy image to function as a subscription registry center and dy
namically load the service route.
aliyun.custom addon: "proxy"
# A proxy image container is deployed on each virtual machine (VM) .
aliyun.global: "true"

# A Server Load Balancer instance 1is bound to the frontend, and the 1b label is use
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aliyun.lb.port 6379: tcp://proxy test:6379
# Indicates that the custom routing must be started after the master Redis and slav
e Redis are started, and the custom routing depends on the master Redis and slave Redis.
aliyun.depends: redis-master,redis-slave
environment:
# Indicates the range of backend containers that support route loading. "*" indicat
es the whole cluster. By default, it indicates the services in applications.
ADDITIONAL SERVICES: "*"
EXTRA DEFAULT SETTINGS: "log rsyslog local0O,log global,option httplog"
# Configures HAProxy to work in TCP mode.
MODE: "tcp"
links:
- rsyslog:rsyslog
rsyslog:
image: registry.cn-hangzhou.aliyuncs.com/linhuatest/rsyslog:latest

redis-master:

ports:

- 6379/tcp
image: 'redis:alpine'
labels:

# Indicates that the custom routing is to expose the port 6379.
aliyun.proxy.TCP PORTS: "6379"
# Indicates that the service route is to be added to the custom routing.
aliyun.proxy.required: "true"
redis-slave:
ports:
- 6379/tcp
image: 'redis:alpine'
links:
- redis-master
labels:
# Indicates that the custom routing is to expose the port 6379.
aliyun.proxy.TCP_PORTS: "6379"
# Indicates that the service route is to be added to the custom routing.
aliyun.proxy.required: "true"
# Indicates that the slave Redis depends on the master Redis and must be started afte
r the master Redis is started.
aliyun.depends: redis-master
command: redis-server --slaveof redis-master 6379
redis-client:
image: 'redis:alpine'
links:
- lb:www.example.com
labels:
aliyun.depends: 1lb
command: redis-cli -h www.example.com
stdin open: true

tty: true

This solution provides a master-slave Redis architecture and balances load by using the Server Load
Balancer between services to make Container Server become highly available.
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16.10. Custom routing - supports
multiple HTTPS certificates

Use the acs/proxy image acs/proxy in this example.

©) Note Services cannot use the same Server Load Balancer; otherwise, the backend machine of
the Server Load Balancer will be deleted, and the service will be unavailable.

1b:
image: registry.aliyuncs.com/acs/proxy:0.6
ports:
- '80:80"
- '443:443' # HTTPS must expose this port
restart: always
labels:
# Addon allows the proxy image to function as a subscription registry center and dy
namically load the service route.
aliyun.custom addon: "proxy"
# A proxy image container is deployed on each virtual machine (VM) .
aliyun.global: "true"
# A Server Load Balancer instance is bound to the frontend.
aliyun.lb.port 80: tcp://proxy test:80
aliyun.lb.port 443:tcp://proxy test:443
environment:
# Indicates the range of backend containers that support route loading. "*" indicat
es the whole cluster. By default, it indicates the services in applications.
ADDITIONAL SERVICES: "*"
appone:
expose: # For proxied services, use expose or ports to tell proxy containers which por
t is to be exposed.
- 80/tcp
image: 'nginx:latest'
labels:
# You can specify paths when configuring URLs. In this example, http/https/ws/wss a
re supported.
aliyun.proxy.VIRTUAL HOST: "https://appone.example.com"
# Configure the appone certificate.
aliyun.proxy.SSL CERT: "----- BEGIN RSA PRIVATE KEY--—--- \nMIIEpQIBAAKCAQEAVgnKhephWH
KWYDEiBiSjzst7nRPODJIxZ5cIOxyXmncd2kslr\nkUIB59T/MSiJGBL3Lr4advs6kI/JFmxloFrPtwEe2FGKLBECDXX
DrilgxyFhbuPQY\nBILNueUu94sffIxg+4ubMriul 7ftindOAf0d21PSMIgb/ZzUypxIgAd3RHCe/gtTOh\nVCn6F1ikXyn
XLDTODYWCthQHBwSZS88HNU+BOTIY165J1Q0mV+YF+h3D/c232E6Gp \nzK+8ehVB13s5hecUx3dvdUQPBUhJYvzsPjC
hgsXSMDRex1N66kbhH6dJArsrYb8t \nEBWXfCZaTcF82wkAsUe/fh1Ghh97h+661h60QQIDAQABACIBAQC4d81 fNWRI
9vIB\nbbAZRne7xMm5MCU2GIB8g97Rgm+nAPl5bHinMVsaBnKgaj76EH+TQ+relxyiSKwCH\NQ7FidsQqYGwQjyINncJ
ATpAJjQ4EPeLWQU2DILy+NjnhEKr/uORo6LhdA+hqt59dS\nXHVEEP/It50dN62yJzikDWBmk/hhK0Otu28dPYUuPoWsw
XWFMkaNttmfLgZlagiqgr\nYp7rxAFqQurzctQ2VNwezekDHQoh8ounHGEN1Z+fA6sFtYi83KTKWkvFomlchZQr\nxxP
bbgANJJJI1INgtkl6JZNxj6SYimmWvzmrrU25khKg/k1P5EtQzIx6UFhURNuTKu\nzNggcIABAOGBAOqUOerveEUePvsA
1ta8CV/p2KKwenv+kUofQ4UpKFXfnHbQHOfr\nZHS2 9001 PxqjVXYLu8gNfLRfKtUNygV+TDrzJ1elW2RKc00GHAWPD
Xx1jPhmJ2fW\neskn8t1DcyXpvoqWJIG34896vo4 IbcL0H/eUs0jJo60J1COBKX1k+t3gxA0GBAMIk\nVOTV2caKyrz4
ta0Q1LKgKfOkt0j+vKz167J5pSLIVKQSUxGMyLnGwiQdDtB41y6L\nFcCB/SOHMOUWkJWhNYAL8kHry53bVAHtQGO0tu
YFYVvBJo7A+Nppsn9Mt 1Vh8KbVu4 \nhOz / 3MAwbONnvIVCGK/£S1tS1GhTk4 rKL7PjNwMRAOGBALKONn3bgXj6Rrzs7FK
6c\na6v1E4PFXFpv8)F8pcyhMThSdP1SzHsHCe2cn+3YZSie+/FFORZLGBALXBUZP6Na\nFyrlqLgtofVCEfppUKDPL4
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0XccjaezZDDIBZyPUYPQzb05SWESt2WzgNgcUOUVaMEXh\n+7uGrM94espWXEgbX6aeP91RAOGARIJQ7t8MXuQESGZ 9w9
cnKAXG/ 9RkSZ4Gv+cL\nKpNQyUmoES5 IbFKIWFZgtkC1CLrIRDSEAQQ7ql /APFGgYUoQILdPfKzcW7cnHicOW\nwiW51r
kQ2UU++a2+uhIHB4Y3U6+WPOOCPA4gTICUhPTO5IQC8vS8M85UZqud 1LRASW\ngnpqluECgYEAgG+6KpHh1R+5h3Y/mOn
84yJ0YuCmr17HFRzBMdOcaW3o0aYL83rAagq\n6dJgpAVgeu3HP8ALt1iGVZRe78J+n4d2JGYSqgtP21FFTdF9HEfhcR2P9b
UBNYtWols\nEs3iw53t8a4BndLGBwWLPA31kl1f7J5stYanRveNgaRaLg4FOMxsW1AOQ=\n-———-- END RSA PRIVATE K
EY-——-—- \n--—--- BEGIN CERTIFICATE-—--- \nMI IDvDCCAQSgAwIBAGIBATANBgkghkiGIwOBAQUFADBgMOSWCQYDV
QQGEwWJIDTJER\nMA8GAIUECBMIWmhlamlhbmcxETAPBgNVBACTCEhhbmd6aG91MROWEgGYDVQOKEwWth\nbGliYWJIhLmNv
bTEVMBMGA1UECXMMd3d3LnJvb3QuY29tMB4XDTE1IMDIWOTAIMzQx \nOFoXDTE2MDIWOTA1MZQOxOFowZ JELMAKGA1UEB
hMCQO4xETAPBgNVBAGTCFpoZWpp \nYW5NMROWEgGYDVQOKEwthbG1 1 YWIThLmNvbTEVMBMGA1UECXMMdA3d3LnJvb3QuY2
9t \nMRcwFQYDVQQODEwW53d3cubGluaHVhLmNvbTCCASIwDQY JKoZ ThveNAQEBBOADggEP\nADCCAQoCggEBAL4 JyoXgY
VhylmAxIgYko87Le50T9AycWeXCDscl5p3HdpLdaSFC\nAeak/zE0iRgS9y6+Gnb70pCPyRZsZaBaz 7cBHthRpCwXwg
11w61oMchYW7j0GASz\nbnlLveLH3yMYPuLuTK4rou37Yp3TgHIHALTOjPYG/2VMgcSIAHAORwWnvALUSIVOp\n+hYpF
8plyw0zg2FgrYUBwcEMUvPBzVPgdE/WJeuSYkNJ1 fmBfodw/3Nt 9hOhgecyv\nvHovVQdd70YXnFMd3b3VEDwWVISWL8 7D
4woYLFO0JA0XsYjeupG4R+nSQK7K2G/LRAV\nl3wmWk3BfNsJALFHv34ZRoY fed fuupYejkECAWEAAaAN7MHkwCQYDVRO
TBAIwWADAS\nBglghkgBhvhCAQOEHXYdT3B1lbINTTCBHZWS1cmF0ZWQgQ2VydGlmaWNhdGUwWHQYD\nVROOBBYEFM6ESmM
kDKrgngMwBawk jeONKrRMOMB8GA1UdIwQYMBaAFFUrhN9ro+Nm\nrZnl4WQzDpgThbCBhMAOGCSgGS Ib3DQEBBQUAAA T
BAQCQ2DI9CRiv8brx3fnr/RZG6\nFYPEdx]jY/CyfJrAbij0PdK]jzZKk1067chM10xs2JhJI6tMag2sv50bGx4XmbSPmEe
\nYTJjIXMY+jCoJ/Zmk3XgudK1lylLvD25PahDVhRrPN8H4W] sYu51pQNshil5E/310\n2JoV0r8QiAsPiiY5+mNCD1 £
m+QN1tyUabczi/DHafgWIxf2B3M66e30UdtbzA2pf \nYHR8RVeSFrjaBqudO8ir+uYcRbRkroYmY5Vm+4Yp64oetrPp
KUPWSYaAZOuRtpeL\nB5DpgXz9GEBb5m2Q4dKj s 5Hm6vyFUORCzZcO4XexDhcgdLOH5gznmh9oMCkIQvZ f\n———-— EN
D CERTIFICATE----- \n"
restart: always
apptwo:
expose: # For proxied services, use expose or ports to tell proxy containers which por
t is to be exposed.
- 80/tcp
image: 'registry.cn-hangzhou.aliyuncs.com/linhuatest/hello-world:latest'
labels:
# You can specify paths when configuring URLs. In this example, http/https/ws/wss a
re supported.
aliyun.proxy.VIRTUAL HOST: "https://apptwo.example.com"
# Configure the apptwo certificate.
aliyun.proxy.SSL CERT: "---—- BEGIN RSA PRIVATE KEY---—- \nMIIEpQIBAAKCAQEAVgnKhephWH
KWYDEiBiSjzst7nRPODJIxZ5cIOxyXmncd2kslr\nkUIB59T/MSiJGBL3Lr4advs6kI/JFmxloFrPtwEe2FGKLBECDXX
DrWgxyFhbuPQY\nBLNueUu94sffIxg+4uSMriui7ftindOAf0d21PSMIgb/ZUypxIgAd3RHCe/gtTOh\nVCn6FikXyn
XLDTODYWCthQHBwSZS88HNU+BOTIY165J1Q0mV+YF+h3D/c232E6Gp\nzK+8ehVB13s5hecUx3dvdUQPBUhJYvzsPjC
hgsXSMDRexi1N66kbhH6dJArsrYb8t \nEBWXfCZaTcF82wkAsUe/fh1Ghh97h+661h60QQIDAQARACIBAQCAd81i FNWRI
9vIB\nbbAZRne7xMm5MCU2GI8g97Rgm+nAP15bHinMVsaBnKgaj76EH+TQ+relxyi SKwCH\nQ7FidsQqYGwQjyONncd
ATpAjQ4EPeLWQU2DILy+NjnhEKr/uORo6LhdA+hgt59dS\nXHVEEP/It50dN62yJz1ikDWBmk/hhKOtu28dPYUuPoWsw
XWEMkaNttmfLgZlagigr\nYp7rxAFqQurzctQ2VNwezekDHQoh80ounHGEN1Z+fA6sFtYi83KTKWkvFomlchZQr\nxxP
bbgANJJJIINgtkl6JZNx]6SYimmWvzmrrU25khKg/k1P5EtQzIx6UFhURNuTKu\nzNggcIABAOGBAOqUOerveEUePvsA
1ta8CV/p2KKwenv+kUofQ4UpKFXEfnHbQHQfr\nZHS2 9001 PxqjVXYLu8gNfLRfKtUNyqV+TDrzJ1lelW2RKc00GHAWPD
Xx13PhmJ2fW\neskn8t1DcyXpvoqWJG34896vo4 IbcL0H/eUs0jJo60J1COBKX1ik+t3gxA0GBAMIk\nVOTV2caKyrZ4
ta0Q1LKgKfOkt0j+vKz167JI5pSLIVKQSUXGMyLnGwiQdDtB41y6L\nFcCB/SOHMOUWkJWhNYAL8kHry53bVAHEQGO0tu
YEYVBJo7A+Nppsn9Mt1Vh8KbvVud \nhOz / 3MWwbONnvIVCGK/£S1tS1GhTk4rKL7PjNwMRAOGBALKON3bgXj6Rrzs7FK
6c\na6v1E4PFXFpv8jF8pcyhMThSdP1SzHsHCe2cn+3YZSie+/FFORZLGBALXBUZP6Na\nFyrlgLgtofVCfppUKDPL4
QXccjaeZDDIBZyPUYPQzb05SWESt2WzgNgcUOUVaMEXh\n+7uGrM94espWXEgbX6aeP91RACGAR]I JQ7t 8MXUQES5GZ9w9
cnKAXG/9RkSZ4Gv+cL\nKpNQyUmoES5 IbFKIWFZgtkC1CLrIRDSEAgQ7ql /APFGgYUoQILdPfKzcW7cnHicOW\nwiW51r
kQ2UU++a2+uhIHB4Y3U6+WPOOCPAgTICUhPTO5IQC8vS8M85UZqud 1LRASW\ngnpgluECgYEAgQ+6KpHh1R+5h3Y/mOn
84yJ0YuCmrl7HFRzBMdOcaW30aYL83rAag\n6dJgpAVgeu3HP8AtiGVZRe78J+n4d2JGYSqgtP21FFTdF9HfhcR2P9b
UBNYtWols\nEs3iw53t8a4BndLGBwLPA31k1f7J5stYanRvoNgaRaLg4dFQMxsW1AOQ=\n----— END RSA PRIVATE K
EY-—-———- \a===== BEGIN CERTIFICATE----- \nMIIDvDCCAgSgAwIBAgIBATANBgkghkiGOwOBAQUFADBGMOsSwWCQYDV
QQGEwWJIDTJjER\nMA8GAIUECBMIWmhlaml hbmcxETAPBgNVBACTCEhhbmd6aG91MROWEgGYDVQOKEwWth\nbGliYWJIhLmNv
bTEVMBMGA1UECXMMd3d3LnJvb3QuY29tMB4XDTE1IMDIWOTAIMzQx \nOFoXDTE2MDIWOTA1MzQOxOFowZ JELMAKGA1UEB
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hMCQO04xETAPBgNVBAGTCFpoZWpp \nYW5NMROWEgGYDVQOKEwWthbG1 1 YWIThLmNvbTEVMBMGA1UECxMMd3d3LnJvb3QuY2
9t \nMRcwFQYDVQQDEwW53d3cubGluaHVhLmNvbTCCASIwDQYJKoZ IThvcNAQEBBQADggEP\nADCCAQ0oCggEBAL4 JyoXgY
VhylmAxIgYko87Le50T9AycWeXCDscl5p3HdpLJabFC\nAeak/zE0iRgS9y6+Gnb70pCPyRZsZaBaz7cBHthRpCwXwg
11w610MchYW73j0GASz\nbnlLveLH3yMYPuLuTK4rou37Yp3TgHIHAtTO0]PYG/2VMgcSIAHAORwnv4LUSIVOp\n+hYpF
8plyw0zg2FgrYUBwcEMUvPBzVPgdE/WJeuSYkNJ1 fmBfodw/ 3Nt 9hOhgcyv\nvHovVQdd70YXnFMd3b3VEDwWVISWL87D
4woYLF0JAOXsYjeupG4R+nSQK7K2G/LRAV\nl 3wmiWk3BfNsJALFHv34ZRoYfed fuupYejkECAWEAAaN7MHkwCQYDVRO
TBAIwADAsS\nBglghkgBhvhCAQOEHxYdT3B1lbINTTCBHZWS1cmF0ZWQgQ2VydGlmaWNhdGUWHQYD\nVROOBBYEFM6ESM
kDKrgngMwBawkjeONKrRMOMB8GA1UdIwQYMBaAFFUrhN9ro+Nm\nrzZnl4WQzDpgThCBhMAOGCSqGSIb3DOEBBQUAAA T
BAQCQ2DI9CRiv8brx3fnr/RZG6\nFYPEdx]Y/Cy£fJrAbij0PdK]zZKk1067chM10xs2JnJ6tMqg2sv50bGx4XmbSPmEe
\nYTJjIXMY+jCoJ/Zmk3XgudK1lylLvD25PahDVhRrPN8HAW] sYu51pQONshil5E/310\n2JoV0r8QiAsPiiY5+mNCD1 £
m+QN1tyUabczi/DHafgWIx£2B3M66e30UdtbzA2pf \nYHR8RVeSFrjaBqudO8ir+uYcRbRkroYmY5vVm+4Yp64oetrPp
KUPWSYaAZOuRtpeL\nB5DpgXz9GEBb5m2Q4dKj s 5SHm6vyFUORCzZcO4XexDhcgdLOH5gznmh9oMCkIQvZ f\n——--~ EN
D CERTIFICATE----- \n"

restart: always

Services appone and apptwo use aliyun.proxy.VIRTUAL HOST to specify the domain names. If you
must configure the certificate, set the protocolto https. Then, use aliyun.proxy.SSL _CERT toO
specify the certificate content. The method of configuring the certificate content is as follows:

Assume that the key.pemis a private key file, and ca.pemis a public key file. Run the following
commands in the bash (the current directory contains the public key file and private key file).

S cp key.pem cert.pem
$ cat ca.pem >> cert.pem
$ awk 1 ORS='\\n' cert.pem

Finally, enterthe output of the awk command asthe value of label aliyun.proxy.sst cerT .Use
double quotation marks ( “) for separation. For other information, such as b label, Ib see the preceding
template and the corresponding Custom routing - simple sample.
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17.Release policy

17.1. Introductions on release
strategies

Container Service provides two release strategies: blue-green release and standard release. These two
release strategies differ in:

Release strategies Differences

Delete the earlier version when deploying the new
Standard release version of application. Your service will be
temporarily interrupted in the process of release.

Blue version and green version are generated when
the application is updated. These two versions play
an active-standby role to each other and go online
or offline based on your configured route weight.
This kind of release strategy has the following
features: The service is not interrupted. The
application never goes down. Users do not realize
the restart in the process of release. The application
automatically rolls back if the update fails. Multiple
updates and iterations can be performed on the
Blue-green release same resource stack.

@ Note Applications created by using
images cannot be updated using blue-green
release strategy.

Usage scenarios of standard release

The standard release, a traditional release strategy for applications, deploys the new version of the
application in the current environment. This release strategy is generally used except for special needs.
The usage scenarios include:

e The new version has been fully tested, with no need of online test run.

e The application includes database service and has been updated in an unreversible manner, such as
datasheet structure change. In this scenario, standard release avoids business transformation, such as
data migration and rollback.

Usage scenarios of blue-green release

Application forms that are applicable to blue-green release include the frontend services and backend
services. Blue-green release is often used in the incremental update of applications. The specific
customer-facing business scenarios that use this kind of release strategy include:
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Guarantee of the business continuity

The frequent iterations of application versions is a real challenge to Internet enterprises with quickly-
changing business. It is necessary to ensure the continuity of online business. The main value of blue-
green release strateqgy is to achieve application update with no downtime, ensure the service is not
interrupted, and meet the requirements of sustainable release of updated applications in the cloud
environment.

Online evaluation of new version

Blue-green release strategy enables you to performthe version test in the online environment, and fully
test the service functions, performance, and security of the new version by keeping the earlier and the
latest versions coexisting for a period of time. When the new version is stable, bring the earlier version
offline.

17.2. Blue-green release policy with
simple routing

@ Note By default, simple routing performs session persistence. During a blue-green release,
when the new service weight is set to 100%, old requests might be forwarded to the old version of
the service. To forward requests to the new version of the service, disable session persistence for
the application before the release, see routing.session_sticky or clear cookies after the release.

Background information

Blue-green release is a zero downtime application update policy. During a blue-green release, the old
and new service versions of an application coexist, and also share routes. By adjusting route weights,
you can switch traffic between different service versions. After the new version passes the verification,
you can delete the old service version by confirming the release. If the new version does not pass the
verification, the release is rolled back and the new version is deleted.

Prerequisites

The routing service must be upgraded to the latest version. For more information, see Upgrade system
services.

Scenario

In the following example, assume that you perform a blue-green release for an Nginx static page
application. The initial application template is as follows:

nginx-vl:
image: 'registry.aliyuncs.com/ringtail/nginx:1.0"'
labels:
aliyun.routing.port 80: nginx

restart: always

After the deployment, the page is as follows.
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[ Welcome to nginx! X £~

e
s
q

D

& C' ] nginx.c89d1a3987e0adad1a30a728e67b60fa5.cn-beijing.alicontainer.com/?spm=5176.2... \1‘7

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.

[«

Procedure

1. Log onto the Container Service console.

2. Under Swarm, click Applications in the left-side navigation pane.

3. Select the clusterin which the application resides fromthe Cluster drop-down list.

4. ClickUpdate at the right of the application.
Container Service. | | scplcaten i et
o Cluster‘o System Applications © Hide Offline Applications © Hide Online Applications i o a | [ x
Services ame  Descriptio Container Status Time Created Time Updated
Custers Nginx @Running Running:1 5 10:14:15 o jEl ‘“
Nodes

5. Set the release mode and the configurations of the new service version.
o The new and old versions cannot share the same name.

o To make sure that the application does not experience downtime when switching versions, the
weight of the new service version is set to 0 by default. On the route management page, you
must adjust the weight to switch traffic to the new version.
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Change Configuration

Mama:

| *Wersion:

able.

Description

lIse Latest

of the zpplication must be changad; ot

Image: Reschedule :

a5a Blus-Green Release ¥

Template:

—

abel description

lUsa Existing Orchestration Template

The template sample is as follows:

nginx-v2:

image: 'registry.aliyuncs.com/ringtail/nginx:2.0"'

labels:
aliyun.routing.port 80: nginx

restart: always

6. Click OK to release the changed version.

The release process goes through two statuses:

o Blue-green release in progress: Indicates that the startup of the new service version is not

completed.

o Blue-green release awaiting confirmation: Indicates that the startup of the new service version is
completed. Another release can be performed until this release is confirmed or rolled back.

Click the application name to go to the application details page. You can see that the new and

old application versions coexist.
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Application:Nginx Refresh
I Ovenview
Name: Nginx Time Created: 2018-02-05 Time ted: 2018-02-05 Cluster: test
I Trigger 1. You can only have one of each trigger type.@ Create Trigger ~
No trigger is available at the moment. Click "Create Trigger” in the upper-right corner.
Services Containers Logs Events Routes
Name Application Status Container Status Image Action
N . Running:1 . Stop Restart Reschedule
nginx-v1 Naginx Running P registry.aliyuncs.com/ sl e
g g L] 9 Stop:0 sty lly “ Update | Delete | Events
N Running:1 Restart Reschedule
nginx-vz Nginx registry.aliyuncs.com, srgms g
. a ®Running Stop:0 oy 2l Update Delete Events

7. Clickthe Routes tab and thenclick Set service weight.

As shown in the following figure, the old service has a weight of 100 and the new service has a
weight of 0.

Route Weight Settings

Route Address:

Route Weight:  Name eigh
Nginx_nginx-v1 [ | 100 100%
Nginx_nginx-v2 [ | 0 0%

Cancel

To realize zero downtime update, set the weight of the new version to 100. Now the new version
and old version account for 50% of the weight respectively. Test if both versions have stable

traffic.

@ Note Adjusting the weights of the new version and old version at the same time might
result in the failure of some requests. Therefore, adjust the weights in two steps and only
adjust the weight of one version in each step. For example, adjust the weight of the new
version from 0 to 100 first, and then adjust the weight of the old version from 100 to 0 after

the traffic is stable.

Then, adjust the weight of the old version to 0 and that of the new versionto 100.
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Route Weight Settings

Route Address:

Route Weight:  Name

[ii]
[F=]

Nginx_nginx-v1 || 0%

1]
Nginx_ngirx-v2 | 100%

8. The routing service enables the session persistence by default. Therefore, you can open a new
browser window to access the new version.

-

< nginx.c89d1a3987e0adad1a30a728e67b60fab.cn-beijin. +

Welcome to nginx blue-green!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.

9. Afterthe entire release process has been verified, click Confirm Release Completion onthe
Application List page. Select whether or not to automatically performthe smooth update inthe
displayed dialog box and click OK to confirm the release before you can release subsequent

versions.

Release Confirmation

Are you sure you want to complete this release?

% automatic smooth update @

o

Now the service list of the application has been updated and the old service version has been
taken offline and deleted.
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Services  Containers  logs | Events Routes

nginx-v2 ngin @Ready Ready:1 registry.aliyuncs. comringtail/nginx:2.0 Stop | Restart | Reschedule
. Update | Delete | Events

17.3. Blue-green release policy with
Server Load Balancer routing

Blue-green release is a zero downtime application update policy. During a blue-green release, the old
and new service versions of an application coexist, and also share the Server Load Balancer instance. By
adjusting the Server Load Balancer weights, you can switch traffic between different service versions.
After the new version passes the verification, you can delete the old service version by confirming the
release. If the new version does not pass the verification, the release is rolled back and the new version
is deleted.

Scenarios

In the following example, assume that you want to perform a blue-green release for an Nginx static
page application. The initial application template is as follows:

nginx-vl:
image: 'registry.aliyuncs.com/ringtail/nginx:1.0"'
ports:
- 80:80/tcp
labels:
aliyun.lb.port 80: tcp://proxy test:80

restart: always

After the deployment, the page is as follows.

[ Welcome to nginx! x

< C ® 118.178.32.24/75pm=5176 2020520152221 8.midrs4
Welcome to nginx!
If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.
For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.
Thank you for using nginx.

Each container needs to expose the host port. Therefore, when performing blue-green release with
Server Load Balancer routing, make sure that the number of containers in a service is less than or equal
to half the number of machines in the cluster. Otherwise, the port conflict occurs.

226 > Document Version: 20220630



Container Service User Guide-Release policy

We recommend that you contract the number of containers to half the number of machines in the
cluster before performing blue-green release with Server Load Balancer routing. Expand the number of
containers to the original amount after the blue-green release is completed.

Procedure

1. Log onto the Container Service console.
2. Click Swarm> Applications in the left-side navigation pane.
3. Select the cluster in which the application resides fromthe Cluster drop-down list.

4. ClickUpdate at the right of the application.

Container Service Application List Refresh Creats Application
Swarm  Kubernetes
elp: & Create an application & Change application configurations &' Simple route blue-green release policy & Container auto scaling

eeeeeee Help: & Create an application & Change application configurations & Simple route blue-green release poli er auto scaling
1 c System Applications. © Hide Offine Applications (- Hide Online Applications Name v o=
Services Name Description Status Contziner Status Time Created Time Updated ° Action
Clust at 2

e test @Running 2018-02-05 08:52:02 2018-02-05 08:52:08 Stop Delet:

" Redepioy | Ewents
Nodes

5. Set the release mode and the configurations of the new service version.

@ Note
o The new and old versions cannot share the same name.

o To make sure that the application does not experience downtime when switching
versions, the weight of the new service version is set to 0 by default. On the route
management page, you must adjust the weight to switch traffic to the new version.
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Change Configuration

*Wersion: 1.1

e application must be changed; otherwise, the "OK

Description

lIse Latest Forca
Image: Reschedule :
Relaass Blus-Green Release ¥
Mode:

Template:

top://proxy_test:

aluayﬂ

—

abel description

lUsa Existing Orchestration Template

The template sample is as follows:

nginx-v2:
image: 'registry.aliyuncs.com/ringtail/nginx:2.0'
ports:
-80: 80/tcp
labels:
aliyun.lb.port 80: tcp://proxy test:80
restart: always

6. Click OK to release the changed version.
The release process goes through two statuses:

o Blue-green release in progress: Indicates that the startup of the new service version is not
completed.

o Blue-green release awaiting confirmation: Indicates that the startup of the new service version is
completed. Another release can be performed until this release is confirmed or rolled back.

Click the application name to go to the application details page. You can see that the new and
old application versions coexist.
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Refresh

| Application:test
I Overview
Name: test Time Created: 2018-02-05 Time Updated: 2018-02-05 Cluster: test
I Trigger 1. You can only have one of each trigger type.@ Create Trigger [N

No trigger is available at the moment. Click "Create Trigger” in the upper-right comer.

Services Containers Logs Events Routes

Name Application Status Container Status Image Action

Running:1

nginx-v1 test @Running Stop:0 : registry. aliyuncs. comy e 1 Stop ’ d':ESfﬂft Delet"gexhe‘é':'sms
top:0 pdate

nginx-v2 test @Running Running:1 registry. aliyuncs.comy gl umal:zstart Delet'lexhegl:nls

Stop:0

7. Clickthe Routes tab and then click Set service weight.

The Server Load Balancer weight of the old version is 100 and that of the new version is 0.

Route Weight Settings

Route Address:

Route Weight:  Name Weight %
test_nginx-vl [ ] w00 100%
test_nginx-v2 [ ] 0 - 0%

Cancel

To realize zero downtime update, set the weight of the new version to 100. Now the new version
and old version account for 50% of the weight respectively. Test if both versions have stable

traffic.

@ Note Adjusting the weights of the new version and old version at the same time might
result in the failure of some requests. Therefore, adjust the weights in two steps and only
adjust the weight of one version in each step. For example, adjust the weight of the new
version from 0 to 100 first, and then adjust the weight of the old version from 100 to 0 after

the traffic is stable.

Then, adjust the weight of the old versionto 0 and that of the new version to 100.
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Route Weight Settings

Route Address:

Route Weight:  Name

test_nginx-vl

test_nginx-v2

T
I

[ 0o = 0%

Cancel

8. You can open a new browser window to access the new version.

i 3
- C' © 118.178.92.24/75pm=5176.2020520152.221.11 midrs4 Wi

Welcome to nginx blue-green!
new

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.

9. Afterthe entire release process has been verified, click Confirm Release Completion onthe
Application List page. Select whether or not to automatically performthe smooth update inthe
displayed dialog box and click OK to confirmthe release before you can release subsequent

versions.

Release Confirmation

Are you sure you want to complete this release?

# automatic smooth update @

Cancel

Now the service list of the application has been updated and the old service version has been

taken offline and deleted.

Services | Containers = Logs | Events

nginx-v2 nginx

Routes

Status

Reschedule

registry.aliyuncs.comingtall/nginx:2.0 Stop | Restart
Delete | Events

Ready -
@ Ready Stop: Update
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