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Elasticsearch FAQ-Legal disclaimer

Legal disclaimer

Alibaba Cloud reminds you to carefully read and fully understand the terms and conditions of this legal
disclaimer before you read or use this document. If you have read or used this document, it shall be deemed
as your total acceptance of this legal disclaimer.

1.

You shall download and obt ain this document from the Alibaba Cloud website or other Alibaba Cloud-
aut horized channels, and use this document for your own legal business activities only. The content of
this document is considered confidential information of Alibaba Cloud. You shall strictly abide by the
confidentiality obligations. No part of this document shall be disclosed or provided to any third party for
use wit hout the prior written consent of Alibaba Cloud.

. No part of this document shall be excerpted, translated, reproduced, transmitted, or disseminated by

any organization, company or individual in any form or by any means without the prior written consent of
Alibaba Cloud.

. The content of this document may be changed because of product version upgrade, adjustment, or

other reasons. Alibaba Cloud reserves the right to modify the content of this document without notice
and an updated version of this document will be released through Alibaba Cloud-aut horized channels
from time to time. You should pay attention to the version changes of this document as they occur and
download and obt ain the most up-to-date version of this document from Alibaba Cloud-aut horized
channels.

. This document serves only as a reference guide for your use of Alibaba Cloud products and services.

Alibaba Cloud provides this document based onthe "status quo", "being defective", and "existing
functions" of its products and services. Alibaba Cloud makes every effort to provide relevant operational
guidance based on existing technologies. However, Alibaba Cloud hereby makes a clear statement that
it in no way guarantees the accuracy, integrity, applicability, and reliability of the content of this
document, either explicitly or implicitly. Alibaba Cloud shall not take legal responsibility for any errors or
lost profits incurred by any organization, company, or individual arising from download, use, or trust in
this document. Alibaba Cloud shall not, under any circumstances, take responsibility for any indirect,
consequential, punitive, contingent, special, or punitive damages, including lost profits arising from t he
use or trust inthis document (evenif Alibaba Cloud has been notified of the possibility of such a loss).

. By law, allthe contents in Alibaba Cloud documents, including but not limited to pictures, architecture

design, page layout, and text description, are intellectual property of Alibaba Cloud and/or its
affiliates. This intellect ual property includes, but is not limited to, trademark rights, patent rights,
copyrights, and trade secrets. No part of this document shall be used, modified, reproduced, publicly
transmitted, changed, disseminated, distributed, or published wit hout the prior written consent of
Alibaba Cloud and/or its affiliates. The names owned by Alibaba Cloud shall not be used, published, or
reproduced for marketing, advertising, promotion, or ot her purposes wit hout the prior written consent of
Alibaba Cloud. The names owned by Alibaba Cloud include, but are not limited to, "Alibaba Cloud",
"Aliyun", "HiChina", and other brands of Alibaba Cloud and/or its affiliates, which appear separately or in
combination, as well as the auxiliary signs and patterns of the preceding brands, or anyt hing similar to
the company names, trade names, trademarks, product or service names, domain names, patterns,
logos, marks, signs, or special descriptions that third parties identify as Alibaba Cloud and/or its
affiliates.

. Please directly contact Alibaba Cloud for any errors of this document.
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Document conventions

Style

/\ Danger

warning

) Notice

@ Note

Bold

Courier font

Italic

(1 or [alb]

{} or {a|b}

Description

A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

A note indicates supplemental
instructions, best practices, tips, and
other content.

Closing angle brackets are used to
indicate a multi-level menu cascade.

Bold formatting is used for buttons ,
menus, page names, and other Ul
elements.

Courier font is used for commands

ltalic formatting is used for parameters
and variables.

This format is used for an optional value,
where only one item can be selected.

This format is used for a required value,
where only one item can be selected.

Example

& Danger:

Resetting will result in the loss of user
configuration data.

warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

p Notice:

If the weight is set to 0, the server no
longer receives new requests.

@ Note:

You can use Ctrl + A to select all files.

Click Settings> Network> Set network
type.

Click OK.

Runthe cd /d C:/window command to
enter the Windows system folder.

bae log list --instanceid

Instance_ID

ipconfig [-all|-t]

switch {active|stand}
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1.Imbalanced loads on a cluster

Imbalanced loads on an Elasticsearch cluster

Imbalanced loads on an Alibaba Cloud Elasticsearch cluster may be caused by several reasons. These
reasons include inappropriate shard settings, uneven segment sizes, unseparated hot and cold datg,
and persistent connections that are used for Service Load Balancer (SLB) instances and multi-zone
architecture. This topic describes the analysis and solutions forimbalanced loads on an Elasticsearch
cluster.

Problem description
e Disk usage is similar between nodes, but the values of the NodeCPUUtilization or NodeLoad Tm
metric indicate imbalanced loads.

e Disk usage is significantly different between nodes, and the values of the NodeCPUUtilization or
NodelLoad 1m metric indicate imbalanced loads.

Causes

e Shard allocation is inappropriate.

D Notice Inmost cases, imbalanced loads are caused by inappropriate shard allocation. We
recommended that you first check shard allocation.

e Segment sizes are uneven.

e Hot data and cold data are not separated on nodes.

b Notice For example, if you add the routing parameter in queries or query hot data,
imbalanced loads occur.

e Persistent connections are used for SLB instances and multi-zone architecture. In this case, traffic
may be unevenly distributed to nodes. Howeuver, this rarely occurs. For more information, see Multi-
zone architecture.

) Notice If imbalanced loads occur due to other reasons, contact Alibaba Cloud technical
support engineers for troubleshooting.

Inappropriate shard allocation

e Scenario

Company A has purchased an Alibaba Cloud Elasticsearch cluster. The cluster contains three
dedicated master nodes and nine data nodes. Each dedicated master node offers 16 vCPUs and 32
GiB of memory. Each data node offers 32 vCPUs and 64 GiB of memory. Major data is stored in the test
index. During peak hours (16:21 to 18:00), the read performance is about 2,000 QPS and the write
performance is 1,000 QPS. Both cold and hot data are queried. In addition, the CPU utilization of two
nodes reaches 100%, which affects the Elasticsearch service.

e Analysis

i. Checkthe network and Elastic Compute Service (ECS) instances. If ECS instances are normal, view
network monitoring data.
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Elasticsearch

The network monitoring data shows that the number of network requests increases during the
peak hours. At the same time, the QPS of read operations increases, and the CPU utilization of
related nodes significantly increases. Based on the preceding information, you can conclude that
the nodes with high loads are mainly used to process query requests.

ii. Runthe GET cat/shards?v

command to query the shards of the index.

The command output shows that nodes with high loads contain a large number of shards. This
indicates that shards are not evenly allocated to nodes. In addition, the monitoring data for disk
usage shows that the disk usage of nodes with high loads is greater than that of other nodes.
You can conclude that the uneven allocation of shards results in uneven storage. When you
query or write data, nodes with high storage handle major workloads.

ii. Runthe GET cat/indices?v

command to query information of the index.

The command out put shows that the index has five primary shards and one replica shard for
each primary shard. In addition, cluster configurations indicate that shards are not evenly
allocated and specific documents are deleted. When Elasticsearch searches for data, it also
searches for and filters documents marked with .del. T his significantly reduces search efficiency
and consumes additional resources. We recommend that you call the force merge operation
during of f-peak hours.

pri rep docs. count docs. deleted store. size pri. store. size
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iv. View clusterlogs and search slow logs.
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The logs show that the queries are all normal term queries, and the cluster logs do not indicate
that an error has occurred. Therefore, the Elasticsearch cluster does not encounter errors and

query statements that consume CPU resources.

e Summary
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The preceding analysis indicates that the uneven CPU utilization is mainly caused by uneven shard
allocation. You must re-allocate shards for the index. Make sure that the total number of primary
shards and replica shards is a multiple of data nodes in the cluster. After the optimization, CPU
utilization is not significantly different between nodes. The following figure shows the CPU
utilization.

Node AVG CPU Utilization

16:00 20:00 22:00 00:00 02:00 06:00 08:00 10:00

e Solution

Plan shards properly when you create indexes. For more information, see Shard evaluation guidelines.

Shard evaluation guidelines

Both the number of shards and size of each shard contribute to the stability and performance of an
Elasticsearch cluster. You must properly plan shards for each index of an Elasticsearch cluster. This
prevents numerous shards from affecting cluster performance when it is difficult to define business
scenarios. This section provides the following guidelines:

@ Note Inversions earlier than Elasticsearch V7.X, one index has five primary shards and one
replica shard for each primary shard by default. In Elasticsearch V7.X and later, one index has one
primary shard and one replica shard by default.

e Fornodes with low specifications, the size of each shard is no more than 30 GB. For nodes with high
specifications, the size of each shard is no more than 50 GB.

e Forlog analysis or extremely large indexes, the size of each shard is no more than 100 GB.

e The total number of primary shards and replica shards is the same as or a multiple of the number of
data nodes.

@ Note The more shards, the more performance overheads of your Elasticsearch cluster.

e You can determine the number of shards on a single node based on the memory size multiplied by 30.
If alarge number of shards are planned, file handle exhaustion can easily occur and result in cluster
failures.

e You can configure a maximum of five primary shards for an index on a node.

Uneven segment sizes

e Scenario
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A node in the Elasticsearch cluster of Company A experiences an abrupt increase in CPU utilization.
This affects query performance. Queries are mainly performed on the test index. The index has three
primary shards and one replica shard for each primary shard. The shards are evenly allocated to
nodes. The index contains a large number of documents that are marked with docs.deleted. In
addition, you have checked that ECS instances are normal.

e Analysis

Add rprofile": true tothe query body.

The query results show that Elasticsearch requires a longer time to query Shard 1 of the test
index than other shards.

ii. Send a query request with preference setto _primaryand rprofile": true addedtothe

query body, and view the time required to query the primary shard. Then, send another query
request with preference setto _replica and "profile": true added to the query body, and view

the time required to query the replica shard.

The time required to query Shard 1 (primary shard) is longer than that required to query its replica
shard. This indicates that imbalanced loads are caused by Shard 1.

Runthe cET _cat/segments/index?v&h=shard, segment, size, size.momery, ip and Ger _cat/s
hards?v commands to query the information of Shard 1.

The command out puts show that Shard 1 contains large segments and the number of
documents in the shard is greaterthan that inits replica shard. Based on the preceding
information, you can determine that imbalanced loads are caused by uneven segment sizes.
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@ Note The inconsistency in the number of documents is caused by many different
reasons. Examples:

m A latency exists in data synchronization between primary and replica shards. If
documents are continuously written to the primary shard, data inconsistency may
occur. However, after you stop writing documents, the number of documents is the
same between the primary shard and its replica shard.

m A primary shard forwards requests to its replica shards after data is writtento the
primary shard. If you use automatically generated document IDs to write documents
to a primary shard, you cannot perform delete operations on the primary shard during
the write operation. If you perform a delete operation (such as sending a Delete by
Query request to delete the document that you have just written), the operation is
also performed on the replica shard. Then, the primary shard forwards the write
request to the replica shard. As the document ID is automatically generated by the
system, the document is written to the replica shard without verification. As a result,
the number of documents in the replica shard differs fromthat in the primary shard. In
addition, the primary shard includes a large number of documents that are marked
with docs.deleted

e Solution

o Solution 1: During off-peak hours, call the force merge operation to merge small segments and
remove documents that are marked with docs.deleted.

o Solution 2: Restart the node where the primary shard resides to promote the replica shard to a
primary shard. Use the new primary shard to generate a new replica shard. This ensures that the
segments in the new primary and replica shards are the same.

The following figure shows the loads after optimization.

09:30

Multi-zone architecture

e Scenario
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Elasticsearch

To deploy an Elasticsearch cluster across zones, Company A deploys the multi-zone architecture in
both Zone B and Zone C. When the cluster provides services, the loads of nodes in Zone C are higher

than the loads of nodes in Zone B. You have checked that the imbalanced loads are not caused by
hardware or uneven data distribution.

17:30 00:06 14:00 17:20

e Analysis
i. View the CPU utilization of nodes in the two zones within the last four days.

The monitoring data shows that the CPU utilization of the nodes significantly changed.

Node AVG CPU Utilization

2/10 04:00 2/10 08:00 2/10 12:00 2/10 16:00 2/10 20:00 2/11 00:00 2/11 04:00 2/11 08:00 2/1112:00 2/11 16:00 2/11 20:00 2/12 00:00 2/12 04:00 2/12 08:00 2/12 12:00 2/12 16:00 7/17 7000 2/13 DI-DN /13 0400 2712 ORO0 2/13 12:00

ii. View the TCP connectionsto the nodes.

The monitoring data shows that the number of TCP connections in the two regions significantly
differs. This indicates that the imbalanced loads are caused by network connections.

2/10 16:00 2/11 00:00 2/11 08:00 2/11 16:00 2/12 00:00 2/12 08:00 2/1216:00 2/13 00:00 2/13 08:00

ii. Checkclient connections.
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The client uses persistent connections and establishes a small number of new connections. This
scenario is at risk of independent scheduling for a multi-zone network. Network services are
independently scheduled based on the number of connections. Each scheduling unit selects the
optimal node to create a connection. Independent scheduling provides higher performance.
However, if the number of new connections is small, most scheduling units may choose the same
node to establish a connection. A client node of an Elasticsearch cluster first forwards requests
to another node that resides in the same zone. This causes imbalanced loads between zones.

e Solution

o Solution 1: Use independent client nodes to forward complex traffic. In this case, data nodes are
not affected even though the client nodes are heavily loaded. This reduces the risk of load
imbalance.

o Solution 2: Configure two independent domain names on the client to ensure balanced traffic on
the client. This solution cannot ensure high availability. When you upgrade the configuration of an
Elasticsearch cluster, access failures may occur because nodes are not removed fromthe SLB
instance.

The following figure shows the loads after optimization.

Node AVG CPU Utilization
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2.High disk usage and read-only
indexes

If the disk usage of your Alibaba Cloud Elasticsearch cluster exceeds 85%, the cluster or Kibana may not
provide services. T his topic describes how to resolve this issue.

C) Notice Disclaimer: This topic may contain information about third-party products. Such
information is only for reference. Alibaba Cloud does not make any guarantee, express or implied,
with respect to the performance and reliability of third-party products, as well as potential impacts
of operations on the products.

Problem description

e Afterthe systemreceives an index request, it returns an error message similarto  index read only ,
such as FORBIDDEN/12/index read-only / allow delete (api)];]

e The clusterisin astate that is indicated by the color red. In severe cases, some nodes do not join the
cluster.Youcanrunthe GET cat/nodes? command to view the nodes inthe cluster. In addition,
some shards are not allocated to nodes. You canrunthe GET cat/allocation?vy command to
view the allocation of shards.

(@ Note If aclusterisin astate that is indicated by the color red, the primary shards of the
cluster are unavailable, and data on the cluster may be lost.

e When a pipeline is created or a Beat is enrolled in the Kibana console, the internal server error
message is returned.

e Onthe Cluster Monitoring page of the cluster or the Monitoring page in the Kibana console of the
cluster, the disk usage has reached 100% recently.

Cause

The preceding issues are caused by high disk usage. The disk usage of nodes has the following
thresholds:

e 85%: If the disk usage of a node exceeds 85%, the system no longer allocates new shards to the
node.

e 90%: If the disk usage of a node exceeds 90%, the system migrates the shards on the node to other
data nodes with low disk usage.

e 95%: If the disk usage of a node exceeds 95%, the systemforcibly addsthe read only allow delet
e attribute to all indexes inthe cluster. As a result, data cannot be written to the indexes, and you
can only read data fromthe indexes or delete the indexes.
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Disk Used

100% :\

80%

06:00 07:00 08:00 09:00 10:00 11:00 12:00 13:00 14:00 15:00

Solution

1. Runthe following command to delete data:

warning Deleted data cannot be restored. Proceed with caution. You can also retain the
data, but you must resize disks. For more information, see Upgrade the configuration of a
cluster.

curl -u <username>:<password> -XDELETE http://<host>:<port>

o Set <host> totheinternal or public endpoint of the cluster. We recommend that you
configure the related whitelist before you run this command.

o If the cluster has no response after you run the preceding command, we recommend that you
trigger a forced restart and try to run this command during the restart.

2. Checkwhether indexes are still read-only. If they are, run the following command to set the index
.blocks.read only allow delete attribbuteto nu11 forallindexesto ensure that allindexes on
the cluster are not read-only:

PUT settings
{

"index.blocks.read only allow delete": null

3. Checkwhetherthe clusteris still in a state that is indicated by the colorred. If it is, runthe  cat/al
location?v command to check whether the cluster contains shards that are not allocated.

4. If the cluster contains shards that are not allocated, runthe GET cluster/allocation/explain
command to view the reason. If the reason is similar to that shown in the following figure, run the
POST / cluster/reroute?retry failed=true command.

“deciders”: [

“decider”: ‘max_retry”,

“decision’: ‘N0’

“explanation”: “shard has exceeded the maximum mmber of retries [5] on failed allocation attempts - nanually call [/_cluster/reroute?retry_failed=true] to retry, [unassigned infol[reason=ALLOCATION_FAILED],
at[2020-02-14T00:22:25. 9392], failed attenpts[5], delayed=false, details[failed shard on node [ I: shard failure, reason [lucene comnit failed], failure IOException[Ho space left on device]]
allocation_status[deciders_nol]]”

H
1

5. Aftershards are allocated, view the cluster status. If the clusteris still in a state that is indicated by
the color red, contact Alibaba Cloud technical support engineers.

Additional information
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To avoid the impact of high disk usage on Alibaba Cloud Elasticsearch, we recommend that you enable
disk usage monitoring and alerting. In addition, you must view the alerting text message in time and

take appropriate measures in advance. For more information, see Configure the monitoring and alerting
feature in Cloud Monitor.

14

> Document Version: 20220128


https://www.alibabacloud.com/help/doc-detail/66285.htm#task-2457372

. FAQ-
Elasticsearch Q

3.Installation failures of Beats
shippers

This topic describes how to troubleshoot installation failures and abnormal heartbeats of a Beats
shipper.

Procedure

1. Checkwhether the Elastic Compute Service (ECS) instance on which Beats is installed runs Aliyun
Linux, Red Hat Enterprise Linux (RHEL), or Cent OS.

2. Check whether the ECS instance on which Beats is inst alled resides in the same virtual private cloud
(VPC) as your Alibaba Cloud Elasticsearch or Logstash cluster.

3. Checkwhether Cloud Assistant and Docker are installed on the ECS instance on which Beats is
installed.

To performthe check, and run the following commands:

o Checkthe status of Cloud Assistant

systemctl status aliyun.service

If Cloud Assistant is in a normal state, the result shown in the following figure is returned.

[root! "1# systemctl status aliyun.service

m aliyun.service - aliyun-assist
Loaded: loaded (retcrsystemdrssystem-aliyun.service: enabled: wendor preset: disabled)
fictive: active (rumming) since Sat 2828-88-15 15:38:25 CST: 4 days ago

Main PID: 28311 (aliyun-service)

CGroup: rsystem.sliceraliyun.service
L2311 ~usrsshin-aliyun-service

fAugy 15 15:38:25 UMA1 systemd[1]1: Stopped aliyun-assist.
ug 15 15:38:25 UMA1 systemd[1]: Started aliyun-assist.

For more information about how to install Cloud Assistant, see

o Checkthe status of Docker

systemctl status docker

If Docker is in a normal state, the result shown in the following figure is returned.

rogt T 14 systemctl status docker
docker .service - Docker Application Container Engine
Loaded: loaded (-usr-libssystemd-ssystemsdocker.service;: disabled:; vendor preset: disabled)
Active: active (rumming) since Wed 2B828-85-19 16:45:21 CST: imin 395 ago
Docs: http:r~docs.docker.com
Main PID: 14625 (dockerd-current)
CGroup: rsystem.slicersdocker.service
14625 susr/binsdockerd-current —-add-runtime docker-runc=usr/libexecrsdocker-/docker-runc-current --default-runti.
14632 susr/binsdocker-containerd-current -1 unix://svarsrunsdocker/libcontainerdsdocker-containerd.sock --metric.

U1 dockerd-current[146251: time="2BZ08-B8-19T16:45:28.973358772+88:0808" level-warning msg="Docker could...
B1 dockerd-current[146251: ti B268-88-19T16 .B85411644+88:80" level=info "Graph migration...
UH1 dockerd-current[146251: ti B28-88-19T16 .B860855965+88:88" level=info Loading contain. ..
U1 dockerd-current[14625]1: ti AZ8-A8-19T16 .136526271+88:88" level=info Firewalld rummi. ..
UMl dockerd-current[146251: ti AZA-A8-19T16 .239151591+88:88" level=info Default bridge ...
Ul dockerd-current[146251: ti B20-88-19T16:45:21.288253025+688:80" level=info Loading contain...
UMl dockerd-current[146251: ti B28-88-19T16:45:21.442183479+88:808" level=info msg="Daemon has comp...
U1 dockerd-current[146251: ti A20-88-19T16:45:21.442217221+88:80" level=info msyg="Docker daemon" ...1.
UMl systemd[1]1: Started Docker fApplication Container Engine.
U1 dockerd-current[14625]1: time="2820-88-19T16:45:21.458179119+86:80" level=info msg="API listen on ~....
int: Some lines were ellipsized, use -1 to show in full.

For more information about how to install Docker, see
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4. Checkwhetherthe following parameters are configured in the YML configuration file of the
shipper:

- type: log
# Change to true to enable this input configuration.
enabled: true
# Paths that should be crawled and fetched. Glob based paths.
paths:
- /var/log/*.log

Parameter Description
enabled Set this parameter to true when you use Beats. Default value: false.

You can use a wildcard to specify this parameter, such as *.log. This

th
paths facilitates the query of the log file.

@) Notice

o The value of paths is different from Filebeat Log File Path that you specified on the
configuration page. For Filebeat, collected data can be stored in the file indicated by
paths only afterthe path specified by paths is mapped by Docker. However, Docker
maps the path specified by Filebeat Log File Path. Therefore, we recommend that you
set paths and Filebeat Log File Path to the same value.

o If you already specify Output onthe configuration page, you cannot specify it again in
the YML configuration file. Otherwise, the system prompts an installation error.

o Exercise caution when you modify the parameters that are commented out by using
number signs (#) in the YML configuration file of the shipper, such as X-Pack-related
parameters. Otherwise, the shipper fails to be installed.

5. Connect to the ECS instance, check whether a Beats instance is created under the /opt/aliyunbeat s
/path, and check whether the conf, data, and logs folders exist.

~Int cd ~optraliyunbeats
aliyunbeats It 1s

aliyunbeatsI#t cd ct-cn-77uqofZs?ry
ct-cn-7ugof2s?ry It 1=

ct-cn-7rugof2s?ryg 1# cd filebeat
filebeatltt 1=

[monitoringl log-log.go:144 MNon-zero metrics in the last 38s {"monitoring”
{"ticks":138, "time" : {"ms" ,Mtotal: {"ticks":398, "time" : {"ms" 5}, "value" : 3983, "user" : {"
14333, "handles' limit":{"hard":1848576,"sof t": 1848576}, "open" :6}, "info" : {"ephemeral_id" :"fI960431f -2849-
z L "uptime” t{"ms" 1 159882737, "memstats"  {"gc_next" :4285312, "memory_alloc" 2157688, "memory_total" :36754744}F,
lebeat": {"harvester”: {"open_files":@, "running" :83},"libbeat" :{"conf ig": {"module” : {"running" :83%, "pipeline”: {"clients":1, "even
:{"active”:@3}}, "registrar": {"states” :{"current" 133, "system” : {"load": {"1":8.17,"15":8.11,"5":0.089, "norm" : {""1"":8.17,"15":8.11
":0.89 31}
[monitoringl log-log.go:144 MNon-zero metrics in the last 38s {"monitoring”
ticks":130, "time": {"ms" :3}3}, "total": {"ticks":3908, "time" : {"ms" : 4}, "value": 3983}, "user" : {"
{"limit": {"hard" :1848576, "sof t": 18485763, "open" :63, "info" : {"ephemeral_id" : "f968431f -2849-
" "uptime”:{"ms": 162802737, "memstats" : {" H " Y tal": 3704704833,
{"active":831}, "registrar”:{"states” : {"current": 13}, "system
Q. BB I Y

6. Checkthe status of the Docker container in which the Beats service is provided. Then, locate
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problems based on logs.
i. Checkthe status of the Docker container.

grep filebeat

docker ps -a
“susrslocals

[root@UMB1 logs1t docker ps -a | grep filebeat
reqistry-vpc .cn-hangzhou .aliyuncs.comrelasticsearchraliyun-elasticsearch-beats:filebeat-6.8.5
_FILEBEAT

ct-cn-?7ugof 2s7ry

9Z247f8
binsdo..." 33 minutes ago

Up 33 minutes
ii. If the Dockercontainerisinthe exited state, checkthe logs that the container generates.

docker logs —-f Container ID
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Elasticsearch
on nodes

4.Uneven distribution of hot data
on nodes

Elasticsearch evenly allocates shards to data nodes and uses hash maps to evenly route documents to
shards. In this case, some nodes may store more hot data than others, which results in high loads on
these nodes. To address this issue, you can restart your cluster or manually migrate shards to re-
allocate shards. This topic describes how to manually migrate shards.

Problem description

e A node with high loads stores a large number of shards that have the same attribute. For example, a
node stores only primary shards.

e A node with high loads stores more shards for business indexes than other nodes.

Precautions

e Manual shard migration is only a temporary solution to the high loads of nodes. If some nodes are
absent fromthe cluster for a short time and shards are re-allocated, this issue may occur again.
Therefore, before you migrate shards, we recommend that you optimize shard allocation based on
the instructions provided in Imbalanced loads on a cluster.

e [f the shards that store hot data are evenly allocated, but the cluster runs with high loads, we
recommend that you upgrade the configuration of the cluster.

Solution

1. Disable shard allocation.

PUT / cluster/settings
{

"transient" : {

"cluster.routing.allocation.enable”" : "none"

) Notice The preceding command is used only to temporarily disable shard allocation.
After shards are migrated, you must enable shard allocation again. To enable shard allocation,
runthe PUT /_cluster/settings command with cluster.routing.allocation.enable set to all.

2. Manually migrate shards.

In this example, Shard 3 of the index_parkingorder_v1 index is migrated from the node whose IP
address is 192.168.130.77 to the node whose IP address is 192.168.130.78.
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POST / cluster/reroute
{
"commands" : [
{
"move" : {
"index"

"shard"

"index parkingorder v1",
3,
"from node" "192.168.130.77",

"to node" "192.168.130.78"

® Note

o When you migrate a shard of an index to a node, make sure that the node does not
store shards that belong to the same index or have the same sequence number. For
example, Replica Shard 3 of an index exists on Node A. In this case, Primary Shard 3 of

the index cannot be migrated to Node A.

o Formore information about how to manually migrate shards, see cluster-reroute.

3. Checkthe shard allocation status.

GET _cat/shards?v

If the command is successfully run, the result shown in the following figure is returned.

index shard prirep state docs  store
gosgeoname 4 r STARTED 2275054 623.8mb
gosgeoname 4 p STARTED 2279854 528.3mb
gosgeoname 3 r RELOCATING 2279282 627.3mb
gosgeoname 3 p STARTED 2279982 626.4mb
gosgeoname 1 r STARTED 2278983 622.3mb
gosgeoname 1 p STARTED 2278983 621.6mb
gosgeoname 2 p STARTED 2280694 623mb
gosgeoname 2 r STARTED 2288694 522.7mb
gosgeoname 8 p STARTED 2278778 624.7mb
gosgeoname @ r STARTED 2278778 624.3mb

4. Afterthe shard is migrated, enable shard allocation.

PUT / cluster/settings
{
"transient" : {
"cluster.routing.allocation.enable"
}
}

ip

ie.
1a.
1e.

1e

ie.
ie.
ie.
1a.
1e.
1e.

LEARA

OOy OO OV OOy

node

yamga_2
Kwhpjaf
AMh39az
Xwhpjaf
I2SRFd]
Qn3gsgy
Qn3gsgy
AMh39az
I8sRFd]
yamga 2
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