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Legal disclaimer
Alibaba Cloud reminds you t o carefully read and fully underst and t he t erms and condit ions of t his legal
disclaimer before you read or use t his document . If you have read or used t his document , it  shall be deemed
as your t ot al accept ance of t his legal disclaimer.

1. You shall download and obt ain t his document  from t he Alibaba Cloud websit e or ot her Alibaba Cloud-
aut horized channels, and use t his document  for your own legal business act ivit ies only. The cont ent  of
t his document  is considered confident ial informat ion of Alibaba Cloud. You shall st rict ly abide by t he
confident ialit y obligat ions. No part  of t his document  shall be disclosed or provided t o any t hird part y for
use wit hout  t he prior writ t en consent  of Alibaba Cloud.

2. No part  of t his document  shall be excerpt ed, t ranslat ed, reproduced, t ransmit t ed, or disseminat ed by
any organizat ion, company or individual in any form or by any means wit hout  t he prior writ t en consent  of
Alibaba Cloud.

3. The cont ent  of t his document  may be changed because of product  version upgrade, adjust ment , or
ot her reasons. Alibaba Cloud reserves t he right  t o modify t he cont ent  of t his document  wit hout  not ice
and an updat ed version of t his document  will be released t hrough Alibaba Cloud-aut horized channels
from t ime t o t ime. You should pay at t ent ion t o t he version changes of t his document  as t hey occur and
download and obt ain t he most  up-t o-dat e version of t his document  from Alibaba Cloud-aut horized
channels.

4. This document  serves only as a reference guide for your use of Alibaba Cloud product s and services.
Alibaba Cloud provides t his document  based on t he "st at us quo", "being defect ive", and "exist ing
funct ions" of it s product s and services. Alibaba Cloud makes every effort  t o provide relevant  operat ional
guidance based on exist ing t echnologies. However, Alibaba Cloud hereby makes a clear st at ement  t hat
it  in no way guarant ees t he accuracy, int egrit y, applicabilit y, and reliabilit y of t he cont ent  of t his
document , eit her explicit ly or implicit ly. Alibaba Cloud shall not  t ake legal responsibilit y for any errors or
lost  profit s incurred by any organizat ion, company, or individual arising from download, use, or t rust  in
t his document . Alibaba Cloud shall not , under any circumst ances, t ake responsibilit y for any indirect ,
consequent ial, punit ive, cont ingent , special, or punit ive damages, including lost  profit s arising from t he
use or t rust  in t his document  (even if Alibaba Cloud has been not ified of t he possibilit y of such a loss).

5. By law, all t he cont ent s in Alibaba Cloud document s, including but  not  limit ed t o pict ures, archit ect ure
design, page layout , and t ext  descript ion, are int ellect ual propert y of Alibaba Cloud and/or it s
affiliat es. This int ellect ual propert y includes, but  is not  limit ed t o, t rademark right s, pat ent  right s,
copyright s, and t rade secret s. No part  of t his document  shall be used, modified, reproduced, publicly
t ransmit t ed, changed, disseminat ed, dist ribut ed, or published wit hout  t he prior writ t en consent  of
Alibaba Cloud and/or it s affiliat es. The names owned by Alibaba Cloud shall not  be used, published, or
reproduced for market ing, advert ising, promot ion, or ot her purposes wit hout  t he prior writ t en consent  of
Alibaba Cloud. The names owned by Alibaba Cloud include, but  are not  limit ed t o, "Alibaba Cloud",
"Aliyun", "HiChina", and ot her brands of Alibaba Cloud and/or it s affiliat es, which appear separat ely or in
combinat ion, as well as t he auxiliary signs and pat t erns of t he preceding brands, or anyt hing similar t o
t he company names, t rade names, t rademarks, product  or service names, domain names, pat t erns,
logos, marks, signs, or special descript ions t hat  t hird part ies ident ify as Alibaba Cloud and/or it s
affiliat es.

6. Please direct ly cont act  Alibaba Cloud for any errors of t his document .
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Document conventions
St yle  Descript ion  Example

 Danger
A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

 Danger:

Resetting will result  in the loss of user
configuration data.

 Warning
A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

 Warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

 Not ice
A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

 Not ice:

If the weight is set to 0, the server no
longer receives new requests.

 Not e
A note indicates supplemental
instructions, best practices, t ips, and
other content.

 Not e:

You can use Ctrl + A to select all files.

>
Closing angle brackets are used to
indicate a multi-level menu cascade.

Click Set t ings   > Net work > Set  net work 
t ype .

Bold
Bold formatting is used for buttons ,
menus, page names, and other UI
elements.

Click OK.

Courier font Courier font is used for commands
Run the cd /d C:/window  command to
enter the Windows system folder.

Italic Italic formatting is used for parameters
and variables.

bae log list  --instanceid

Instance_ID

[] or [a|b]
This format is used for an optional value,
where only one item can be selected.

ipconfig [-all|-t]

{} or {a|b}
This format is used for a required value,
where only one item can be selected.

switch {active|stand}
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Quick Start  guides you through a complete process of data analyt ics and O&M.

Not e

If you are using DataWorks for the first  t ime, make sure that you have completed
preparations. For example, you must get  your account ready and set  members and roles for
your workspace. After completing the preparations, you can log on to the DataWorks
console, f ind the target workspace, and click Dat a Analyt ics   in the Act ions column to start
data analyt ics.

This document describes the data analyt ics and O&M operations in a workspace in standard
mode. The operations in a workspace in basic mode are basically the same as those in a
workspace in standard mode. The only difference is that you can only commit nodes to the
production environment in a workspace in basic mode.

Generally, you can complete the following data analyt ics and O&M operations in a workspace of
DataWorks:

1. Create tables and import  data

2. Create a workflow

3. Create a batch synchronization node

4. Configure recurrence and dependencies for a node

5. Run a node and troubleshoot errors

6. Use an ad hoc query node to execute SQL statements (Optional)

The following figure shows the basic process of data analyt ics and O&M.

1.Overview
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This topic describes how to create tables and import  data in the DataWorks console. The bank_data
and result_table tables are used in the example.

Prerequisites
A MaxCompute compute engine instance is associated with the workspace in which you want to create
tables. The MaxCompute service is available in a workspace only after you associate a MaxCompute
compute engine instance with the workspace on the Workspace Management  page. For more
information, see Configure a workspace.

Context
The bank_data table stores business data and the result_table table stores data analyt ics results.

Create the bank_data table
1. Go to the Dat aSt udio   page.

i. Log on to the DataWorks console.

ii. In the left-side navigation pane, click Workspaces.

iii. In the top navigation bar, select  the region where the required workspace resides, f ind the
workspace, and then click Dat a Analyt ics  .

2. On the Dat aSt udio   page, move the pointer over the  icon and choose MaxComput e  > T able .

Alternatively, you can click a workflow in the Business Flow sect ion, right-click MaxComput e , and
then select  Creat e T able  .

3. In the Creat e T able   dialog box, set  the T able Name  parameter to bank_data and click Creat e .

Not ice

The table name can be up to 64 characters in length. The table name must start  with a
letter and cannot contain special characters.

If  mult iple MaxCompute compute engine instances are associated with the current
workspace, you must select  one from the drop-down list .

4. On the table configuration tab, click DDL St at ement   .

5. In the DDL St at ement    dialog box, enter the following statement and click Generat e T able 
Schema:

2.Create tables and import data
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t  dat a

Dat aWorks

6 > Document  Version: 20220114

https://www.alibabacloud.com/help/doc-detail/136938.htm#task-2481177
https://workbench.data.aliyun.com/console


CREATE TABLE IF NOT EXISTS bank_data
(
 age             BIGINT COMMENT 'Age',
 job             STRING COMMENT 'Job type',
 marital         STRING COMMENT 'Marital status',
 education       STRING COMMENT 'Education level',
 default         STRING COMMENT 'Credit card',
 housing         STRING COMMENT 'Mortgage',
 loan            STRING COMMENT 'Loan',
 contact         STRING COMMENT 'Contact information',
 month           STRING COMMENT 'Month',
 day_of_week     STRING COMMENT 'Day of the week',
 duration        STRING COMMENT 'Duration',
 campaign        BIGINT COMMENT 'Number of contacts during the campaign',
 pdays           DOUBLE COMMENT 'Interval from the last contact',
 previous        DOUBLE COMMENT 'Number of contacts with the customer',
 poutcome        STRING COMMENT 'Result of the previous marketing campaign',
 emp_var_rate    DOUBLE COMMENT 'Employment change rate',
 cons_price_idx  DOUBLE COMMENT 'Consumer price index',
 cons_conf_idx   DOUBLE COMMENT 'Consumer confidence index',
 euribor3m       DOUBLE COMMENT 'Euro deposit rate',
 nr_employed     DOUBLE COMMENT 'Number of employees',
 y               BIGINT COMMENT 'Time deposit available or not'
);

For more information about the SQL syntax for creating tables, see Create tables.

6. In the Conf irm  message, click OK.

7. Set  the Display Name parameter in the General sect ion and click Commit  t o Development 
Environment  and Commit  t o Product ion Environment    .

Not e   This topic uses a workspace in standard mode as an example. If  you are using a
workspace in basic mode, you only need to click Commit  t o Product ion Environment    .

8. In the left-side navigation pane, click the Workspace T ables  icon.

9. On the Workspace T ables  tab that appears, double-click the name of the created table to view
the table information.

Create the result_table table

1. On the Dat aSt udio   page, move the pointer over  and choose MaxComput e  > T able .

Alternatively, you can click a workflow in the Business Flow sect ion, right-click MaxComput e , and
then select  Creat e T able  .

2. In the Creat e T able   dialog box, set  the T able Name  parameter to result_table and click Creat e .

3. On the table configuration tab, click DDL Statement. In the DDL St at ement    dialog box, enter the
following statement and click Generat e T able Schema  :
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CREATE TABLE IF NOT EXISTS result_table
(  
 education   STRING COMMENT 'Education level',
 num         BIGINT COMMENT 'Number of persons'
);

4. In the Conf irm  message, click OK.

5. Set  the Display Name parameter in the General sect ion and click Commit  t o Development 
Environment  and Commit  t o Product ion Environment    .

6. In the left-side navigation pane, click the Workspace T ables  icon.

7. In the Workspace T ables  pane, double-click the name of the created table to view the table
information.

Upload a local file to import its data to the bank_data table
You can perform the following operations in the DataWorks console:

Upload a local text  f ile to import  its data to a table in a workspace.

Use Data Integration to import  business data from different data sources to a workspace.

Not e   Comply with the following rules when you upload a local f ile:

File format: The file must be in the .txt , .csv, or .log format.

File size: The size of the file cannot exceed 30 MB.

Destination object: The dest ination object  can be a part it ioned table or a non-part it ioned
table. The part it ion key value cannot contain special characters such as ampersands (&) and
asterisks (*).

To upload the local f ile banking.txt  to DataWorks, perform the following steps:

1. Click the  icon on the Dat aSt udio   page.

2. In the Dat a Import  Wizard   dialog box, enter at  least  three letters to search for tables, select  the
table to which you want to import  data, and then click Next .

Not e   If  you cannot find the table that you create, you can manually synchronize the
table in Data Map. After that, you can search for the table by keyword in the dialog box again.
For more information about how to manually synchronize a table, see Manually synchronize a
table.

3. In the dialog box that appears, set  the Select  Dat a Import  Met hod     parameter to Upload Local
File and click Browse next  to Select  File . Select  the local f ile that you want to upload and
specify other parameters.
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t  dat a

Dat aWorks

8 > Document  Version: 20220114

https://docs-aliyun.cn-hangzhou.oss.aliyun-inc.com/cn/shujia/0.2.00/assets/pic/data-develop/banking.txt
https://www.alibabacloud.com/help/doc-detail/119002.htm#task-2476652/section-wxb-w1r-ta5


Parameter Description

Select  Dat a Import  Met hod    
The method of importing data. Default value: Upload Local
File.

Select  File
The file to upload. To upload a file, click Browse and select the
local file to upload.

Select  Delimit er 
The delimiter used in the file. Valid values: Comma (,) , T ab ,
Semicolon (; )  , Space, | , # , and & . In this example, select
Comma (,) .

Original Charact er Set
The character set of the file. Valid values: GBK, UT F-8 , CP936,
and ISO-8859. In this example, select GBK.

Import  First  Row 
The row from which data is to be imported. In this example,
select 1.

First  Row as Field Names
Specifies whether to use the first  row as the header row. In this
example, do not select First  Row as Field Names  .

Preview

The preview of the data to be imported.

Not e   If the data amount is large, only the data in the
first 100 rows and 50 columns appears.

4. Click Next .

5. Select  a matching mode for the fields in the source file and dest ination table. In this example,
select  By Locat ion .
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6. Click Import  Dat a  .

Subsequent steps
You have learned how to create tables and import  data. You can proceed with the next  tutorial. In the
next tutorial, you will learn how to create, configure, and commit a workflow and then you can use the
DataStudio service to further compute and analyze data in the workspace. For more information, see
Create a workflow.
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This topic describes how to create a workflow, create nodes in the workflow, and configure node
dependencies. After you create a workflow, you can use the DataStudio service to compute and
analyze data in the workspace.

Prerequisites
The bank_data table for storing business data and the result_table table for storing results are created
in a workspace. Data is imported to the bank_data table. For more information, see Create tables and
import  data.

Context
The DataStudio service in DataWorks allows you to configure node dependencies by dragging lines
between nodes in a workflow. You can process data and configure node dependencies based on the
workflow. You can create mult iple workflows in a workspace. For more information, see Manage
workflows.

Create a workflow
1. Log on to the DataWorks console.

2. In the left-side navigation pane, click Workspaces.

3. After you select  the region in which the workspace that you want to manage resides, f ind the
workspace and click Dat a Analyt ics   in the Act ions column.

4. On the Dat aSt udio   page, move the pointer over the  icon and select  Workf low .

5. In the Creat e Workf low   dialog box, specify Workf low Name  and Descript ion .

Not ice   The workflow name must be 1 to 128 characters in length and can contain
letters, digits, underscores (_), and periods (.).

6. Click Creat e .

Create nodes and configure node dependencies
In the workflow, create a zero load node named start  and an ODPS SQL node named insert_data, and
configure the insert_data node to depend on the start  node.

3.Create a workflow
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Not ice

A zero load node is a control node that is used to maintain and control its descendant
nodes in a workflow. A zero load node does not generate data.

If  other nodes depend on a zero load node and the zero load node is set  to Failed by O&M
personnel, the pending descendant nodes cannot run. During the O&M process, a zero load
node can be disabled to prevent incorrect  data of ancestor nodes from being obtained by
their descendant nodes.

In most cases, the root node of the workspace is used as the ancestor node of a zero load
node in a workflow. The root node of a workspace is named in the  Workspace name_root 
format.

DataWorks automatically creates an output name for a node. The name is in the Workspace
name.Node name format. If  a workspace contains two nodes with the same name, rename
one of the two nodes.

When you design a workflow, we recommend that you create a zero load node as the root node of the
workflow to control the entire workflow. To design a workflow, perform the following steps:

1. In the left  side of the Scheduled Workflow page, double-click the name of the workflow that you
created below Business Flow. On the configuration tab that appears, choose General>Zero-Load
Node.

You can also drag Zero-Load Node to the canvas on the right side to go to the Create Node
dialog box.

2. In the Creat e Node  dialog box, set  the Node Name parameter to start  and click Commit .

Not ice   The node name must be a maximum of 128 characters in length and can contain
letters, digits, underscores (_), and periods (.).
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3. Use the same method to create an ODPS SQL node named insert_data.

4. Drag a line from the start  node to the insert_data node to configure the start  node as the
ancestor node of the insert_data node.

Configure the ancestor node of the zero load node
In a workflow, a zero load node is used to control the entire workflow and serves as the ancestor node
of all nodes in the workflow.

In most cases, a zero load node depends on the root  node of  t he workspace   .

1. Double-click the name of the zero load node to go to the node configuration tab.

2. Click Propert ies  in the right-side navigation pane.

3. In the Dependencies sect ion, click Add Root  Node  to configure the root node of the workspace
as the ancestor node of the zero load node.

4. Save and commit the node.
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Not ice   You must specify Rerun and Parent  Nodes  on the Propert ies tab before you
commit the zero load node.

i. Click the  icon in the top toolbar to save the node.

ii. Click the  icon in the top toolbar.

iii. In the Commit  Node  dialog box, enter your comments in the Change descript ion  field.

iv. Click OK.

Edit and run the ODPS SQL node
This sect ion describes how to use SQL code to query the number of singles with different education
levels who have mortgage loans in the ODPS SQL node insert_data and save the query result . The query
result  can be used for descendant nodes to continue to analyze or present data.

1. Go to the configuration tab of the ODPS SQL node and enter the following code.

For more information about the syntax, see Overview of MaxCompute SQL.

INSERT OVERWRITE TABLE result_table  -- Insert data into the result_table table. 
SELECT education
    , COUNT(marital) AS num
FROM bank_data
WHERE housing = 'yes'
    AND marital = 'single'
GROUP BY education;

2. Right-click bank_data in the code and select  Delet e Input  .

The bank_data table is not generated by an auto-triggered node. For more information about how
to create a table and import  data into the table, see Create tables and import  data. If  the SELECT
statement in the code of a node specifies a table that is not generated by an auto-triggered
node, you can right-click the name of the table that you want to manage and click Delete input.
You can also add a comment for a rule at  the top of the code. This way, the system does not
automatically parse the dependency based on the rule.
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Not e   Scheduling dependencies ensure that a node can obtain the table data generated
by its ancestor node that is scheduled to run. However, if  the ancestor node of a node is not
scheduled to run, the system cannot monitor the generation of the latest  table data by the
ancestor node. If  a node uses a SELECT statement to query data of a table that is not
generated by an auto-triggered node, you must manually delete the dependency of the node
that is automatically generated by the SELECT statement.

3. Click the  icon in the top toolbar. This prevents code loss.

4. Click the  icon.

After the node is run, you can view the operational log and result  in the lower part  of the tab.

Commit a workflow
1. After you run and debug the ODPS SQL node named insert_data, return to the configuration tab of

the workflow.

2. Click the  icon.

3. In the Commit  dialog box, select  the node that you want to commit, enter your comments in the
Change descript ion  field, and then select  Ignore I/O Inconsist ency Alert s  .

4. Click Submit .
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After the workflow is committed, you can view the node status from the node list  in the
workf low . If  the  icon is displayed on the left  of the node name, the node is committed. If  the 

icon is not displayed, the node is not committed.

What to do next
You have learned how to create and commit a workflow. You can proceed with the next  tutorial. You
can create a synchronization node to export  data to different types of data sources. For more
information, see Create a sync node.
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This topic describes how to create a synchronization node to export  data from MaxCompute to a
MySQL data source.

Prerequisites
An ApsaraDB RDS for MySQL instance is created. The ID of the ApsaraDB RDS for MySQL instance is
obtained. A whitelist  is configured for the instance in the ApsaraDB for RDS console. The address
information about the resource group on which the synchronization node to create will be run is
added to the whitelist . For more information, see Create an ApsaraDB RDS for MySQL instance.

Not e   If  you use a custom resource group to run the synchronization node, you must add
the IP addresses of the servers in the custom resource group to the whitelist  of the ApsaraDB
RDS for MySQL instance.

The odps_result  table is created in the ApsaraDB RDS for MySQL database to which the data is
synchronized. You can create the table by executing the following statement:

CREATE TABLE `ODPS_RESULT` (
`education`  varchar(255) NULL ,
`num`  int(10) NULL 
);

After the table is created, execute the  desc odps_result;  statement to view the table details.

Context
You can use Data Integration to periodically synchronize the business data generated in a business
system to a DataWorks workspace. You can create SQL nodes to compute the data and use Data
Integration to periodically synchronize the computing results to your specified data source for further
display or use.

Data Integration can import  data from and export  data to various data sources, such as ApsaraDB RDS,
MySQL, SQL Server, PostgreSQL, MaxCompute, ApsaraDB for Memcache, Distribute Relat ional Database
Service (DRDS), Object  Storage Service (OSS), Oracle, FTP, Dameng, Hadoop Distributed File System
(HDFS), and MongoDB. For more information about the data sources, see Supported data sources, readers,
and writers.

Add a data source

4.Create a synchronization node
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Not e   Only the workspace administrator can add data sources. Members of other roles can
only view data sources.

1. Go to the Dat a Source  page.

i. Log on to the DataWorks console.

ii. In the left-side navigation pane, click Workspaces.

iii. After you select  the region where the required workspace resides, f ind the workspace and click
Dat a Int egrat ion    in the Act ions column.

iv. In the left-side navigation pane of the Data Integration page, choose Dat a Source  > Dat a
Sources to go to the Data Source page.

2. On the Dat a Source  page, click Add dat a source  in the upper-right corner.

3. In the Add dat a source  dialog box, click MySQL in the Relat ional Database sect ion.

4. In the Add MySQL dat a source  dialog box, set  the parameters as required.

In this example, set  the Data source type parameter to Alibaba Cloud inst ance mode . Then, set
other parameters as described in the following table.

Parameter Description

Dat a source t ype 
The type of the data source. Set this parameter to Alibaba Cloud
inst ance mode .

Dat a Source Name
The name of the data source. The name can contain letters, digits, and
underscores (_) and must start with a letter.

Dat a source descript ion 
The description of the data source. The description can be a maximum
of 80 characters in length.
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Environment

The environment in which the data source is used. Valid values:
Development  and Product ion .

Not e   This parameter is available only if the workspace is in
standard mode.

Region The region where the ApsaraDB RDS for MySQL instance resides.

RDS inst ance ID 
The ID of the ApsaraDB RDS for MySQL instance. You can log on to the
ApsaraDB RDS console to obtain the ID.

RDS inst ance account  ID  

The ID of the Alibaba Cloud account that is used to purchase the
ApsaraDB RDS for MySQL instance. You can use the Alibaba Cloud
account to log on to the DataWorks console, move the pointer over the
profile picture in the upper-right corner, and then select Securit y
Set t ings    to obtain the ID of the account.

Def ault  Dat abase Name  

The name of the default ApsaraDB RDS for MySQL database. The
following descriptions provide instructions for you to configure a data
synchronization node or solution:

When you configure a database-level real-time or batch data
synchronization node or solution that uses a MySQL data source, you
can select one or more databases on which you have access
permissions in the ApsaraDB for MySQL instance.

If you select multiple databases when you configure a batch
synchronization node, you must add a data source for each
database.

User name The username used to log on to the ApsaraDB RDS for MySQL database.

Password
The password that is used to log on to the ApsaraDB RDS for MySQL
database. Do not use at signs (@) in the password.

Parameter Description

5. Test  the connectivity between the data source and resource groups.

Click the Dat a Int egrat ion    tab next  to the Resource Group connectivity parameter, f ind the
resource group for Data Integration that you want to use, and then click Test  connectivity in the
Actions column. Click the Schedule tab and perform the same operations to test  the connectivity
between the data source and the resource group for scheduling that you want to use. If  the
connectivity status is Connected, the resource groups are connected to the data source.
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Not e

A synchronization node uses only one resource group of a specific type.

To ensure that your synchronization nodes can be run as expected, you must test  the
connectivity between the data source and all types of resource groups on which your
synchronization nodes will be run.

For more information, see Select  a network connectivity solut ion.

6. After the data source passes the connectivity test, click Complet e .

Create and configure a synchronization node
This sect ion describes how to create and configure a synchronization node named write_result  and use
the node to synchronize data in the result_table table to your MySQL data source. Perform the
following operations:

1. Go to the Dat aSt udio   page and create a batch synchronization node named write_result .
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2. On the DataStudio page, configure the insert_data node as the ancestor node of the write_result
node.

3. On the configuration page of the batch synchronization node, select  ODPS from the Connect ion
drop-down list , select  the odps_f irst   database from the next  drop-down list , and then select
result_table from the T able  drop-down list . result_table is the source table from which the data is
synchronized.

4. Select  the odps_result  table that you create in the ApsaraDB RDS for MySQL database as the
destination table.

5. In the Mappings sect ion, configure field mappings. Make sure that fields in the source table on the
left  have a one-to-one mapping with fields in the dest ination table on the right.

6. In the Channel sect ion, configure the maximum transmission rate and dirty data check rules.
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After you complete the preceding steps, you can configure channel control policies for the
synchronization node.

Parameter Description

Expect ed Maximum
Concurrency

The maximum number of parallel threads that the synchronization node uses
to read data from the source or write data to the destination. You can
configure the parallelism for the synchronization node on the codeless UI.

Bandwidt h
T hrot t ling  

Specifies whether to enable bandwidth throttling. You can enable bandwidth
throttling and specify a maximum transmission rate to prevent heavy read
workloads on the source. We recommend that you enable bandwidth
throttling and set the maximum transmission rate to an appropriate value
based on the configurations of the source.

Dirt y Dat a Records 
Allowed

The maximum number of dirty data records allowed.

Dist ribut ed 
Execut ion

The distributed execution mode. In distributed mode, your node can be
sliced to multiple ECS instances for parallel execution. This speeds up
synchronization. If a large number of synchronization nodes are run in
parallel, excessive access requests are sent to the data source. Evaluate the
load on the data source before you use this mode. You can use this mode
only when you use exclusive resource groups for Data Integration.

7. Preview and save the configuration.

After the node is configured, you can scroll up and down to view the node configuration. After
you confirm that the configuration is correct, click the  icon in the top toolbar.

Commit the synchronization node

Return to the workflow after you save the synchronization node. Click the  icon in the top toolbar to

commit the synchronization node to the scheduling system. The scheduling system automatically runs
the node at  the scheduled t ime from the next  day based on your sett ings.

What to do next
Now you have learned how to create a synchronization node to export  data to a specific data store.
You can proceed with the next  tutorial. In the next  tutorial, you will learn how to configure propert ies
and dependencies for a synchronization node. For more information, see Configure recurrence and
dependencies for a node.
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This topic describes how to configure recurrence and dependencies for a node in DataWorks. The sync
node write_result  that is scheduled by week is used as an example.

Prerequisites
The sync node write_result  is created. For more information, see Create a synchronization node.

Context
DataWorks has a powerful scheduling engine to trigger nodes based on the recurrence and
dependencies of the nodes. DataWorks ensures that tens of millions of nodes run accurately and
punctually per day based on directed acyclic graphs (DAGs). In the DataWorks console, you can set  the
recurrence to minutely, hourly, daily, weekly, or monthly. For more information, see Configure t ime
propert ies.

Configure recurrence for the sync node
1. Go to the Dat aSt udio   page.

i. Log on to the DataWorks console.

ii. In the left-side navigation pane, click Workspaces.

iii. In the top navigation bar, select  the region where the required workspace resides, f ind the
workspace, and then click Dat a Analyt ics  .

2. Find the workflow to which the sync node write_result  belongs and double-click the sync node.

3. On the configuration tab of the node, click Scheduling conf igurat ion   in the right-side navigation
pane.

Not e   In a manually triggered workflow, all nodes must be manually triggered, and
cannot be automatically scheduled by DataWorks.

4. In the T ime at t ribut e     sect ion, set  the parameters as required.

5.Configure recurrence and
dependencies for a node

Dat aWorks Quick St art ·Configure recurrence an
d dependencies for a node

> Document  Version: 20220114 23

https://www.alibabacloud.com/help/doc-detail/85555.htm#task-2349290
https://www.alibabacloud.com/help/doc-detail/137549.htm#task-2480184
https://workbench.data.aliyun.com/console


Parameter Description

How t o generat e an 
inst ance

The time to generate the first  instance. Valid values: T  + 1 generat ed t he   
next  day  and Generat e immediat ely af t er publishing     .

T ime at t ribut e   
The mode in which the node is run. Valid values: Normal Scheduling and
Empt y run scheduling .

Rerun at t ribut e  

Specifies whether to allow the node to be rerun. Valid values: Run again
af t er success or f ailure   , Do not  re-run af t er successf ul operat ion,    
and re-run af t er f ailed operat ion    , and Do not  rerun af t er successf ul   
or f ailed operat ion. 

Error aut omat ic 
rerun

Specifies whether to automatically rerun the node when an error occurs. This
parameter appears only if the Rerun at t ribut e    parameter is set to Run
again af t er success or f ailure    or Do not  re-run af t er successf ul   
operat ion, and re-run af t er f ailed operat ion     . After you select this
check box, the node is automatically rerun when an error occurs. This
parameter does not appear if you set the Rerun attribute parameter to Do
not  rerun af t er successf ul or f ailed operat ion.       In this case, the node is
not rerun when an error occurs.

Ef f ect ive Dat e   
The validity period of the node. Specify the start and end dates of the
validity period as required.

Suspend scheduling Specifies whether to skip execution of the node.

Scheduling cycle
The recurrence of the node. Valid values: Minutes, Hours, Day, Week, and
Month. In this example, set the value to Week.

T iming scheduling
Specifies whether to periodically schedule the node. This check box is
selected by default.
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Specif y t ime 
The time when the node is run. For example, you can configure the node to
run at 02:00 every Tuesday.

cron expression The CRON expression of the t ime you specified, which cannot be changed.

Rely on previous
cycle

Specifies whether the node depends on the result  of the last cycle.

Parameter Description

Configure dependencies for the sync node
After you configure the recurrence for the sync node write_result , you can continue to configure
dependencies for the sync node.

You can configure the parent node on which the sync node depends. After that, the scheduling system
triggers the sync node only after the instance of the parent node is run.

For example, the instance of the sync node is not triggered until the instance of its parent node
insert_data is run.

By default , the scheduling system creates a node named in the format of Workspace name_root for
each workspace as the root node. If  no parent node is configured for the sync node, the sync node
depends on the root node.

Commit the sync node

1. On the configuration tab of the write_result  node, click the  icon in the toolbar.

2. Commit the node.

Not ice   You must set  the Rerun at t ribut e    and Dependent  upst ream node 
parameters before you can commit the node.

i. Click the  icon in the toolbar.

ii. In the Submit  New version  dialog box, enter your comments in the Change descript ion
field.

iii. Click OK.

In a workspace in standard mode, you must click Publish in the upper-right corner after you commit
the sync node.

A node must be committed to the scheduling system so that the scheduling system can
automatically generate and run instances for the node. The scheduling system runs these instances
at the specified t ime from the next  day based on the recurrence sett ings.

Not e   If  you commit a node after 23:30, the scheduling system automatically generates
and runs instances for the node from the third day.

What to do next
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Now you have learned how to configure recurrence and dependencies for a sync node. You can
proceed with the next  tutorial. In the next  tutorial, you will learn how to perform O&M on the
committed node and troubleshoot errors based on the operational logs. For more information, see Run
a node and troubleshoot errors.
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This topic describes how to run and maintain a node, and troubleshoot errors based on logs.

When you configure recurrence and dependencies for the sync node write_result , you have configured the
sync node to run at  02:00 every Tuesday. After you commit this node, you need to wait  until the next
day to view the automatic execution result  of this node. DataWorks allows you to run nodes in the
following modes: test  run, retroactive run, and periodic run. This helps you confirm the run t ime of each
node instance, dependencies among node instances, and whether generated data is as expected.

Test  run: Nodes are manually triggered. We recommend that you use this mode if  you need to check
the run t ime and running of only one node.

Retroactive run: Nodes are manually triggered. We recommend that you use this mode if  you need to
check the run t ime of mult iple nodes and dependencies among them, or if  you need to reperform
data analysis and computing from the specific root node.

Periodic run: Nodes are automatically triggered. After you commit a node, the scheduling system
automatically generates and runs instances for the node from 00:00 the next  day. When the
scheduled t ime of each instance arrives, the scheduling system checks whether the ancestor
instances of the instance have been run. If  all the ancestor instances have been run, the scheduling
system automatically triggers the instance without manual intervention.

Not e   The scheduling system generates instances for manually triggered nodes and auto
triggered nodes based on the same rules.

The scheduling system generates instances of a node for each date within the validity
period of a node, regardless whether the recurrence of the node is set  to minutely, hourly,
daily, weekly, or monthly.

The scheduling system runs the instances generated for the specified run dates only when
the scheduled t ime arrives and generates operational logs for the instances.

The scheduling system does not run the instances generated for other dates. Instead, it
changes the status of the instances to successful when the running condit ions are met.

Test run
1. On the DataStudio page, click the icon in the upper-left  corner and choose All Product s  >

Operat ion Cent er   to go to the Operat ion Cent er   page.

2. In the left-side navigation pane, choose Cycle T ask Maint enance   > Cycle T ask .

3. Find the node that you want to test  and click T est   in the Act ions column.

4. In the Smoke T est   dialog box, set  the Smoke T est  Inst ance Name    and Dat a T imest amp  
parameters and click OK.

5. On the T est  Inst ance    page, click the name of the generated instance. The directed acyclic graph
(DAG) of the instance appears on the right.

Right-click the instance node in the DAG to view its dependencies and details, and stop or rerun this
instance.

6.Run a node and troubleshoot
errors
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Not e

In test  run mode, a node is manually triggered. When the scheduled t ime arrives, the
scheduling system runs the corresponding instance immediately, no matter whether the
ancestor instances have been run.

The sync node write_result  is configured to run at  02:00 every Tuesday. Based on the
instance generation rules described earlier in this topic, if  the data t imestamp, which is
one day before the run date, is set  to Monday for a test  run, the scheduling system runs
the instance for the sync node write_result  at  02:00 on Tuesday. If  the data t imestamp
is not set  to Monday for the test  run, the scheduling system changes the status of the
instance to successful at  02:00 on Tuesday with no operational logs generated.

Retroactive run
A retroactive run is recommended if  you need to check the run t ime of mult iple nodes and
dependencies among them, or if  you need to reperform data analysis and computing from the specific
root node.

1. On the Operat ion Cent er   page, choose Cycle T ask Maint enance   > Cycle T ask  in the left-side
navigation pane.

2. Find the node for which you want to generate retroactive data and choose Pat ch Dat a   > Current
Node Ret roact ively   in the Act ions column.

3. In the Pat ch Dat a   dialog box, set  the parameters and click OK.

Parameter Description

Ret roact ive Inst ance Name     The name of the retroactive instance.

Dat a T imest amp  
The data t imestamp of the retroactive instance.
The retroactive instance is run on the next day of
the specified timestamp.   

Node
The node for which retroactive data will be
generated. The default value is the current node,
which cannot be changed.

Parallelism
Specifies whether to concurrently run the node
with other nodes. Select Disable or specify
several nodes to run concurrently.

4. On the Pat ch Dat a   page, click the name of the generated retroactive instance to view the DAG of
the instance.

Right-click the instance node in the DAG to view its dependencies and details, and stop or rerun this
instance.
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Not e

In retroactive run mode, the running of an instance requires the instance running result
of the previous day. For example, in the scenario in which you configure retroactive
instances to run from September 15, 2017 to September 18, 2017, if  the instance on
September 15 fails to run, the instance on September 16 cannot be run.

The sync node write_result  is configured to run at  02:00 every Tuesday. Based on the
instance generation rules described earlier in this topic, if  the data t imestamp, which is
one day before the run date, is set  to Monday for a retroactive instance, the scheduling
system runs the instance for the sync node write_result  at  02:00 on Tuesday. If  the data
timestamp is not set  to Monday for the retroactive instance, the scheduling system
changes the status of the instance to successful at  02:00 on Tuesday with no
operational logs generated.

Periodic run
In periodic run mode, the scheduling system automatically triggers instances for all nodes based on the
scheduling configuration. No menu item is provided for you to control the periodic run on the Operation
Center page. You can view the instance information and operational logs of a node, for example,
write_result , by using one of the following methods:

On the Operat ion Cent er   page, choose Cycle T ask Maint enance   > Cycle Inst ance  in the left-
side navigation pane. On the page that appears, set  parameters such as the data t imestamp or run
date to search for a specific instance of the node. Then, right-click the instance node in the DAG to
view the instance information and operational logs.

On the Cycle Inst ance  page, click an instance of the node. The DAG of the instance appears.

Right-click the instance node in the DAG to view its dependencies and details, and stop or rerun this
instance.

Not e

If an ancestor node has not been run, its descendant nodes are not run either.

If  the init ial status of an instance is pending, the scheduling system checks whether all its
ancestor instances have been run when the scheduled t ime arrives.

The instance can be triggered and run only after all its ancestor instances have been run
and the scheduled t ime arrives.

If  an instance is pending, check whether all its ancestor instances have been run and
whether the scheduled t ime arrives.
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You can use the ad hoc query feature provided by DataStudio to execute SQL statements in the
MaxCompute project  associated with your DataWorks workspace.

Create an ad hoc query node
1. Log on to the DataWorks console.

2. In the left-side navigation pane, click Workspaces.

3. In the top navigation bar, select  the region where the workspace that you want to manage resides.
Find the workspace in the list  and click Dat a Analyt ics   in the Act ions column.

4. On the left-side navigation submenu, click the Ad Hoc Query icon.

5. In the Ad Hoc Query pane, right-click Ad Hoc Query and choose Creat e Node  > ODPS SQL.

6. In the Creat e Node  dialog box, set  the Node Name and Locat ion  parameters.

Not e   The node name must be 1 to 128 characters in length.

7. Click Commit .

Execute SQL statements
After the ad hoc query node is committed, you can execute SQL statements supported by MaxCompute
in the node. For more information, see MaxCompute SQL overview.

For example, to create a table, enter the following statement and click the  icon:

create table if not exists sale_detail
(
shop_name     string,
customer_id   string,
total_price   double
)
partitioned by (sale_date string,region string);
-- Create a partitioned table named sale_detail.

7.Use an ad hoc query node to
execute SQL statements (Optional)
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In the Est imate MaxCompute Computing Cost  dialog box, check the est imated expense of executing
the SQL statement that you enter, and click Run.

View the execution details and result  in the Runtime Log sect ion. If  the SQL statement is successfully
executed, the result  is shown as OK.

You can execute SQL query statements in the same way.
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