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Legal disclaimer

Alibaba Cloud reminds you to carefully read and fully understand the terms and
conditions of this legal disclaimer before you read or use this document. If you
have read or used this document, it shall be deemed as your total acceptance of this

legal disclaimer.

1. You shall download and obtain this document from the Alibaba Cloud website
or other Alibaba Cloud-authorized channels, and use this document for your
own legal business activities only. The content of this document is considered

confidential information of Alibaba Cloud. You shall strictly abide by the
confidentiality obligations. No part of this document shall be disclosed or
provided to any third party for use without the prior written consent of Alibaba
Cloud.

2. No part of this document shall be excerpted, translated, reproduced, transmitted
, or disseminated by any organization, company, or individual in any form or by
any means without the prior written consent of Alibaba Cloud.

3. The content of this document may be changed due to product version upgrades
, adjustments, or other reasons. Alibaba Cloud reserves the right to modify
the content of this document without notice and the updated versions of this

document will be occasionally released through Alibaba Cloud-authorized
channels. You shall pay attention to the version changes of this document as they
occur and download and obtain the most up-to-date version of this document
from Alibaba Cloud-authorized channels.

4. This document serves only as a reference guide for your use of Alibaba Cloud

products and services. Alibaba Cloud provides the document in the context
that Alibaba Cloud products and services are provided on an "as is", "with all
faults" and "as available" basis. Alibaba Cloud makes every effort to provide
relevant operational guidance based on existing technologies. However, Alibaba
Cloud hereby makes a clear statement that it in no way guarantees the accuracy
, integrity, applicability, and reliability of the content of this document, either
explicitly or implicitly. Alibaba Cloud shall not bear any liability for any errors
or financial losses incurred by any organizations, companies, or individuals
arising from their download, use, or trust in this document. Alibaba Cloud shall

not, under any circumstances, bear responsibility for any indirect, consequent



ial, exemplary, incidental, special, or punitive damages, including lost profits
arising from the use or trust in this document, even if Alibaba Cloud has been
notified of the possibility of such a loss.

5. By law, all the contents in Alibaba Cloud documents, including but not limited
to pictures, architecture design, page layout, and text description, are intellectu
al property of Alibaba Cloud and/or its affiliates. This intellectual property
includes, but is not limited to, trademark rights, patent rights, copyrights, and
trade secrets. No part of this document shall be used, modified, reproduced,
publicly transmitted, changed, disseminated, distributed, or published without
the prior written consent of Alibaba Cloud and/or its affiliates. The names owned

by Alibaba Cloud shall not be used, published, or reproduced for marketing,
advertising, promotion, or other purposes without the prior written consent of
Alibaba Cloud. The names owned by Alibaba Cloud include, but are not limited
to, "Alibaba Cloud", "Aliyun", "HiChina", and other brands of Alibaba Cloud
and/or its affiliates, which appear separately or in combination, as well as the
auxiliary signs and patterns of the preceding brands, or anything similar to the
company names, trade names, trademarks, product or service names, domain
names, patterns, logos, marks, signs, or special descriptions that third parties

identify as Alibaba Cloud and/or its affiliates.

6. Please contact Alibaba Cloud directly if you discover any errors in this document
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Document conventions

Style Description Example
A danger notice indicates a
situation that will cause major Danger:
system changes, faults, physical | Resetting will result in the loss
injuries, and other adverse of user configuration data.
results.
A warning notice indicates a
situation that may cause major . Warning:
system changes, faults, physical | Restarting will cause business
injuries, and other adverse interruption. About 10
results. minutes are required to restart

an instance.
A caution notice indicates
warning information, Notice:
supplementary instructions, If the weight is set to 0, the
and other content that the user | server no longer receives new
must understand. requests.
A note indicates supplemental
instructions, best practices, tips Note:
, and other content. You can use Ctrl + A to select
all files.

> Closing angle brackets are used | Click Settings > Network > Set
to indicate a multi-level menu |network type.
cascade.

Bold Bold formatting is used for Click OK.
buttons, menus, page names,
and other Ul elements.

Courier font |Courier fontis used for Run the cd /d C:/window
commands. command to enter the Windows

system folder.

Italic Italic formatting is used for bae log list --instanceid

parameters and variables.
Instance_ID

[] or [a]|b] This format is used for an ipconfig [-all|-t]
optional value, where only one
item can be selected.




Style Description Example

{} or {a|b} This format is used for a switch {active|stand}
required value, where only one
item can be selected.
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1 Preface

This topic provides an overview of RDS for MySQL, including a disclaimer, terms,

and concepts.
Overview

Alibaba Cloud ApsaraDB for RDS (short for Relational Database Service) is a
stable, reliable, and scalable online database service. Based on Alibaba Cloud
distributed file system and high-performance SSD storage, ApsaraDB for RDS
supports the MySQL, SQL Server, PostgreSQL, and PPAS (compatible with Oracle)
database engines and provides a portfolio of solutions to disaster tolerance,
backup, recovery, monitoring, and migration to facilitate database operation and

maintenance. For information about the benefits of ApsaraDB for RDS, see #unique 4.

This document describes how to configure and manage RDS through the RDSconsole
, helping you better understand the features and functions of ApsaraDB for RDS.
Additionally, you can configure and manage RDS through API and SDK.

If you need technical support, you can call 95187. Alternatively, you can open the
RDSconsole and in the upper-right corner choose More > Support > Open a new
ticket. If your business is complex, you can purchase a support plan to obtain your
exclusive support service from IM enterprise groups, technical service managers

(TAM), and service managers.
For more information about ApsaraDB for RDS, visit ApsaraDB RDSfor MySQL.
Disclaimer

Some product features or services described in this document may be unavailable
for certain regions. See the relevant commercial contracts for specific Terms and
Conditions. This document serves as a user guide only. No content in this document

can constitute any express or implied warranty.
Terms

- Instance: A database service process that takes up physical memory independen
tly. You can specify the memory size, disk space, and database type of an

instance, but only the memory specification determines the performance of the


https://rds.console.aliyun.com/
https://rds.console.aliyun.com/
https://rds.console.aliyun.com/
https://rds.console.aliyun.com/
https://www.alibabacloud.com/support/after-sales
https://www.alibabacloud.com/product/apsaradb-for-rds

instance. After an instance is created, you can delete it or change its configurat
ion as needed.

- Database: A logical unit created in an instance. Multiple databases that each have
a unique name can be created in one instance.

- Region and zone: A region is a physical data center. A zone is a physical area that
has independent power supply and network in a region. For more information,
visit Alibaba Cloud's Global Infrastructure.

Concepts
Item Description
On-premises database A database that is deployed in your on-

premises equipment room or on a cloud
other than ApsaraDB for RDS.

RDS for XX (XX is MySQL, SQL Server, A type of RDS instance. For example
, RDS for MySQL refers to the type of
PostgreSQL, or PPAS.) RDS instance that runs in the MySQL

database engine.



https://www.alibabacloud.com/global-locations

2 Limits of RDS for MySQL

This topic describes the limits of RDS for MySQL. To guarantee stability and

security, you must understand the limits.

The following table describes the limits of RDS for MySQL.

Items

Restrictions

Parameter
modification

The RDSconsole or APIs must be used to modify database
parameters. But some parameters cannot be modified. For more
information, see #unique 6.

Root
permission

The root or sa permission is not provided.

Backup

- Command lines or graphical interfaces can be used for logical
backup.
- For physical backup, the RDSconsole or APIs must be used.

Restoration

- Command lines or graphical interfaces can be used for logical
restoration.

- For physical restoration, the RDSconsole or APIs must be used.

Migration

- Command lines or graphical interfaces can be used for logical
import.

- You can use the MySQL command line tool or Data Transmissi
on Service (DTS) to migrate data.

MySQL storage
engine

- Currently only InnoDB and TokuDB are supported. The
MyISAM engine has defects and may cause data loss. If you
create MyISAM engine tables, they are automatically converted
to InnoDB engine tables. For more information, see \Why does RDS
for MySQL not support the Myl SAM engine?

- The InnoDB storage engine is recommended for performance
and security requirements.

- The Memory engine is not supported. If you create Memory

engine tables, they are automatically converted to InnoDB
engine tables.



https://rds.console.aliyun.com/
https://rds.console.aliyun.com/
https://rds.console.aliyun.com/
https://www.alibabacloud.com/help/doc-detail/52558.htm
https://www.alibabacloud.com/help/doc-detail/52558.htm

Items

Restrictions

Replication MySQL provides a dual-node cluster based on the master/slave
replication architecture, so you manual deployment is not
required. The slave instance in the architecture is invisible to you
, and your application cannot access to the slave instance directly
Restarting RDS | Instances must be restarted through the RDSconsole or APIs.
instances

User, password
, and database

By default, RDSconsole is used to manage users, passwords, and
databases, including operations such as instance creation,

management |instance deletion, permission modification, and password
modification. MySQL also allows you to create a master account
for finer-grained management.
Common - Does not support customized authorization.
account - The account management and database management
interfaces are provided on the RDS console.
- Instances that support common accounts also support master
accounts.
Master account| . gypport customized authorization.
- SQL statements can be used for management.
Network If a MySQL 5.5/5.6 instance is in a classic network and
settings its access mode is safe connection mode, do not enable

net.ipv4.tcp_timestamps in SNAT mode.



https://rds.console.aliyun.com/
https://rds.console.aliyun.com/

3 Quick start

3.1 General process to use RDS for MySQL

This topic describes the general process from purchasing an RDS for MySQL

instance to using it, including creating, setting, and connecting an instance.
Quick Start flowchart

If this is the first time that you use RDS for MySQL, read Limits of RDSfor MySQL before
you purchase an RDS for MySQL instance.

The following flowchart shows the operations you must complete from purchasing

an RDS for MySQL instance to using it.

Create account

Set whitelist Create database Connectto RDS

1. Create an RDSfor MySQL instance

2. Configure a whitelist for an RDSfor MySQL instance

3. Apply for a public endpoint for an RDSfor MySQL instance

4. Create accounts and databases for an RDSfor MySQL instance

5. Connect to an RDSfor MySQL instance



3.2 Create an RDS for MySQL instance
This topic describes how to create an RDS for MySQL instance through the RDS

console.

For information about how to create an RDS instance in other DB engines, see the

following resources:

+ #unique 15
+ #unique_16
+ #unique 17

+ #unique 18

If you want to create an RDS for MySQL instance by calling an API action, see

CreateDBInstance.

For information about the pricing of RDS for MySQL instances, see #unique_20.
Prerequisites

You have registered an Alibaba Cloud account.

For more information, see Sgn up with Alibaba Cloud.

By
Precautions

- Subscription instances cannot be converted to pay-as-you-go instances.

- Pay-as-you-go instances can be converted to subscription instances. For more

information, see Switch from pay-as-you-go billing to subscription billing.
- By default, each Alibaba Cloud account can create up to 30 pay-as-you-go RDS

instances. You can open a ticket to apply for an increase to the limit.
Procedure

1. Log on to the RDSconsole.

2. On the Instances page, click Create Instance.


https://www.alibabacloud.com/help/doc-detail/50482.html
https://workorder-intl.console.aliyun.com/console.htm#/ticket/createIndex
https://rds.console.aliyun.com/?spm=5176.doc43185.2.7.mR2Syx

3. Select a billing method:

- Pay-As-You-Go: indicates post payment (billed by hour). For short-term
requirements, create pay-as-you-go instances because they can be released at
any time to save costs.

- Subscription: indicates prepayment. You must pay when creating an instance.
For long-term requirements, create subscription instances because they are
more cost-effective. Furthermore, the longer the subscription, the higher the
discount.

4. Set the following parameters.

Parameter Description

Region Select the region in which the RDS instance to be purchased
will be located. The region cannot be changed after the
instance is created. We recommend that you:

- Select the same region as the corresponding ECS instance
to avoid incurring charges for Internet traffic usage and
guarantee fast access.

- Check whether the selected region supports your required
MySQL version and whether multi-zone support is available.

Data}base Select a DB engine.
Engine
In this example, select MySQL.
Note:
The available DB engines vary depending on the region you
select.
Version Select a version of MySQL. You can select MySQL 5.5, 5.6, 5.7, or
8.0.
Note:

The available versions vary depending on the region you
select.




Parameter

Description

Edition

Select an RDS edition. Valid values:

- Basic: The DB system has only one instance. In this edition,
computation is separated from storage, which is cost-
effective. However, we recommend that you do not use this
edition in production environments.

- High-availability: The DB system has two instances: one
master instance and one slave instance. The two instances
work in a classic high-availability architecture.

- Enterprise Edition: The DB system has three instances: one
master instance and two slave instances. The three instances
are located in three different zones in the same region to
guarantee service availability. This edition is available to the
China (Hangzhou), China (Shanghai), China (Shenzhen), and
China (Beijing) regions.

Note:
The available editions vary depending on the DB engine
version you select. For information about the RDS editions,
see #unique_22.

Storage Type

Select a storage type. Valid values:

- Local SSD: An SSD that is located on the same node as the DB
engine. Storing data to local SSDs reduces I/O latency.

- Standard SSD: An elastic block storage device that is
designed based on a distributed storage architecture. Storing
data to cloud SSDs makes separation between computation
and storage possible.

- Enhanced SSD: An SSD that is designed based on the new-
generation distributed block storage architecture and the
25 GB and RDMA technologies to reduce single-link latency.
Each enhanced SSD can process up to 1,000,000 random read
and write requests.

For more information, see #unique 23.




Parameter

Description

Zone

Select a zone.

A zone is a physical area within a region. Different zones in the
same region are basically the same. You can deploy the master

and slave instances in the same zone or in different zones.

Multi-zone deployment is more secure because it provides zone

-level disaster tolerance.

Network Type

Select a network type. Valid values:

- Classic Network: indicates a traditional network.

- VPC (recommended): short for Virtual Private Cloud. A VPC
is an isolated network environment and therefore provides
higher security and performance than a classic network.

Note:
Make sure the network type of the RDS instance is the same
as that of your ECS instance so that the ECS instance can
access the RDS instance through the intranet.

Type

Select an RDS instance type.

The RDS instance type specifies the specifications of the RDS
instance. Each type supports a specific number of CPU cores,
memory size, maximum number of connections, and maximum

IOPS. For more information, see #unique_24.

Valid values:

- General-purpose instance: provides dedicated memory and
I/0 resources, but shares the CPU and storage resources with
the other general-purpose instances on the same server.

- Dedicated instance: provides dedicated CPU, memory,
storage, and I/0 resources.

- Dedicated host: provides all the CPU, memory, storage, and I/
O resources on the server where it is located.
For example, 8 Cores 32 GB (Basic) indicates a general-purpose
instance, and 8 Cores 32 GB (Dedicated) indicates a dedicated

instance.




Parameter Description

Capacity The capacity is used for storing data, system files, binlog files,

and transaction files.

5. Optional. Set the duration of the billing method for a subscription instance and

specify the number of instances to be created. Then, click Buy Now.

Note:

For a subscription instance, you can:

- Select Auto Renew in the Duration section. Then the system can automatically
deduct fees to extend the validity period of the instance. For example, if you
purchase a three-month subscription instance with Auto Renew selected,
the system automatically deducts frees of three months when the instance is
about to expire.

- Click Add to Cart and then click the cart to place the order.

6. On the Order Confirmation page, read and confirm you agree to Terms of Service,
Service Level Agreement, and Terms of Use by selecting the checkbox, confirm

the order details, and click Pay Now.
What to do next

Log on to the RDSconsole, select the target region, and view the instance details.
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After the RDS instance is created, you must configure whitelists and create accounts for it. If
you want to connect to the RDS instance through the Internet, you must also apply for

a public endpoint for it. After all is done, you can connect to the RDSinstance.
FAQ

How do I authorize a RAM user to manage RDS instances?


https://rdsnext.console.aliyun.com

See #unique_25.

APIls

API Description

#unique_26 Used to create an RDS instance.

3.3 Configure a whitelist for an RDS for MySQL instance

This topic describes how to configure a whitelist for an RDS for MySQL instance.
After you create an RDS instance, you must configure a whitelist for it to allow

external devices to access the instance.
RDS for PostgreSQL provides two types of whitelists::

- IP address whitelist: Add IP addresses to a whitelist so that these IP addresses

can access the RDS instance.

Note:
The default whitelist is an IP address whitelist that contains only the default IP
address 127.0.0.1. This default IP address means that no devices can access the
RDS instance.
- VPC security group whitelist: Add a VPC security group to a whitelist so that all

ECS instances in the VPC security group can access the RDS instance.

A whitelist can be used to improve the security of your RDS instance. We
recommend that you periodically check and adjust your whitelists to maintain RDS
security. Configuring a whitelist does not affect the normal running of the RDS

instance.
Configure an IP address whitelist
Precautions

- The default IP whitelist can only be edited or cleared, but cannot be deleted.

- If you log on to DMS but the DMS server IP address has not been added to the
whitelist, DMS prompts you to add the IP address and automatically generates a
whitelist containing the IP address.

- You must confirm which network isolation mode your RDS instance is in before

configuring the whitelist. See the corresponding operations based on the

network isolation mode.



Basic Information

Data Security

Whitelist Settings | SQL Audit S Encryption

Network isolation mode: enhanced whitslist. Each of the following whitslists serve a classic network o VPC. Create Whitelist

Edit Cl
127001
Whitelist Settings Description
Basic Information
Data SECUrlty
Accounts
Whitslist Settings

Databases
T Network isolation mode: standard whitelit. The following whitelsts contain IP addresses from both dassic networks and VPCs.
Monitoring and Alert.. e
Data Security 127001
Service Availability Whitelst Settings Description

E] Note:

The private networks to which RDS instances belong are divided into two types:
Classic Network and VPC.

- Classic network: Alibaba Cloud automatically allocates IP addresses. Users only
need to perform simple configurations. This network type is suitable for new

users.
- VPC: You can customize the network topology and IP addresses. It supports
leased line connection, and is suitable for advanced users.

If the network isolation mode is enhanced whitelist mode

1. Log on to the RDSconsole.

2. In the upper-left corner of the page, select the region where the target instance is

located.
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3. Find the target instance and click its ID.

4. In the left-side navigation pane, click Data Security.


https://rds.console.aliyun.com/

5. On the Whitelist Settings tab page, follow these instructions based on your

scenario:

- To access the RDS instance from an ECS instance located within a VPC, click

Edit for default VPC whitelist.

- To access the RDS instance from an ECS instance located within the classic

network, click Edit for the default Classic Network whitelist.

- To access the RDS instance from a server or computer located in a public

network, click Edit for the default Classic Network whitelist.

Note:

- To allow ECS to access RDS through the intranet (VPC or classic network),
make sure that the two instances are in the same region and have the same

network type. Otherwise, the connection fails.

- You can also click Create Whitelist to create a new whitelist. In the displayed
Create Whitelist dialog box, select a network type: VPC or Classic Network/
Public IP.

Parameters



6. In the displayed Edit Whitelist dialog box, add the IP addresses that need to

access the instance, and then click OK.

- If you add an IP address range, such as 10.10.10.0/24, any IP address in the
10.10.10.x format can access the RDS instance.

- To add multiple IP addresses or IP address ranges, separate them with a
comma (without spaces), for example, 192.168.0.1,172.16.213.9.

- You can click Add Internal IP Addresses of ECS Instances to display the IP
addresses of all the ECS instances under your Alibaba Cloud accoun. and add

to the whitelist.

Note:



After you add any IP address to the default whitelist, the default IP address

127.0.0.1 is automatically removed.

Edit Whitelist

Network Type: WPC Classic Network/Public IP
You currently cannot configure network isolation settings. You must
enable enhanced whitelists first before configuring network isolation
settings.

Whitelist Name™: def

[i;
o

Whitelist™: 127.0.0.1

Add Internal IP Addresses of ECS Instances |
You can add 999 more entries.

If the network isolation mode is standard whitelist mode

1. Log on to the RDSconsole.

2. In the upper-left corner of the page, select the region where the target instance is
located.

3. Find the target instance and click its ID.

4. In the left-side navigation pane, click Data Security.


https://rds.console.aliyun.com/

5. On the Whitelist Settings tab page, click Edit for the default whitelist.

-
|:| Note:

You can also click Create Whitelist to create another whitelist.

Whitelist Settings it SSL Encryption
Network isolation mods: standard whitzlist. The following whitelists contain IP addresses from both classic networks and VPCs. Enable Enhanced Whitslist (Recommended)

127.0.0.1

Whitelist Settings Description

6. In the displayed Edit Whitelist dialog box, add the IP addresses that need to

access the instance, and then click OK.

- If you add an IP address range, such as 10.10.10.0/24, any IP address in the
10.10.10.x format can access the RDS instance.

- To add multiple IP addresses or IP address ranges, separate them with a

comma (without spaces), for example, 192.168.0.1,172.16.213.9.

- You can click Add Internal IP Addresses of ECS Instances to display the IP
addresses of all the ECS instances under your Alibaba Cloud accoun. and add

to the whitelist.

o
|:_| Note:



After you add any IP address to the default whitelist, the default address

127.0.0.1 is automatically removed.

Edit Whitelist

Network Type: WPC Classic Network/Public IP
You currently cannot configure network isolation settings. You must
enable enhanced whitelists first before configuring network isolation
settings.

Whitelist Name™: default

Whitelist™: 127.0.0.1

Add Internal IP Addresses of ECS Instances |
You can add 999 more entries.

How to Locate the Local IP Address

Common incorrect settings

- If the IP address whitelist contains only the default address 127.0.0.1, no device
is allowed to access the RDS instance. Therefore, you must add IP addresses of
devices to the whitelist to allow access to the instance.

- The IP address in the whitelist is 0.0.0.0, but the correct format is 0.0.0.0/0.

% Note:



0.0.0.0/0 indicates that all devices are allowed to access the RDS instance.

Exercise caution when using this IP address.

- If the enhanced whitelist mode is enabled, check the following:

- To connect to the RDS instance through the VPC address of the RDS instance,
make sure that the private IP address of the ECS instance is added to the
default VPC whitelist.

- To connect to the RDS instance through the classic network address of the RDS
instance, make sure that the private IP address of the ECS instance is added to

the default Classic Network whitelist.

- To connect to the RDS instance through ClassicLink, make sure that the private
IP address of the ECS instance is added to the default VPC whitelist.

- To connect to the RDS instance through the public address of the RDS

instance, make sure that the public IP address of the device is added to the

default Classic Network whitelist.

- The public IP address that you add to the whitelist may not be the real outbound

IP address. The reasons are as follows:

- The public IP address is not fixed and may dynamically change.

- The tools or websites used to query the public IP addresses may provide

wrong IP addresses.
For more information, see #unique 29.
Configure an ECS security group

An ECS security group is a virtual firewall that is used to control the inbound and
outbound traffic of ECS instances in the security group. After an ECS security group
is added to the RDS whitelist, the ECS instances in the security group can access the

RDS instance.
For more information, see Create a security group.
Precautions

- RDS versions that support an ECS security group are MySQL 5.6 and 5.7.
- You can configure both the IP address whitelists and an ECS security group. The
IP addresses in the whitelists and the ECS instances in the security group can all

access the RDS instance.

- You can only add one ECS security group to an RDS instance.


https://www.alibabacloud.com/help/doc-detail/65412.htm
https://www.alibabacloud.com/help/doc-detail/25468.htm?spm=a2c63.p38356.a3.2.42187afeEXhLP9

- Updates to the ECS security group are automatically synchronized to the

whitelist in real time.
Procedure

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target instance is located.
3. Find the target instance and click its ID.

4. In the left-side navigation pane, click Data Security.

5. On the Whitelist Settings tab page, click Add Security Group.

Note:
Security groups with a VPC tag are within VPCs.

6. Select a security group and click OK.

APIs
API Description
#unique 30 Used to view the IP address whitelist of
an RDS instance.
#unique 31 Used to modify the IP address whitelist
of an RDS instance.

3.4 Create accounts and databases for an RDS for MySQL
instance

This topic describes how to create accounts and databases for an RDS for MySQL

instance.

For information about how to create accounts and databases in other DB engines,
see the following resources:

+ #unique 32

+ #unique_33

+ #unique 34

+ #unique 35

+ #unique_36

+ #unique 37
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Account types

RDS for MySQL supports two types of database accounts: premier accounts and

standard accounts. You can manage all your accounts and databases through the

RDS console. For information about specific permissions, see Supported database

permissions according to account type .

Account |Description
type
Premier - Can only be created and managed through the RDS console or API.
account | . pach RDS for MySQL instance can have only one premier account,
which can be used to manage all databases and standard accounts.
- Has more permissions than standard accounts and can manage
permissions at a more fine-grained level. For example, it can assign
table-level query permissions to other accounts.
- Can disconnect the connections established by any other accounts.
Standard | . Can be created and managed through the RDS console, API, or SQL
account statements.
- Each RDS for MySQL instance can have up to 200 standard accounts.
- Must be manually authorized with database permissions.
- Cannot create or manage other accounts, or terminate the
connections established by other accounts.
Account Type |Number of Number of Number of users
databases tables
Premier Unlimited <200,000 Varies depending on the
account instance kernel parameters.
Standard 500 < 200,000 Varies depending on the
account instance kernel parameters.

Differences between the premier account permissions and SUPER permissions

Premier account permissions

- Can manage all databases and standard accounts. Supported database permissions

according to account type lists the permissions of the premier account.

- Can terminate the connections established by other accounts.

- Running the show processlist command shows only the processes of the

current account, excluding processes on the control level.




SUPER permissions

To prevent potential incorrect operations, RDS for MySQL does not provide the

SUPER permissions.
- Can terminate any connections.
- Running the show processlist command shows all processes, including
processes on the control level.
- Can use the SET statement to modify any global variables.
- Can use the CHANGE MASTER and PURGE MASTER LOGS commands.

- Can perform operations on files stored on the host.
Create the premier account

1. Log on to the RDSconsole.
2. Select the target region.
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3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Accounts.
5. Click Create Account.
< [~ ] ... (Running) [ % Back to Instance List Operation Guide Log On to DB Create Data Migration Task Restart Instance Back Up Instance C Refresh =
[—1@ — o
Database Connection Refresh

Monitoring and Alert.
D) Could not find any record that met the condition.
Data Security

Service Availability =
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6. Set the following parameters.

Parameter |Description

Database The account name must be 2 to 16 characters in length and can
Account contain lowercase letters, numbers, and underscores (_). It must
start with a letter and end with a letter or number.

Account Select Premier Account.

Type

Password | phe account password must be 8 to 32 characters in length

and contain at least three of the following types of characters
: uppercase letters, lowercase letters, numbers, and special

characters. The allowed special characters are as follows:

1@#$ % A &* () _+-=

Re-enter Enter the password again.
Password
Note Optional. Enter details about the premier account to better

identify it. You can enter up to 256 characters.

7. Click OK.
Reset the permissions of the premier account

If the premier account is abnormal (for example, the account permissions are

unexpectedly revoked), you can reset the permissions. To do so, follow these steps:

1. Log on to the RDSconsole.
2. Select the target region.
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3. Find the target RDS instance and click the instance ID.

4. In the left-side navigation pane, click Accounts.


https://rdsnext.console.aliyun.com

5. Find the premier account and in the Actions column click Reset Permissions.

Accounts
Accounts Service Account Permissions
Rere
wendang_yang Supsruser Account ~  None Delst:
6. Enter the password of the premier account and click OK.
Create a standard account
1. Log on to the RDSconsole.
2. Select the target region.
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3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Accounts.
5. Click Create Account.
< ' | e (Running) | % Back to Instance List Operation Guide Log On to DB Create Data Migration Task Restart Instance Back Up Instance C Refresh =

Basic Information

Accounts Service Account Permissions
Databases

Database Proxy

Accounts

Monitoring and Alert.
D Could not find any record that met the condition.
Data Security

Service Availability =

6. Set the following parameters.

Parameter |Description

Database The account name must be 2 to 16 characters in length and can
Account contain lowercase letters, numbers, and underscores (_). It must
start with a letter and end with a letter or number.

Account Select Standard Account.

Type



https://rdsnext.console.aliyun.com

Parameter

Description

Authorized
Databases

Grant permissions on one or more databases to the account. This
parameter is optional. You can also grant permissions to the
account after the account is created.

a. Select one or more databases from the left area and click
Authorize > to add the selected databases to the right area.

b. In the right area, click Read/Write, Read-only, DDL Only, or
DML Only.
If you want to grant the permissions for multiple databases in
batches, select all the databases and in the upper-right corner

click the button such as Full Control Read/Write.

Note:
The button in the upper-right corner changes as you click.
For example, after you click Full Control Read/Write, the
permission changes to Full Control Read-only.

Password

The account password must be 8 to 32 characters in length
can contain at least three of the following types of characters
: uppercase letters, lowercase letters, numbers, and special

characters. The allowed special characters are as follows:

L@#$ %~ &* () _+-=

Re-enter
Password

Enter the password again.

Note

Optional. Enter details about the standard account to better
identify it. You can enter up to 256 characters.

7. Click OK.

Create a database

1. Log on to the RDSconsole.
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2. Select the target region.
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3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Databases.
5. Click Create Database.
< ' % Back to Instance List Operation Guide Log On to DB Create Data Migration Task Restart Instance Back Up Instance C Refresh =

D Could not find any record that met the condition.

6. Set the following parameters.

Parameters |Description
Database The account name must be 2 to 16 characters in length and can
Name contain lowercase letters, numbers, underscores (_), and hyphens
(). It must start with a letter and end with a letter or number.
Supported |Select utf8, gbk, latinl, or utf8mb4.
Character
Set If you need another character set, select all and then select the
character set from the list.
Authorized |Select the account that needs to access this database. You can also
Account leave this parameter blank and set the authorized account after
the database is created.
il
|:| Note:
Only standard accounts are displayed, because the premier
account has all permissions for all databases.
Account Select Read/Write, Read-only, DDL only, or DML only.
Type




Parameters

Description

Description

Optional. Enter details about the database to better identify it. You
can enter up to 256 characters.

7. Click OK.

Supported database permissions according to account type

Account Permiss| Permission
type type
Premier] N/A SELECT INSERT UPDATE DELETE CREATE
account DROP RELOAD  |PROCESS |REFERENCESINDEX
ALTER CREATE LOCK EXECUTE REPLICATIO
TEMPORARYTABLES N SLAVE
TABLES
REPLICATIO| CREATE SHOW CREATE ALTER
N CLIENT VIEW VIEW ROUTINE ROUTINE
CREATE EVENT TRIGGER N/A N/A
USER
StandardRead- |SELECT LOCK SHOW PROCESS REPLICATIO
account{ only TABLES VIEW N SLAVE
REPLICATIO| N/A N/A N/A N/A
N CLIENT
Read/ |SELECT INSERT UPDATE DELETE CREATE
write DROP REFERENCESINDEX ALTER CREATE
TEMPORARY)
TABLES
LOCK EXECUTE CREATE SHOW CREATE
TABLES VIEW VIEW ROUTINE
ALTER EVENT TRIGGER PROCESS REPLICATIO
ROUTINE N SLAVE
REPLICATIO| N/A N/A N/A N/A
N CLIENT
DDL CREATE DROP INDEX ALTER CREATE
only TEMPORARY
TABLES
LOCK CREATE SHOW CREATE ALTER
TABLES VIEW VIEW ROUTINE ROUTINE




Account Permiss| Permission
type | type
PROCESS REPLICATIO| REPLICATIO| N/A N/A
N SLAVE N CLIENT
DML SELECT INSERT UPDATE DELETE CREATE
only TEMPORARY
TABLES
LOCK EXECUTE SHOW EVENT TRIGGER
TABLES VIEW
PROCESS REPLICATIO| REPLICATIO| N/A N/A
N SLAVE N CLIENT
FAQ
Can I use an account that I create to operate read-only instance?
An account created in your master RDS instance is synchronized to the read-only
instances attached to the master instance. However, you cannot manage the
account in the read-only instances. The account only has the read permissions for
the read-only instances.
APIs
API Description
#unique 38 Used to create an account for an RDS
instance.
#unique_39 Used to create a database for an RDS
instance.

3.5 Connect to an RDS for MySQL instance

This topic describes how to connect to an RDS for MySQL instance. After

completing the initial configuration, you can connect to your RDS instance from an

ECS instance or your computer.

For information about how to create accounts and databases in other DB engines,

see the following resources:

+ #unique_15

+ #unique 40



+ #unique 41

+ #unique 42
Background information

After you create an instance, configure a whitelist, and create an account, you can use DMS,
a database client, or CLI to connect to your RDS instance. You can also set the IP

address, port, and account information in applications to connect.
Use DMS to connect to an RDS instance

DMS is a graphical data management service provided by Alibaba Cloud. It can be
used to manage non-relational databases and relational databases, and supports
data and schema management, user authorization, security audit, data trends, data

tracking, BI charts, and performance and optimization.
For more information, see Use DMSto log on to an RDSinstance.
Use a database client to connect to an RDS instance

ApsaraDB RDS for MySQL is fully compatible with MySQL. You can connect to an
RDS instance from any general-purpose database client in the similar way you
connect to a MySQL database. This section describes how to use HeidiSQL to connect

to an RDS instance.
1. Start HeidiSQL.

2. In the lower-left area of the Session manager dialog box, click New.

3. Enter the information of the RDS instance to be connected. The following table

describes the parameters.

Parameter Description

Network type The method of connecting to the RDS instance. Select
MariaDB or MySQL (TCP/IP).
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Parameter

Description

Hostname/IP

Enter the private or public IP address of the RDS instance.

- If your database client is deployed in an ECS instance
that is in the same region and has the same network
type as the RDS instance, you can use the private IP
address of the RDS instance. For example, if the ECS
and RDS instances are both in a VPC located in the
China (Hangzhou) region, then you can use the private
IP address of the RDS instance to create a secure,
efficient connection.

- In the other situations, use the public IP address of the
the RDS instance.

You can obtain the private and public IP addresses of the

RDS instance by completing the following steps:

a. Log on to the RDSconsole.

b. In the upper-left corner of the page, select the region
where the RDS instance is located.

c. Find the RDS instance and click its ID.

d. On the displayed Basic Information page, find

the private and public IP addresses and their

corresponding port numbers.

Basic Information

China East 1 (Hangzhou)ZoneB

[fniranct Addres]
[intermet Address]

User

The username of the account that you use to access the
RDS instance.

Password

The password of the account that you use to access the
RDS instance.
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Parameter

Description

Port

The port for the RDS instance to establish a connection
. If you use the private IP address of the RDS instance to
establish a connection, enter the private port number

. If you use the public IP address of the RDS instance to

establish a connection, enter the public port number.

8 Session manager

Session name -~
2 Unnamed
. Unnamed-1

., Unnamed-2

MNew |" Save

4. Click Open.

7 *
& Settings # Advanced [yl Statistics
Network type: MariaDB or MySQL (TCP/IF) e
Hostname [ IP: |rm- nysgl.rds.aliyuncs.com
[ Prompt for credentials
Use Windows authentication
User: I
Password: (TIITTITTIT]
Port: 3306 :
[]Compressed client/server protocol
Databases: Separated by semicolon v
Comment:
Delete Cancel More |¥

If the entered information is correct, the RDS instance can be connected.

8 Unnamed-1\mysql A - HeidiSOL 10.1.0.5492

File Edit Search Tools Goto Help

- RERom O -2

. Database filter |r_ Table filter

~ I Unnamed-1

custm_info

informm 0B

mysql

v . mysql mseem 101.7 MiB

I com 75.6 MiB
I ocust 24.5 MiB
I deta = 1.5 MiB
™ sim 16.0 KiB
I usel 16.0 KiB

online

perfo

sdc

sys

EZ|OMPMOOUXPpP-n-AQOJ4&H< 58

0| 010

B Hostrm .. Database: mysq] P Query

Name ~ Rows Size Created Updated Engine Comment Type
I com 945,820 75.6 MiB | 2019-07-03 16:1..  2019-08-08 11:1..  InnoDB Table
I cuse 158,292 24.5 MiB  2019-07-03 1&:1... 2019-08-08 134.. InnoDB Table
I~ det: . 9014 1.5 MiB 2019-07-03 16:1...  2019-08-06 14:0.. InnoDB Table
r simm . 100 16.0 KiB 2019-07-03 16:1...  2019-07-03 16:1... InnoDB Table
I use 100 16.0 KiB 2019-07-03 16:1..  2019-07-03 16:1... InnoDB Table




Use the CLI to connect to an RDS instance

If MySQL is installed on your server, you can use the CLI to connect to an RDS

instance as follows:

mysql —-h<Host name> -P<Port number> -u<Username> -p<Password> -D<RDS
instance name>

Field

Description

Example

-h

The private or public IP address
of the RDS instance. For more
information, see #unique 44.

FM—bPXXXXXXXXXXXXXX.mysql.rds

.aliyuncs.com

The port for the RDS instance to
establish a connection.

- If you use the private IP address
of the RDS instance to establish
a connection, enter the private
port number.

- If you use the public IP address
of the RDS instance to establish
a connection, enter the public
port number.

Note:

- The default port number is
3306.

- If the port used by the RDS
instance to establish a
connection is Port 3306, you
can retain the default value.

3306

The username of the account that
you use to access the RDS instance

root




Field Description Example

-p The password of the account password233
that you use to access the RDS
instance.

Note:
This field is optional.

- If you do not enter the
password in this field, the
system prompts you to
enter the password during
subsequent operations.

- If you enter the password in
this field, note that no spaces
are allowed between -p and

the entered password.

-D The name of the RDS instance you [mysql
want to access.

Note:

- This field is optional.

- You can enter only the RDS
instance name with -D
removed.

Figure 3-1: Example of connecting to an RDS instance through CLI

Commands end with ; o

Oracle, MariaDB Corporation Ab and others.

for help. Type '\c' to clear the current input statement.




3.6 What do I doif | cannot connect an ECS instance to an
ApsaraDB for RDS instance?
This topic describes what you can do if you cannot connect an ECS instance to an

RDS instance in various situations.

If you fail to connect ECS to RDS, one common reason is that the network type of
the ECS instance differs from that of the RDS instance. Another common reason is
that the IP address whitelist for the RDS instance does not contain the required IP

addresses. The most common reasons and corresponding solutions are as follows:
ECS and RDS belong to different network types
The ECS instance runs in a VPC while the RDS instance runs in a classic network.

- Solution 1 (recommended): Switch the RDS instance from its classic network to

the VPC where the ECS instance resides. For detailed steps, see #unique 27.

Note:
The RDS instance must run in the same VPC as the ECS instance after the
switching so that they can communicate with each other through the intranet.
- Solution 2: Purchase another ECS instance that runs in the classic network
because ECS instances cannot be switched from a VPC to the classic network. A
VPC is safer than the classic network. Therefore, we recommend that you use a
VPC.
- Solution 3: Connect the ECS instance to the RDS instance through the Internet
by using the public address of the RDS instance. This solution is inferior to

solutions 1 and 2 in terms of performance, security, and stability.
The ECS instance runs in the classic network while the RDS instance runs in a VPC.

- Solution 1 (recommended): Switch the ECS instance from the classic network to

the VPC where the RDS instance resides.

Note:
The ECS instance must run in the same VPC as the RDS instance after the
switching so that they can communicate with each other through the intranet.
- Solution 2: Switch the RDS instance from its VPC to the classic network. However
, a VPC is safer than the classic network. Therefore, we recommend that you use

a VPC.



- Solution 3: Use the ClassicLink function. This function allows the ECS instances
in the classic network to communicate with the resources in a VPC through the
intranet.

- Solution 4: Connect the ECS instance to the RDS instance through the Internet

by using the public address of the RDS instance. This solution is inferior to

solutions 1, 2, and 3 in terms of performance, security, and stability.
ECS and RDS are in different VPCs

Each VPC is a logically isolated network on Alibaba Cloud. If the ECS instance and
RDS instance both run in VPCs, they must be in the same VPC so that they can

communicate with each other through the intranet.

- Solution 1 (recommended): Switch the RDS instance to the VPC where the ECS

instance is located.

Specifically, switch the RDS instance from its VPC to the classic network and then
switch from the classic network to the VPC where the ECS instance resides. For
detailed steps, see #unique 27.

- Solution 2: Establish an Express Connect channel between the two VPCs. For
detailed steps, see Interconnect two VPCs under the same account.

- Solution 3: Connect the ECS instance to the RDS instance through the Internet.
This solution is inferior to solutions 1 and 2 in terms of performance, security,

and stability.
ECS and RDS are in different regions

If the ECS instance is located in a region different from the RDS instance, they

cannot communicate with each other through the intranet.

- Solution 1: Release the ECS or RDS instance and purchase instances again.

- Solution 2: Set the network types of the ECS instance and RDS instance to VPCs,
and establish an Express Connect channel between the two VPCs. For detailed
steps, see #unique_27 and #unique_46.

- Solution 3: Connect the ECS instance to the RDS instance through the Internet.
This solution is inferior to solutions 1 and 2 in terms of performance, security,

and stability.
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Incorrect IP address whitelist settings

- The whitelist contains only the default IP address 127.0.0.1, which indicates that
no devices are allowed to access the RDS instance. You need to add the IP address

of the ECS instance to the whitelist. For detailed steps, see #unique 47.

- The IP address in the whitelist is 0.0.0.0. However, the correct format is 0.0.0.0/0.

Note:
0.0.0.0/0 indicates that all devices are allowed to access the RDS instance. Please

use it with caution.
- The whitelist is set to the enhanced security mode. In this case, you need to check the

following:

- If you want the ECS instance to connect to the RDS instance through the VPC
address, ensure that the private IP address of the ECS instance is added to the
VPC whitelist of the RDS instance.

- If you want the ECS instance to connect to the RDS instance through the classic
network address, ensure that the private IP address of the ECS instance is

added to the classic network whitelist of the RDS instance.

- If you want the ECS instance to connect to the RDS instance through the
Internet address, ensure that the public IP address of the ECS instance is
added to the classic network whitelist of the RDS instance. The VPC whitelist

does not restrict access from the Internet.

- The public IP address that you add to the whitelist is not the real outbound IP

address of the ECS instance. Possible reasons are as follows:

- The public IP address is not fixed and may change.

- The IP address query tool or website may provide inaccurate IP addresses.
To find out the real IP address, see Locate the real |P address.
Domain name resolution failures

If your Domain Name Server (DNS) fails or its network interface card (NIC)
configuration is changed, domain name resolution may fail. You can run the ping
and telnet commands to check whether you can properly connect to the RDS

instance.

ping <domain name>
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telnet <domain name><port number>

Example:

If the communication is abnormal, you can modify the NIC configuration file of

your DNS to resolve the problem by completing the following steps:
1. Modify the NIC configuration file.

vi /etc/sysconfig/network-scripts/<name of the NIC configuration
file>

Note:
Fill the name of the NIC used by the ECS server in the <name of the NIC
configuration file> field. You can run the - fconfig command to check the suffix.
The default suffix is ifcfg-eth0.
2. Add the following information to the end of the NIC configuration file:

DNS1=100.100.2.136
DNS2=100.100.2.138

Note:
If the DNS1 and DNS2 parameters are set, you need to change their settings to the

IP addresses shown above.

DEVICE=eth®
BOOTPROTO=dhcp
ONBOOT=yes

DN51=100.100.2.136
DN52=100.100.2.138

3. Run the following command to restart your network service:

systemctl restart network

4. Run the following command to check whether the modification is successful:
cat /etc/resolv.conf

Common connection failures and solutions



Database | Error message Cause Solution
type
MySQL | . ERROR 2003 (HY000): Can’ t connect | The network Click here.
or to MySQL server on ‘XXX’ (10038, |connectionis
MariaDB 10060, or 110) abnormal.
TX - Cannot connect to the database: XXX
- ERROR 1045 (HY000): #28000ip not in | The IP address Click here.
whitelist whitelist is set
- ERROR 2801 (HY000): #RDS00ip not | improperly.
in whitelist, client ip is XXX
. ERROR 1045 (28000): Access denied | The user name Click here.
for user XXX’ @’ XXX’ (using or password is
password: YES or NO) incorrect.
- ERROR 2005 (HY000): Unknown The DNS cannot | Click here.
MySQL server host ‘xxxxxxx’ (110 |ParseIP addresses
or 11004) properly.
- SQLSTATE[HY000] [2002] php_networ
k_getaddresses: getaddrinfo failed:
Name or service not known
- Name or service not known
SQL Cannot connect to XXX The network Click here.
Server connection is
A network-related or instance-specific |abnormal.

error occurs when a connection is being
established with SQL Server. The server
cannot be found or accessed. Check
whether the instance name is correct

. Also check whether the SQL Server is
configured and allows remote access

. (provider: TCP Provider, error: 0 -

The receiver fails to respond correctly
within the specified period or the host
to be connected does not respond.) (
Microsoft SQL Server, error: 10060 or
258)



https://www.alibabacloud.com/help/doc-detail/91274.htm
https://www.alibabacloud.com/help/doc-detail/91275.htm
https://www.alibabacloud.com/help/doc-detail/91277.htm
https://www.alibabacloud.com/help/doc-detail/92120.htm
https://www.alibabacloud.com/help/doc-detail/91689.htm

Database | Error message Cause Solution

type

Cannot connect to XXX. The. IP .ad(.lress Click here.
whitelist is set
A connection is established with the improperly.

server, but an error occurs during the
login. provider: TCP Provider, error: 0 -
The specified network name is no longer
available.)( Microsoft SQL Server, error
1 64)

PostgreSQl,able to connect to server: The netv.vorl.( Click here.
/PPAS connection is

could not connect to server: Connection |abnormal.
timed out (0x0000274C/10060)Is the
server running on host “XXX.rds.

aliyuncs.com” and acceptingTCP/IP

connections on port XXX?

- server closed the connection The IP address Click here.
unexpectedly This probably means | Whitelistis set
the server terminated abnormally improperly.
before or while processing the
request.

- Error connecting to the server: FATAL
: no pg_hba.conf entry

3.7 Read-only instances

3.7.1 Read-only instances overview
This topic provides an overview of read-only instances in RDS for MySQL. You
can create one or more read-only instances to support a massive number of read

requests and increase the throughput of applications.
Background information

An RDS for MySQL read-only instance is a read-only copy of the corresponding

master instance. Changes to the master instance are automatically replicated to all
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corresponding read-only instances. You can set the replication delay in each read-only

instance.

Note:

- Currently the following MySQL versions and RDS editions support read-only

instances:

- MySQL 8.0 High-availability Edition (with local SSDs)
- MySQL 5.7 High-availability Edition (with local SSDs)
- MySQL 5.6
- Each read-only instance adopts a single-node architecture (that is, without slave

nodes).
Pricing

Read-only instances are billed by using the pay-as-you-go billing method. For more

information, see ApsaraDB RDSfor MySQL pricing.
Features
Read-only instances in RDS for MySQL offer the following features:

- Aread-only instance is located in the same or different zones from its correspond
ing master instance.

- The specifications of a read-only instance do not need to be the same as that
of the corresponding master instance and can be changed at any time. We
recommend that the specifications of a read-only instance be greater than or
equal to that of the corresponding master instance. If the specifications of a read
-only instance is lower than that of the corresponding master instance, the read-
only instance may suffer from high delay or load.

- The network type of a read-only instance can be different from that of its
corresponding master instance.

- No account or database maintenance is required for a read-only instance. Both
accounts and databases are replicated from the corresponding master instance.

- When you create a read-only instance, the system automatically replicates the
whitelists of the corresponding master instance. After a read-only instance is

created, its whitelists are independent of the whitelists of the corresponding
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master instance. If you want to change the whitelists of the read-only instance,
see Configure a whitelist for an RDSfor MySQL instance.

- Read-only instances support monitoring and alerting. Specifically, up to 20
performance metrics, including the disk capacity, IOPS, number of connections,

CPU utilization, and network traffic.
Limits
- The number of read-only instances that a master instance can have varies

depending on its memory size.

Database type Memory Max number of read-only

instances

MySQL > 64 GB 10

<64 GB S5

- Read-only instances do not support backup settings or manual backups.

- Read-only instances do not support the creation of temporary instances through
backup files or backups, or support the overwriting of instances by using backup

sets.

- After a read-only instance is created, the master instance does not support data

recovery through the direct overwriting of instances by using backup sets.
- You cannot migrate data to read-only instances.
- You cannot create or delete databases for read-only instances.
- You cannot create or delete accounts for read-only instances.

- You cannot authorize accounts or change account passwords for read-only

instances.
FAQ

Can the accounts on the master instance be used on the read-only instances

attached with it?

Accounts on the master instance are replicated to the read-only instances. You can
use the accounts to read data from the read-only instances but cannot write data

into the read-only instances.

3.7.2 Create an RDS for MySQL read-only instance
This topic describes how to create an RDS for MySQL read-only instance. You can

create read-only instances to process massive read requests sent to the database



and increase the application throughput. A read-only instance is a read-only copy

of the master instance. Changes to the master instance are also automatically

synchronized to all relevant read-only instances.

For more information, see Read-only instances overview.

Prerequisites

The DB engine version and RDS edition are as follows:

- MySQL 8.0 High-availability Edition (with local SSDs)
- MySQL 5.7 High-availability Edition (with local SSDs)

- MySQL 5.6

Precautions

- You can create read-only instances in your master RDS instance. However, you

cannot switch an existing instance to a read-only instance.

- Creating a read-only instance does not affect your master RDS instance because

the read-only instance replicates data from the slave instance.

- A read-only instance does not inherit the parameter settings of your master RDS

instance. Instead, default parameter settings are generated. You can modify the

parameter settings of a read-only instance on the RDS console.

- The quantity of read-only instances is as follows.

Database type Memory Max number of read-only
instances
MySOQL > 64 GB 10
<64 GB S

- A read-only instance is charged by using the pay-as-you-go billing method.

Specifically, the fees for a read-only instance are deducted once per hour

depending on the instance specifications. For more information, see the "Read-

Only Instances" part at ApsaraDB RDSfor MySQL pricing.
Create a read-only instance

1. Log on to the RDSconsole.
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2. Select the target region.
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5. On the purchase page, choose the configuration of the read-only instance, and

then click Buy Now.
)
[:] Note:

- We recommend that the read-only instance and its corresponding master
instance be located in the same VPC.

- To guarantee sufficient I/0 for data synchronization, we recommend that the
configuration of the read-only instance (specifically, the memory) is greater
than or equal to that of the master instance.

- We recommend that you purchase multiple read-only instances based on

your business needs to improve availability.



6. On the Order Confirmation page, read and confirm you agree to Terms of Service,
Service Level Agreement, and Terms of Use by selecting the checkbox, confirm

the order details, and click Pay Now.
The instance creation takes a few minutes.
View a read-only instance
To view a read-only instance in the instance list, follow these steps:

1. Log on to the RDSconsole.
2. Select the target region.
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3. Find the target read-only instance and click the instance ID.

RDS instances in China(Zhangjiakou) will retain the latest 9 days of the error log, slow log details and slow log statistics. You can save data by OpenAPI for long-term queries.
ApsaraDB for RDS

RDS Management Learning Path
Instances
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Lackad Instances (0) Instance Name v W:Tag
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Running Jul 16, 2019, 16:53 YouGo
N -

To view a read-only instance on the Basic Information page for the master instance,

follow these steps:

1. Log on to the RDSconsole.

Log On to
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2. Select the target region.
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4. On the Basic Information page, move the pointer over the number below Read-

only Instance and click the ID of the read-only instance.
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View the delay time of a read-only instance

When a read-only instance replicates data from the master instance, the read-only
instance may lag behind the master instance by a small amount of time. You can

view the delay on the Basic Information page of the read-only instance.

' (Running) | #Back to Instance List I:l Operation Guide Log On to DB Creste Data Migration Task Restart Instance C Refrash



APIs

API

Description

#unique 53

Used to create an RDS read-only
instance.

3.8 Instance scale-out




4 Data migration and synchronization

4.1 Overview of RDS for MySQL data migration and
synchronization

This topic provides an overview of RDS for MySQL data migration and

synchronization.

Alibaba Cloud uses RDS to provide various data migration and synchronization
solutions to meet different business requirements, such as migrating data to the
cloud, migrating data between different cloud service providers, and synchronizing
data. This allows you to migrate and synchronize databases to Alibaba Cloud

RDS without affecting your business. Alibaba Cloud DTSprovides the capabilities

to migrate the schema, full data, and incremental data of MySQL databases and
synchronize data between MySQL databases in a real-time manner. Additionally,
you can migrate data from RDS for MySQL instances to on-premises databases by

using physical and logical backup files.

Data migration

Scenario Related documentation
Migrate data from an RDS - Upgrade RDSfor MySQL to POLARDB for MySQL with
instance to a POLARDB instance one click

+ Clone data from RDSfor MySQL to POLARDB for MySQL

with one click

Migrate data from an on- - Migrate data to an RDSfor MySQL instance by using
premises database to an RDS for mysgldump
MySQL instance

+ Migrate data from on-premises MySQL to RDSfor MySQL
* Migrate data from on-premises Oracle to RDSfor MySQL

Migrate data from a third-party | . xnique 60
cloud database to an Alibaba

. + Migrate a MySQL database from Google Cloud to Alibaba
Cloud RDS for MySQL instance

Cloud
+ #unique 62
+ #unique 63
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Scenario Related documentation

Migrate data from an RDS Migrate data from RDSfor MySQL to an on-premises MySQL
instance to an on-premises database
MySQL database

4.2 Migrate data to an RDS for MySQL instance by using
mysqldump
This topic describes how to migrate data to an RDS for MySQL instance by using
mysqldump. mysqldump is easy to use but requires your database to go through a
long service downtime. Therefore, we recommend that you use mysqldump when

the data volume is small or a long service downtime is allowed.
Background information

ApsaraDB for RDS is fully compatible with native MySQL. Therefore, the process of
migrating data from your database to an RDS for MySQL instance is similar to the

process of migrating data from one MySQL server to another MySQL server.
Precautions

The data in the tables after migration is case-insensitive and centrally changed to

lowercase letters.
Prerequisites

- You have configured a whitelist, obtained a public endpoint, and created
databases and accounts for the target RDS instance. For more information, see
#unique 65 .

- You have purchased an ECS instance.
Procedure
1. Create an account used to migrate data in your on-premises database.

CREATE USER'username'@'host' IDENTIFIED BY 'password';

Parameter description:

- username: the username of the account.

- host: the name of the host from which you log on to your on-premises

database by using the account. As a local user, you can set this parameter to



localhost. To log on from any host, you can set this parameter to the wildcard

/
%.

- password: the password of the account.

For example, if you want to create an account whose username and password are
Williamand Changme123, respectively, and enable the account to log on to your

on-premises database from any host, then run the following command:

CREATE USER'William'@'%' IDENTIFIED BY 'Changmel23';

2. Grant permissions to the account in your on-premises database.

GRANT SELECT ON databasename.tablename TO 'username'@'host' WITH
GRANT OPTION;

GRANT REPLICATION SLAVE ON databasename.tablename TO 'username'Q@'
host' WITH GRANT OPTION;

Parameter description:

- privileges: the permissions of the account, such as SELECT, INSERT, and
UPDATE. To grant all permissions to the account, set this parameter to ALL.

- databasename: the name of your on-premises database. To grant the
permissions for all databases to the account, set this parameter to the
wildcard *.

- tablename: the name of a table. To grant the permissions for all tables to the
account, set this parameter to the wildcard *.

- username: the username of the account.

- host: the name of the host from which you log on to your on-premises

database by using the account. As a local user, you can set this parameter to



localhost. To log on from any host, you can set this parameter to the wildcard

/
%.

- WITH GRANT OPTION: an optional parameter, which is used to grant the account

the permission to run the GRANT command.

For example, If you want to grant all permissions for all databases and tables to
the account Wi 11liam and allow the account to log on from any host, then run the

following command:
GRANT ALL ON*. x TO '"William'@'%';

3. Use mysqldump to export data from your on-premises database as a data file.

Note:
Do not update the data during the data export. This step exports data only,

excluding stored procedures, triggers, and functions.

mysqldump -h localIp -u userName -p —-opt --default-character-set=
utf8 --hex-blob dbName --skip-triggers > /tmp/dbName.sql

Parameter description:

- locallIp: the IP address of the server where your on-premises database is

located.

- userName: the username of the account used to migrate data from your on-

premises database.

- dbName: the name of your on-premises database.
- /tmp/dbName.sql: the name of the generated backup file.

4. Use mysqldump to export stored procedures, triggers, and functions.

Note:



If no stored procedures, triggers, or functions are used in the database, you can
skip this step. When exporting stored procedures, triggers, and functions, you

must remove the DEFINER parameter to guarantee compatibility with RDS.

mysqldump -h localIp -u userName -p —-opt --default-character-set=
utf8 --hex-blob dbName -R | sed -e 's/DEFINER[ J*=[ J*x[A*x]*\*/\*/'
> /tmp/triggerProcedure.sql

Parameter description:

- locallIp: the IP address of the server where your on-premises database is

located.

- userName: the username of the account used to migrate data from your on-

premises database.
- dbName: the name of your on-premises database you want to migrate.
- /tmp/triggerProcedure.sql: the name of the generated backup file.
5. Upload the data file and stored procedure file to your ECS instance.

In this example, assume that you want to upload the files to the following

directories on your ECS instance:

/tmp/dbName.sql
/tmp/triggerProcedure.sql

6. Log on to your ECS instance and import the data file and stored procedure file to

the target RDS instance.

mysql -h intranet4example.mysql.rds.aliyuncs.com -u userName -p
dbName < /tmp/dbName.sql

mysql —-h +dintranet4example.mysql.rds.aliyuncs.com -u userName -p
dbName < /tmp/triggerProcedure.sql

Parameter description:

- dintranet4example.mysql.rds.aliyuncs.com: the endpoint of the target RDS
instance. A private endpoint is used as an example.

- userName: the username of the account used to migrate data to the RDS
instance.

- dbName: the name of your on-premises database you want to import.

- /tmp/dbName.sql: the name of the data file you want to import.

- /tmp/triggerProcedure.sql: the name of the stored procedure file you want

to import.



4.3 Migrate data from a third-party cloud database to ApsaraDB
for RDS

4.3.1 Migrate a MySQL database from Google Cloud to Alibaba
Cloud

This topic describes how to migrate a MySQL database from Google Cloud to

Alibaba Cloud and the corresponding precautions.

Prerequisites

- You have created an Alibaba Cloud RDS MySQL instance.

- You have created an account with read/write privileges.

Limits

- Structure migration does not support migration of events.

- For MySQL databases, DTS reads floating-point values (FLOAT and DOUBLE data

types) with round (column,precision). If the column definition does not specify

the precision, the precision is 38 for FLOAT values and 308 for DOUBLE values.

- If the object name mapping function is used for an object, migration of objects

relying on the object may fail.

- For incremental migration, you must enable binlog for the source MySQL

instance.

- For incremental migration, binlog_format of the source database must be set to

ROW.

Note:
You can modify parameters of Google Cloud databases by choosingInstance

details > Configuration > Edit configuration > Add database flags.

- For incremental migration, if the source database version is MySQL 5.6 or later,

binlog_row_image must be set to FULL.

- For incremental migration, if the source instance has binlog file ID disorder

caused by cross-host migration, the incremental migration may have data loss.

Precautions

DTS automatically attempts to recover abnormal tasks of the past seven days. This

may cause the new data in the target instance to be overwritten by the source



database data. Therefore, you must revoke the write permission of the DTS account

that is used to access the target instance by running the revoke command.

Procedure

1. Log on to your database instance on Google Cloud. On the Instance details page,

view Public IP address.

[% Note:

If a public IP address is not enabled, perform related settings by going to

Configuration > Edit configuration > Set connectivity.
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=>»  Edit configuration

=3  Create failover replica (enable high availability)



2. Choose Configuration > Edit configuration > Set connectivity > Add network, and

then add the IP address of the region of the source database instance obtained from DTS.

9 sQL &  Editinstance
S
mysql57
B master > Location
asia-east2-c For better performance, keep your data close to the services that need it.
Region Zone
35ia-east2 - Any -

Database version
MySQL 5.7

Configuration options

& Set connectivity P

Choose how you would like to connect to your database instance

The Service Networking APl must be enabled in order fo enable
Private IP for this instance.

Private IP connectivity requires additional APIs and permissions. You may
need to contact your organization's administrator for help enabling or using
this feature. Currently, Private IP cannot be disabled once it has been enabled

You have added 0.0.0.0/0 as an allowed netwark. This prefix will
allow any IPv4 client to pass the network firewall and make login
attempts to your instance, including clients you did not intend to
allow. Clients =till need valid credentials to successfully log in to
your instance.

Authorized networks
Authorize a network or use a Proxy to connect to your instance. Networks will anly
be authorized via these addresses. Learn more

all (0.0.0.0/0) s

Cloze

3. Log on to the DTSconsole.

4. In the left-side navigation pane, click Data Migration. In the right pane, click

Create Migration Task in the upper-right corner.


https://dts.console.aliyun.com/

5. Enter information about the source and target databases. The following table

describes the parameters.

Databas( Parameter Description
type
Source |Instance Type |Type of the instance in the source database. Select
database¢ On-premises Databases.
on .
((%oo le Instance Region |If you have configured access control for your
Clougd) instance, you must allow the specified Internet IP
segment of the region to access the instance before
configuring a migration task.
Note:
You can click Get DTS IP to view and copy the IP
segment of the region.
Database Engine | Source database type. Select MySQL .
Host Name or IP |Public IP address of the database
Address
Port Default port 3306
Database Default superuser account root
account
Database Password of the root account
Password
Target |Instance Type |Type of the instance in the target database. Select
databas¢ RDS Instance.
(on Instance Region | Region of the target instance
Alibaba 8 8 8
Cloud) |RDS Instance ID |ID of the instance in the selected region. Select the
ID of the target instance.
Database An account with read and write permissions under
account the target instance
Database Account password
Password




Databas{ Parameter Description

type
Connection Select Non-encrypted connection or SSL secure
method connection. The latter greatly increases CPU
consumption.
* dis2x4ailis

Source Database

On-pramises Databases v
* China (Hangzhou) v Gat DTS IP
* MySQL T
, | ‘
*
* | root ‘
* PR—— -] ‘ Test the Connection
Target Database
* RDS Instance v
* China (Hangzhou) v
, | ‘
= sessanans @ ‘ Test the Connection

® Non-encrypted connection SSL sacura connection

. Click Test the Connection and confirm that the test results for both the source

and target databases are Test passed.
. Click Authorize Whitelist and Enter into Next Step.

. Select the migration type. In the Migration objects area, select the target

database and click to add the database to the Selected objects area.

>
E] Note:



ApsaraDB for RDS RDS for MySQL User Guide / 4 Data migration and
synchronization

To maintain data consistency before and after migration, we recommend that

you migrate the structure, full data, and incremental data.

2.Migration class and list

[] Replicate data changes

*  Migration Type: [v] Migrate object structure Migrate existing data

During the existing data migration, if the source DB has data changes, this part of the change data is not guaranteed to be migrated to the targst

instance.
To ensure the consistency of migration data, it is recommeanded to choosa migrate object structure + migrate existing data + replicate data changes

Migration objects Selected objects (Move the mouse to the object and dick "Edit” to
revise the object name or configura the filter condition) Click here

sys
test01

All Selected
All Removed

9. Click Pre-check and wait until the pre-check ends.

@ Note:

56 Issue: 20191021



If the check fails, you can rectify faults according to error items and restart the
task.

Pre-check

Check source L
Check whether the data transmission server
database ) SuCCess
o can connect to the source database
connectivity

Check source L
Check whether the data transmission server
database ) SuCCess
o can connect to the source database
connectivity

Check whether account permissions for the
source database meet the reguirements for  Success
migration

Check source
database permission

'. -
Check targst Cherk whether the data transmissinn server

Mext

10Click Next. In the Confirm Purchase Configuration dialog box, read and select
Service Terms of Data Transmission (Pay-As-You-Go), then click Buy and Start

Now.

@ Note:

Currently, structure migration and full migration are free of charge, while

incremental migration is charged by the hour according to link specifications.



11 Wait until the migration task is completed.

Migration Task Name ¥ | dts2x4gjlis ‘ Search Rank: | Default orde ¥ | Status Al v

I0/Name: ra Status: Finished View Migration Details Create Similar Task

4.3.2 Migrate MySQL data from AWS RDS to Alibaba Cloud RDS
This topic describes how to migrate MySQL data from AWS RDS to Alibaba Cloud
RDS.

Background information

This topic describes how to use Alibaba Cloud DTSto migrate MySQL data from AWS
RDS to Alibaba Cloud RDS.

Prerequisites

- The source database instance to be migrated can access the Internet.
- You have created an RDS instance. For more information, see Create an RDSinstance.

- You have created an account with read and write permissions. For more

information, see Create an account with read and write permissions.
Restrictions

- Schema migration does not support the migration of events.

- DTS reads floating-point values (including float values and double values) in a
column of the MySQL database by using the round(column,precision) method.
If the value precision is not specified, the precision is 38 for float values and 308
for double values. Therefore, you must check whether the migration precision
meets your service expectations.

- If object name mapping is enabled for an object, other objects depending on this
object may fail to be migrated.

- If Incremental Data Migration is selected, binary logging must be enabled for the
source MySQL instance.

- If Incremental Data Migration is selected, the binlog_format parameter of the

source database must be set to row.


https://www.alibabacloud.com/help/zh/product/26590.htm

- If Incremental Data Migration is selected and the source MySQL version is 5.6 or

later, the binlog_row_image parameter must be set to full.

- If binlog file ID disorder occurs in the source MySQL instance because of cross

-host migration or reconstruction during incremental data migration, the

incremental data being migrated may be lost.

Precautions

- We recommend that you back up data before performing migration tasks.

- DTS attempts to automatically recover abnormal tasks within seven days, which

may lead to data in the source database overwriting the service data that has
been written to the target database. Therefore, you must revoke the write
permission of the DTS account that is used to access the target instance by

running the revoke command.

Procedure

1.

Log on to the AWS MySQL database instance, and click Database Name. On the

Connection page, view Endpoint and Port.

. Log on to the DTSconsole.

. In the left-side navigation pane, click Data Migration. In the right pane, click

Create Migration Task in the upper-right corner.

. Optional. Create a name for the task.

DTS generates a name for each task automatically. The task name is not required
to be unique. You can modify the task name as required. We recommend that you

choose an informative task name.

. Enter information about the source and target databases. The following table

describes the parameters.

Database |Parameter Description

type

Source Instance Type |The type of the source database instance. Select
database User-Created Database with Public IP Address



https://dts.console.aliyun.com/

Database

type

Parameter

Description

Instance Region

The region that the source database instance
belongs to. If you have configured access control
for your instance, you must allow the public IP
address range of the specified region to access the
instance before configuring a migration task.

Note:
You can click Get IP Address Segment of DTS to
view and copy the IP address range of the region.

Database Type |The source database type. Select MySQL.
Hostname/IP The endpoint of the AWS MySQL database.
Address
Port Number The port of the AWS MySQL database.
Database An account with read and write permissions on the
Account AWS MySQL database.
Database The password of the account for accessing the
Password MySQL database.

Target Instance Type |Select RDS Instance.

database

Instance Region

The region that the target database instance
belongs to.

RDS Instance | The ID of the target database instance in the

ID selected region.

Database An account with read and write permissions on the
Account target database instance.

Database The password of the account for accessing the
Password target database instance.




Database |Parameter Description

type

Encryption Select Non-encrypted or SSL-encrypted. The latter
greatly increases CPU consumption.

Create Migration Task | ®8ack

6. Click Test the Connection and confirm that the test results for both the source

and target databases are Passed.

7. Click Authorize Whitelist and Enter into Next Step in the lower right corner of
the page.

8. Select a migration type. In the Available area, select the target database and click

N to add the database to the Selected area.

-
| = | Note:
To maintain data consistency before and after migration, we recommend

that you select Schema Migration, Full Data Migration, and Incremental Data

Migration.



Currently, schema migration and full data migration are free of charge, while

incremental data migration is charged by hour based on link specifications.

2.Configure Migration Types and Objects

V| Schema Migration  [w] Full Data Migration [ Incremental Data Migration

Available Selected
Leamn more.

data123
mysqltest mysgitest (20bjects)

iStom:
Tables customer

customer2 vipinfo
Views >
Functions
Procedures £
sys

Select Al

Remove Al

*Name batch change: ® No Yes

Cancel Previous Save Pracheck

9. Click Precheck and wait until the precheck ends.

-

Note:
If the precheck fails, you can fix the problems as instructed and run the
precheck again.
10Click Next. In the Confirm Settings dialog box that appears, read the term and
agree to the Data Transmission Service (Pay-As-You-Go) Service Terms, and click

Buy and Start.

If you select Incremental Data Migration, DTS synchronizes updates of the
source database to the target RDS instance during the migration. The migration
task does not end automatically. If you want to switch your service from AWS
RDS to Alibaba Cloud RDS, we recommend that you use the following method.
Pause data to write to the source database for a few minutes when incrementa

I migration has no latency. Wait until the incremental migration enters non-
latency status again. Stop the migration task and switch the service to the target

RDS instance.



11Click the target region to view the migration status. The status will be Completed

when the migration is completed.

Note:
If no latency occurs during incremental data migration, the data on AWS and

Alibaba Cloud RDS will be consistent and the migration task can be stopped.

AWS clears binlogs as quickly as possible, and incremental data migration
depends on the binlogs of the source database. To prevent unsynchronized

binlogs from being cleared, you can call the AWS RDS stored procedure mysql
.rds_set_configuration to set the binlog retention period. For example,
to prolong the binlog retention period to one day, you can run the following

command to call the stored procedure:

call mysqgl.rds_set_configuration("binlog retention hours" 24)

Now you have migrated MySQL data from AWS RDS to Alibaba Cloud RDS.

4.4 Migrate data from a user-created database to ApsaraDB for
RDS

This topic describes how to migrate data from a user-created database to ApsaraDB
for RDS. By doing so, you can smoothly migrate services. The import method varies

depending on the used DB engine.
Migrate data from an on-premises database to RDS for MySQL

+ Migrate data from on-premises MySQL to RDSfor MySQL

+ Migrate data from on-premises Oracle to RDS for MySQL

4.5 Migrate data from RDS for MySQL to an on-premises MySQL
database

This topic describes how to migrate data from RDS for MySQL to an on-premises

MySQL database through a physical or logical backup file.

Migrate data by using a physical backup file

Background information


https://www.alibabacloud.com/help/doc-detail/26621.html
https://www.alibabacloud.com/help/doc-detail/26620.html

Due to software restrictions, you can restore data only in a Linux operating system
. If you want to restore data to a Windows operating system, then you must first

restore data to Linux and then migrate the data to Windows.
Prerequisites

Percona XtraBackup has been installed in your operating system. MySQL 5.6 and
earlier versions require Percona XtraBackup 2.3. MySQL 5.7 requires Percona
XtraBackup 2.4. You can download and install Percona XtraBackup from its official
website. For more information, see Percona XtraBackup 2.3 and Percona XtraBackup 2.4 at

the official website.
Procedure

This example assumes that your on-premises server runs the RHEL6/x64 operating

system and the path for storing the physical backup file is /home/mysql/.

1. Download the physical backup file of the source RDS for MySQL instance and
upload the file to the destination server. For more information about how to
obtain the physical backup file, see Download the data backup files and log backup files of
an RDSfor MySQL instance. If the destination server can access the source RDS for
MySQL instance, then you can run the wget "url" command to download the
physical backup file. urlin the command indicates the URL from which you can
download the physical backup file.

2. Go to the path where the physical backup file is saved.

cd /home/mysql/
3. Decompress the physical backup file.
tar vizxf filename.tar.gz

filename. tar.gz indicates the name of the physical backup file.

4. Check whether the databases contained in the physical backup file after

compression are correct.

cd filename/11

The system displays the following information, where dbodz1rv11f44yg2, mysql,

and test are the databases in the source RDS for MySQL instance:

-rw-r--r-- 1 root root 269 Aug 19 18:15 backup-my.cnf
drwxr-xr-x 2 root root 4096 Aug 21 10:31 dbodzlrvlif44yg2
-rw-rw---- 1 root root 209715200 Aug 7 10:44 -ibdatal


https://www.percona.com/doc/percona-xtrabackup/2.3/installation.html?spm=a2c4g.11186623.2.4.53095cf8JeLIpU
https://www.percona.com/doc/percona-xtrabackup/2.4/installation.html?spm=0.0.0.0.4YVMLJ

drwxr-xr-x 2 root root 4096 Aug 21 10:31 mysql

drwxr-xr-x 2 root root 4096 Aug 21 10:31 test

-rw-r--r-- 1 root root 10 Aug 19 18:15 xtrabackup_binary
-rw-r--r-- 1 root root 23 Aug 19 18:15 xtrabackup_binlog_-info
-rw-r--r—-- 1 root root 77 Aug 19 18:15 xtrabackup_checkpoints
-rw-r--r-— 1 root root 2560 Aug 19 18:15 xtrabackup_logfile
-rw-r—--r—— 1 root root 72 Aug 19 18:15 xtrabackup_slave_info

5. Recover the data file.
innobackupex --defaults-file=./backup-my.cnf --apply-log . /

When the system displays innobackupex: completed OK!, the data is restored.

6. Modify the configuration file. Comment out innodb_fast_checksum, innodb_pag
e_size,and innodb_log_block_size in the decompressed file backup-my . cnf,

and add datadir=/home/mysql to the file.

# This MySQL options file was generated by innobackupex-1.5.1.
# The MySQL Server

[mysqld]

innodb_data_file_path=ibdatal:200M:autoextend
innodb_log_files_in_group=2

innodb_log_file_size=524288000

#innodb_fast_checksum=0

#innodb_page_size=16364

#innodb_log_block_size=512

datadir=/home/mysql/

7. Reinstall MySQL to obtain the root permissions.

rm —-rf mysql
mysql_install_db --user=mysql --datadir=/home/mysql/

When the system displays the following information, MySQL is reinstalled:

Installing MySQL system table...
OK
Filling help table...



OK
8. Modify the file owner.
chown -R mysqgl:mysql /home/mysql/
9. Start the MySQL process.
mysqld_safe --defaults-file=/home/mysql/backup-my.cnf &
10Log on to the database from a client.
mysql -u root -p
11Verify the database integrity.

show databases;

When the system displays the following information, the database is restored:

o +
| Database |
e ittt e +
| information_schema |
| dbodzlrviif44yg2 |
| mysql

| performance_schema |
| test |
o +

Migrate data by using a logical backup file

This example assumes that your on-premises server runs the RHEL6/x64 operating

system and the path for storing the logical backup file is /home/mysql/.
Procedure

1. Download the logical backup file of the source RDS for MySQL instance and
upload the file to the destination server. For more information about how to
obtain the logical backup file, see Download the data backup files and log backup files
of an RDSfor MySQL instance. If the destination server can access the source RDS
for MySQL instance, you can run the wegt "url" command to download the
logical backup file. url in the command indicates the URL from which you can

download the logical backup file.



. Go to the path where the logical backup file is saved.
cd /home/mysql/
. Decompress the logical backup file.

tar vizxf filename.tar.gz

filename. tar.gz indicates the name of the logical backup file.

. Decompress the compressed SQL file.

gunzip filename.sql.gz

filename.sql.gz indicates the name of the compressed SQL file.

. Import data to the destination database.

mysgl -u userName -p -h hostName -P port dbName < filename.sql

filename. sql indicates the name of the decompressed SQL file.

4.6 Upgrade RDS for MySQL to POLARDB for MySQL with one

ApsaraDB for POLARDB allows you to upgrade an RDS for MySQL instance to a
POLARDB for MySQL cluster with one click.

ApsaraDB for POLARDB introduction

ApsaraDB for POLARDB is the next-generation relational cloud database developed

by Alibaba Cloud, which has the following main advantages.

- Large storage capacity: up to 100 TB of storage.

- High performance: up to 6x performance improvement over MySQL.

- Serverless storage: no need to purchase storage capacity in advance, which is
automatically scaled and is billed by usage.

- Temporary upgrade: supports temporary upgrade of specifications to easily cope

with short-term business peaks.

For more information, see #unique_70.

Highlights

- Free-of-charge

- Zero data loss during migration



- Incremental data migration is supported. The service interruption period is less
than 10 minutes.
- Rollback is supported. The migration can be rolled back within 10 minutes after

the migration fails.
Migration process

1. Migrate data from the source RDSinstance. This operation creates an ApsaraDB for
POLARDB cluster with the same data as that of the source RDS instance. The
incremental data of the source RDS instance will be synchronized to the

ApsaraDB for POLARDB cluster in real time.

Note:
You need to change the database connection point in applications to that of the
ApsaraDB for POLARDB cluster, verify that services are running properly, and
click Complete Migration within 7 days. If you click Complete Migration, data
synchronization stops between the source RDS instance and the destination
ApsaraDB for POLARDB cluster.

2. Click Switch. This operation sets the source RDS instance to the read-only mode
and the destination ApsaraDB for POLARDB cluster to the read and write mode.
The incremental data of the ApsaraDB for POLARDB cluster will be synchronized
to the source RDS instance in real time. Modify the database connection point in

applications.

For more information about the procedure, see Switch to the new cluster.

Note:

After you switch to the new cluster, you can also roll back the migration.

3. Complete the migration.
Precautions

- Data migration can only be performed in the same region.

- The destination ApsaraDB for POLARDB cluster must contain information of the
source RDS instance, including the account, database, IP address whitelist, and
required parameters.

- The parameters of the source RDS instance cannot be modified during migration



Prerequisites

- The source RDS instance is of the RDS for MySQL 5.6 high-availability version.
- Transparent Data Encryption (TDE) and Secure Sockets Layer (SSL)are not enabled in the
source RDS instance.

- The table storage engine of the source RDS instance is InnoDB.

Migrate data from the source RDS instance
This operation creates an ApsaraDB for POLARDB cluster with the same data as that
of the source RDS instance. The incremental data of the source RDS instance will be

synchronized to the ApsaraDB for POLARDB cluster in real time.
1. Log on to the ApsaraDB for POLARDB console.
2. Click Create Cluster.

3. Select Subscription or Pay-As-You-Go (Hourly Rate).

4. Set parameters listed in the following table.

Parameter Description
Region The region where the source RDS for MySQL instance
resides.
Note:

The new ApsaraDB for POLARDB cluster is also located in
this region.

Create Type The method of creating the cluster. Select Migrate from
RDS.

- Default Create Type: creates a new ApsaraDB for
POLARDB cluster.

- Clone from RDS: clones the data of the selected RDS
instance to an ApsaraDB POLARDB cluster.

- Migration from RDS: clones the data of the selected RDS
instance to an ApsaraDB for POLARDB cluster and keeps
the data synchronized between the RDS instance and the
ApsaraDB for POLARDB cluster. The binlogging feature
is enabled for the new cluster by default.

RDS Engine Type |The engine type of the source RDS instance, which cannot
be changed.

RDS Engine The engine version of the source RDS instance, which
Version cannot be changed.



https://polardb.console.aliyun.com

Parameter

Description

Source RDS The source RDS instances for selection, which do not
instance include read-only instances.
P"‘{naf?_ The zone of the instance. A zone is an independent physical
availability zone L. . .
area located within a region. There are no substantive
differences between the zones.
You can deploy the ApsaraDB for POLARDB cluster and the
ECS instance in the same zone or in different zones.
Network Type The network type of the ApsaraDB for POLARDB cluster,
which cannot be changed.
VPC The VPC and VSwitch to which the ApsaraDB for POLARDB
cluster belongs. Make sure that you place your ApsaraDB
Vswitch 5 youp y P

for POLARDB cluster and the ECS instance to be connected
in the same VPC. Otherwise, they cannot communicate
with each other through the internal network to achieve
optimal performance.

Database Engine

The database engine of the ApsaraDB for POLARDB cluster,
which cannot be changed.

Node Specification

The node specifications of the ApsaraDB for POLARDB
cluster. Select the specifications as required. We
recommend that you select specifications that are at least
the same as those of the source RDS instance. All ApsaraDB
for POLARDB nodes are dedicated ones with stable and
reliable performance. For more information, see #unique_77.

Number Nodes

The number of nodes. You do not need to specify this
parameter. The system will create a read-only node with
the same specifications as those of the primary node by

default.

Storage Cost

The storage capacity. You do not need to specify this
parameter. The actual usage is billed hourly in pay-as-you-
go mode. For more information, see #unique_77.

Cluster Name

The cluster name for business distinguishing. The system
will automatically create a name for your ApsaraDB for
POLARDB cluster if you leave it blank. You can also modify
the name after the cluster is created.

5. Specify Duration (only applicable to subscription clusters), and click Buy Now on

the right side of the page.




6. Confirm the order information, read the Service Agreement, select the checkbox

to agree to it, and click Activate Now.
7. Log on to the ApsaraDB for POLARDB console and view the status of the new ApsaraDB
for POLARDB cluster.

Note:

- After the cluster is created, it synchronizes data from the source RDS
instance. You need to modify the database connection point in applications
and click Complete Migration within 7 days. Otherwise, the data migration is
canceled automatically.

- You can also cancel the migration in this step. For more information about

the impact, see FAQ.
Switch to the new cluster
Prerequisites

- Data is migrated from the source RDSinstance to the destination ApsaraDB for POLARDB cluster.

- The value of Replication Delay is less than 60 seconds.
Procedure

After the prerequisites are met, you can switch to the destination ApsaraDB for

POLARDB cluster, and change the database connection point in applications.

1. Log on to the ApsaraDB for POLARDB console.
2. Find the destination cluster and click the cluster ID.

3. On the Basics page, click Switch. In the dialog box that appears, click OK.

This operation sets the source RDS instance to the read-only mode and the
destination ApsaraDB for POLARDB cluster to the read and write mode. The
incremental data of the ApsaraDB for POLARDB cluster will be synchronized to

the source RDS instance in real time.

Note:

- You cannot switch to the new cluster if the replication delay exceeds 60

seconds.

- The switch process generally takes less than 5 minutes.


https://polardb.console.aliyun.com
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4. Refresh the page. When POLARDB Read/Write Status is Read and Write, change

the database connection point in applications as soon as possible.

Note:

After you switch to the new cluster, you can also roll back the migration.
Complete the migration

Migrate data from the source RDSinstanceAfter data is migrated from the source RDS
instance to the destination ApsaraDB for POLARDB cluster, you need to change the
database connection point in applications and click Complete Migration within 7
days. This operation stops data synchronization between the RDS instance and the
ApsaraDB for POLARDB cluster.

Warning:
This operation stops data synchronization between the RDS instance and the
ApsaraDB for POLARDB cluster, and the rollback feature is no longer available. We
recommend that you use the ApsaraDB for POLARDB cluster for a period of time to

verify that it runs properly before clicking Complete Migration.

1. Log on to the ApsaraDB for POLARDB console.
2. Find the destination cluster and click the cluster ID.

3. On the Basics page, click Complete Migration. In the dialog box that appears,
click OK.

Note:

- After you click OK, the system stops data synchronization within 2 minutes.
During this period, the Complete Migration button will not disappear. Do not
click it repeatedly.

- You can choose whether to disable the binlogging feature for the ApsaraDB
for POLARDB cluster. If this feature is disabled, the write performance can be
improved slightly. However, you need to restart the ApsaraDB for POLARDB

cluster.

4. Release the source RDS instance if it is not needed.


https://polardb.console.aliyun.com

Roll back the migration

FAQ

After switching to the new cluster, you can also roll back the migration. By rolling
back the migration, you restore the source RDS instance to the read and write mode
and the destination ApsaraDB for POLARDB cluster to the read-only mode. Data

of the source RDS instance will be synchronized to the destination ApsaraDB for

POLARDB cluster. The procedure is as follows:

1. Log on to the ApsaraDB for POLARDB console.
2. Find the destination cluster and click the cluster ID.

3. On the Basics page, click Rollback. In the dialog box that appears, click OK.

Note:
After you click OK, the source RDS instance enters the read and write mode and
the destination ApsaraDB for POLARDB cluster enters the read-only mode. Data
of the source RDS instance will be synchronized to the destination ApsaraDB
for POLARDB cluster. When Source RDS Read/Write Status is Read and Write,
change the database connection point in applications to that of the RDS instance

as soon as possible.

- Q: Will the source RDS instance be affected when data is migrated from the RDS

instance?

A: No, the source RDS instance can run properly.

- Q: Will smooth migration affect business?

A: Smooth migration ensures zero data loss during migration. The service
interruption period is less than 10 minutes. You can roll back the migration if

needed.

-+ Q: What happens if I cancel the migration?

A: If the migration is canceled, you can modify the parameters of the source

RDS instance. The ApsaraDB for POLARDB cluster returns to the read and write
mode, but will not be released. When canceling the migration manually, you can
choose whether to disable the binlogging feature for the ApsaraDB for POLARDB
cluster. The binlogging feature is not disabled if the migration is automatically

canceled.
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4.7 Clone data from RDS for MySQL to POLARDB for MySQL with
one click
ApsaraDB for POLARDB allows you to clone data from an RDS for MySQL instance to
a new POLARDB for MySQL cluster with one click.

This feature creates a destination ApsaraDB for POLARDB cluster with the same
data as that of the source RDS instance. The incremental data of the source RDS

instance will not be synchronized to the destination ApsaraDB for POLARDB cluster.

Note:
If you need to synchronize the incremental data of the source RDS instance to the
destination ApsaraDB for POLARDB cluster in real time while the cluster is being
created, that is, to smoothly migrate data without service interruption, see Upgrade

RDS for MySQL to POLARDB for MySQL with one click.

ApsaraDB for POLARDB introduction

ApsaraDB for POLARDB is the next-generation relational cloud database developed
by Alibaba Cloud, which has the following main advantages.

- Large storage capacity: up to 100 TB of storage.

- High performance: up to 6x performance improvement over MySQL.

- Serverless storage: no need to purchase storage capacity in advance, which is
automatically scaled and is billed by usage.

- Temporary upgrade: supports temporary upgrade of specifications to easily cope

with short-term business peaks.
For more information, see #unique_70.
Highlights

- Free-of-charge

- Zero data loss during cloning
Precautions

- Data cloning can only be performed in the same region.
- The destination ApsaraDB for POLARDB cluster must contain information of the
source RDS instance, including the account, database, IP address whitelist, and

required parameters.



Prerequisites

- The source RDS instance is of the RDS for MySQL 5.6 high-availability version.

- Transparent Data Encryption (TDE) and Secure Sockets Layer (SSL)are not enabled in the

source RDS instance.

- The table storage engine of the source RDS instance is InnoDB.

Procedure

1. Log on to the ApsaraDB for POLARDB console.

2. Click Create Cluster.

3. Select Subscription or Pay-As-You-Go (Hourly Rate).

4. Set parameters listed in the following table.

Parameter

Description

Region

The region where the source RDS for MySQL instance
resides.

Note:
The destination ApsaraDB for POLARDB cluster is also
located in this region.

Create Type

The method of creating the cluster.

- Default Create Type: creates a new ApsaraDB for
POLARDB cluster.

- Clone from RDS: clones the data of the selected RDS
instance to an ApsaraDB POLARDB cluster.

- Migration from RDS: clones the data of the selected RDS
instance to an ApsaraDB for POLARDB cluster and keeps
the data synchronized between the RDS instance and the
ApsaraDB for POLARDB cluster. The binlogging feature
is enabled for the new cluster by default.

Select Clone from RDS.

RDS Engine Type

The engine type of the source RDS instance, which cannot
be changed.

RDS Engine
Version

The engine version of the source RDS instance, which
cannot be changed.

Source RDS
instance

The source RDS instances for selection, which do not
include read-only instances.
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Parameter

Description

P““}’a“.y. The zone of the instance. A zone is an independent physical
availability zone . . .
area located within a region. There are no substantive
differences between the zones.
You can deploy the ApsaraDB for POLARDB cluster and the
ECS instance in the same zone or in different zones.
Network Type The network type of the ApsaraDB for POLARDB cluster,
which cannot be changed.
VPC The VPC and VSwitch to which the ApsaraDB for POLARDB
) cluster belongs. Make sure that you place your ApsaraDB
Vswitch

for POLARDB cluster and the ECS instance to be connected
in the same VPC. Otherwise, they cannot communicate
with each other through the internal network to achieve
optimal performance.

Database Engine

The database engine of the ApsaraDB for POLARDB cluster,
which cannot be changed.

Node Specification

The node specifications of the ApsaraDB for POLARDB
cluster. Select the specifications as required. We
recommend that you select specifications that are at least
the same as those of the source RDS instance. All ApsaraDB
for POLARDB nodes are dedicated ones with stable and
reliable performance. For more information, see #unique_77.

Number Nodes

The number of nodes. You do not need to specify this
parameter. The system will create a read-only node with
the same specifications as those of the primary node by

default.

Storage Cost

The storage capacity. You do not need to specify this
parameter. The actual usage is billed hourly in pay-as-you-
go mode. For more information, see #unique 77.

Cluster Name

The cluster name for business distinguishing. The system
will automatically create a name for your ApsaraDB for
POLARDB cluster if you leave it blank. You can also modify
the name after the cluster is created.

5. Specify Duration (only applicable to subscription clusters) and click Buy Now on

the right side of the page.

6. Confirm the order information, read the Service Agreement, select the checkbox

to agree to it, and click Activate Now.




Next step

Change the database connection point in applications to that of the ApsaraDB for

POLARDB cluster as soon as possible. For more information, see #unique_79.
FAQ

Q: Will the source RDS instance be affected when data is cloned from the RDS

instance?

A: No, the source RDS instance can run properly.



5 Billing management

5.1 Switch from pay-as-you-go billing to subscription billing
This topic describes how to change the billing method of an RDS for MySQL

instance from pay-as-you-go to (monthly or annual) subscription.
Impacts

Changing the billing method does not interrupt the running of your RDS instance.
Precautions

- Aread-only RDS instance is charged only by the pay-as-you-go billing method.

- You cannot change the billing method of an RDS instance from subscription to
pay-as-you-go. To optimize your cost plan, you must evaluate your usage model
thoroughly before you change the billing method of your RDS instance.

- If an RDS instance has an unpaid subscription order, the subscription order
becomes invalid after you upgrade the instance type. In such case, you must first
go to the Orders page in the RDS console to cancel the subscription order, and then

change the billing method to subscription again.
Prerequisites

- The instance type cannot be a historical one, which means that the instance
type must be available for sale. For more information about historical instance
types, see #unique_24. Before you change the billing method of a historical-type
RDS instance to subscription, you must change the instance type to one that is
available for sale. For detailed steps, see Change the configuration of an RDSfor MySQL
instance.

- The RDS instance uses the pay-as-you-go billing method.

- The RDS instance is in the Running state.

- The RDS instance does not have an unpaid subscription order.
Procedure

1. Log on to the RDSconsole.


https://expense.console.aliyun.com/#/order/list/
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2. In the upper-left corner, select the region where the target RDS instance is

located.

u () Alibaba Cloud  crine tengzneuy « Q  BlingManagement Mo E1 O @y Eish (]

RDS instz
ApsaraDB for RDS

RDS Mal

e 1B E IEEEEEEEEE:
T2 g 0820228

3. Find the target RDS instance and use one of the following two methods to open

the Switch to Subscription Billing page.

- In the Actions column, click Subscription Billing.

- Click the instance ID. Then in the Status section of the Basic Information page,

click Subscription Billing.

I Status

Running Pay-As-YoU-GO 2018-03-23 10:24:03

4. Select a duration of purchase.

5. Select Terms of Service, Service Level Agreement, and Terms of Use. Then click

Pay Now.

Note:
The system generates a subscription order. If this order is not paid or canceled,
you cannot change the billing method of this RDS instance from pay-as-you-go
to subscription or purchase a new RDS instance. You can go to the Orders page to
pay for or cancel this order.

6. Complete the payment.

5.2 Manually renew an RDS for MySQL instance
This topic describes how to manually renew an RDS for MySQL instance.
Each subscription-based instance has an expiration date. If an instance is not

renewed in time before the instance expires, a service interruption or even data

loss may occur. For more information about the impacts, see Expiration and overdue

policy.
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g] Note:

A pay-as-you-go instance does not have an expiration date and no renewal is

required.

You can manually renew a subscription-based instance before it expires or within

15 days after it expires.
Method 1: Renew an RDS instance in the RDS console

1. Log on to the ApsaraDB for RDS console.
2. In the upper-left corner of the page, select the region where the target RDS

instance is located.

(-] Alibaba Cloud | _China (Hangzhou) «
MvS! Asia Pacific Europe & Americas
raDB for RDS Bl china (Hangzhou)

Germany (Frankfurt)

(]
A

rDs @ china (Shanghai) = UK (London)

ances
Bl China (Qingdao) B= s (silicon vallay)

ss-region Backup Basi [ china (Beijing) &= ys (Virginia)

kad Tnctancaec M) “ China [Zhaﬂgjiakﬂu]

3. Find the target RDS instance and in the Actions column click Renew.
4. On the Renew Subscription page, select a duration. The longer the duration, the

bigger discount you have.

Renew Subscription

Refund instruction

Change Configuration

5. Select Terms of Service, Service Level Agreement, and Terms of Use, and click

Pay Now to complete the payment.
Renew an RDS instance in the Renew console

1. Log on to the ApsaraDB for RDSconsole.


https://rds.console.aliyun.com/
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2. In the upper-right corner of the page, choose Billing Management > Renew.
Q More [ fa} &5 English
Orders

instances with Standard and Enhanced cloud SSD support SQL explorer now. It is 0 discount to Septen Ignore

Billing Management

Learnj [ol:} = Refresh Create Instance

3. In the left-side navigation pane, click ApsaraDB for RDS.
4. On the Manually Renew tab, find the target RDS instance and in the Actions

column click Renew

- If the target RDS instance is on the Don't Renew tab, you can click Enable
Manual Renew in the Actions column to restore the instance to manual
renewal.

- If the target RDS instance is on the Auto-Renew tab, you can click Modify
Auto-Renew in the Actions column, and then in the displayed dialog box

select Disable Auto-Renew and click OK to restore the instance to manual

renewal.
Rene Auto-Renew Don't Renew
Instances to Iu'lanLlaII}" Renew: 2
Instance Name Status Regional Node Database type Expiration Date Remaining Days Actions
Normal EUCental1(Fra oo Sep5.2019,000 o Enatle Auto-Rene
nkfurt) 0 Don't Rene
I ;hlna (Hong Kon MariaDB I;1ar2 2020, 00:0 188 Days Renew | Enable -_-_—‘-

5. Select a duration, select the service agreement, and click Pay Now to complete

the payment.
Auto-renewal

Enabling auto-renewal guarantees that your business runs smoothly without the
need of manual renewal when your instance expires. For more information, see

Automatically renew an RDSfor MySQL instance.



5.3 Automatically renew an RDS for MySQL instance

This topic describes how to automatically renew an RDS for MySQL instance.

Each subscription-based instance has an expiration date. If an instance is not
renewed in time when the instance expires, a service interruption or even data loss
may occur. For more information about the impacts, see Expiration and overdue policy.
Enabling auto-renewal guarantees that your business runs smoothly without the

need of manual renewal when your instance expires.

Note:
A pay-as-you-go-based instance does not have an expiration date and no renewal is

required.
Precautions

- If you have enabled automatic renewal for your subscription-based instance, a
payment will be deducted three days before the expiration date. You can pay the
fees by credit cards or coupons. Make sure that your credit card has sufficient
balance.

- If you manually renew an instance before the automatic deduction date, the
system will automatically renew the instance before the next expiration date.

- The automatic renewal function takes effect the next day after you enable it.
If your instance expires the next day, renew it manually to prevent service

interruption. For more information, see Manually renew an RDSfor MySQL instance.

Enable automatic renewal when you purchase an RDS instance

Note:
After you enable automatic renewal, the system automatically renews your
instance based on the specified Duration when the instance expires. For example,
if you have purchased a three-month subscription-based instance and selected
Auto-renewal, the fees are automatically paid every three months for each

renewal.

When you purchase a subscription-based instance, you can select Auto Renewal on the

purchase page.


https://rds-buy.aliyun.com/#/create/rds

The longer subscription, the more discount.

Duration : 1 2 3 4 5 6 7 8 9 v || (i G EC

There is an early-cancellation fee for withdraws from annual subscriptions. Learn moreRefund instruction

Quantity 1

Enable automatic renewal after you purchase an RDS instance

@ Note:

After you enable automatic renewal, the system automatically renews your
instance based on the selected renewal duration. For example, if you select a three-

month renewal duration, the fees are automatically paid every three months for

each renewal.

1. Log on to the RDSconsole.

2. In the upper-right corner, choose Billing Management > Renew.

[o} Billing Management  More [ fa} o English

instances with Standard and Enhanced cloud SSD support SQL explorer now. It is 0 discount to Septen Orders Ignore

Billing Management

Learnj [ol:} < Refresh Create Instance

3. In the left-side navigation pane, click ApsaraDB for RDS.

CA'Y
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4. On the Manually Renew or Auto-Renew tab, find the target RDS instance. You can

enable automatic renewal for one or more RDS instances at a time.
- Follow these steps to enable automatic renewal for one RDS instance:

a. Find the target RDS instance and in the Actions column click Enable Auto-

Renew.
Manually Rene Auto-Renew Don't Renew
Instances to Manually Renew: 3
Instance Name Status Regional Node Database type Expiration Date Remaining Days Actions

EU Central 1 (F Sep 5, 2019, 00:0 Rene
Normal snral T pysaL o0 9 Days
nkfurt) 0

b. In the displayed dialog box, set Auto-Renew Cycle and click Enable Auto-

Renew.

- Follow these steps to enable auto-renewal for more than one RDS instance:

Select the target RDS instances, and click Enable Auto-Renew below the
instance list.
- In the displayed dialog box, set Auto-Renew Cycle and click Enable Auto-

Renew.
Change the auto-renew cycle of an RDS instance

1. Log on to the RDSconsole.

2. In the upper-right corner, choose Billing Management > Renew.

Q  Billing Management More [ 4 £  English

instances with Standard and Enhanced cloud SSD support SQL explorer now. It is 0 discount to Septen Orders Ignore

Billing Management

Learnj [ol:} = Refresh Create Instance

3. In the left-side navigation pane, click ApsaraDB for RDS.
4. On the Auto-Renew tab, find the target RDS instance and in the Actions column

click Modify Auto-Renew.

lanually Rene Auto-Rene Don't Renew
Instances to Auto-Renew: 5
Instance Regional Expiration Remaining
Status Database type Renewal cycle Actions
Name Node Date Days
Rene
Normal EU Ceniral 1 MySQL Sep8.2018.0 gpoe 1 Month

(Frankfurt) 0:00
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5. In the displayed dialog box, select Modify Auto-Renew Cycle, select an auto-

renew cycle, and click OK.
Disable automatic renewal for an RDS instance

1. Log on to the RDSconsole.

2. In the upper-right corner, choose Billing Management > Renew.
Q Billing Management More oy English

instances with Standard and Enhanced cloud S50 support SQL explorer now. It is 0 discount to Septen Orders Ignore

Billing Management

Lean DB < Refresh Create Instance

3. In the left-side navigation pane, click ApsaraDB for RDS.
4. On the Auto-Renew tab, find the target RDS instance and in the Actions column
click Modify Auto-Renew.

Auto-Renew Don't Renew
Instances to Auto-Renew: 5
Instance Regional Expiration Remaining
Status Database type Renewal cycle Actions
Name Node Date Days
) EU Central 1 Sep5, 2019, 0 ) -
Mormal (Frankiur) MySQL 0:00 9 Days 1 Month

5. In the displayed dialog box, select Disable Auto-Renew and click OK.

APIls

Operation Description

#unique_26 Used to create an RDS instance.
ol

[:] Note:

Automatic renewal is enabled when

you create the instance.

#unique_85 Used to renew a subscription-based RDS
instance.
ol
[:] Note:
Automatic renewal is enabled after you
create the instance.
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6 Instance management

6.1 Restart an RDS instance

This topic describes how to manually restart an RDS instance in the RDS console if
the number of connections exceeds the threshold or any performance issue occurs

for the instance.
Impact

Restarting an RDS instance interrupts connections. Make appropriate arrangemen

ts before restarting an RDS instance.
Procedure

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
= (-] Alibaba Cloud a B 6 o i @
RDS instz = by OpeniPI for long & Tonore
ApsaraDB for RDS ]
ros Mar EH L P g On to DB T Refresh
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3. Find the target RDS instance. Then, click the instance ID or in the Actions
column click Manage.

4. In the upper-right corner of the Basic Information page, clickRestart Instance.

Operation Guide Log On to DB Create Datz Migration Task Back Up Instance C Refresh =

Configure Whitelist Migrate Across Zones A Distributed by Instance Role A

pam- Vd
Read-only Instance

0

Add Read-only Instance

Primary Instance (High-availability)

3433

‘You can create read-only instances only for dedicated instances that have eight or more CPU
cares.
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APIls

5. In the displayed dialog box, click Confirm.

API Description

#unique 88 Used to restart an RDS instance.

6.2 Change the maintenance window of an RDS instance

This topic describes how to change the maintenance window of an RDS instance.

To guarantee the stability of ApsaraDB for RDS instances, the back-end system
performs maintenance of the instances at irregular intervals. The default
maintenance window is from 02:00 to 06:00. You can set the maintenance window to

the off-peak period of your business to avoid impacts on business.

Precautions

- Before maintenance is performed, ApsaraDB for RDS sends SMS messages and

emails to the contacts listed in your Alibaba Cloud accounts.

- To guarantee the stability of the maintenance process, the instance enters

the Instance Maintaining state before the maintenance time on the day of
maintenance. When the instance is in this state, access to data in the database
and query operations such as performance monitoring are not affected.
However, apart from account and database management and IP address whitelist
configuration, modification operations such as upgrade, downgrade, and restart

are temporarily unavailable.

- During the maintenance window, the instance is disconnected once or twice.

Make sure that you configure automatic reconnection policies for your applicatio

ns to avoid service disruptions.

Procedure

1. Log on to the RDSconsole.


https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is

located.

= (-] Alibaba Cloud

RDS instz

ApsaraDB for RDS
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- ]
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3. Find the target RDS instance. Then, click the instance ID, or in the Actions

column click Manage.

4. On the Basic Information page, find the Configuration Information section and

click Configure to the right of Maintenance Window.

Configuration Information
Generzl-purpose

2048MB

02:00-06:01

Configure

5. Select a maintenance window and click Save.

E] Note:

The maintenance window is in China Standard Time (UTC +8).

APIs
API Description
#unique_90 Used to change the maintenance
window of an RDS instance.




6.3 Migrate an RDS for MySQL instance across zones in the same
region
This topic describes how to migrate an RDS for MySQL instance across zones in the

same region.

The attributes, configuration, and connection addresses of the instance remain
unchanged after the migration. The time required for the migration varies
depending on the data volume of the instance. In typical cases, the migration takes

a few hours.
Precautions

During the migration, the connection to your RDS instance remains unavailable
for 30 seconds. Make sure that your application can be reconnected to your RDS

instance after the migration. The main risks are as follows:

- The migration changes the virtual IP address. Therefore, we recommend that
you use the connection address but not the IP address in your application to
establish a connection.

- You must delete cached data on the client in a timely manner. Otherwise, data
can be read but cannot be written.

- A change to the virtual IP address has temporary impact on the availability of
DRDS. You must update and view the connection information on the DRDSconsole
in a timely manner.

- A change to the virtual IP address has temporary impact on DMSand DTS which

automatically return to normal after the migration is complete.

Migration scenarios

Migration scenario |Description

Migrate an RDS The zone where the RDS instance is located is overloaded or
instance from one |cannot meet the performance requirements of the instance.
zone to another
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Migration scenario |Description

Migrate an RDS The master and slave nodes are located in different

instance from one |equipment rooms in different zones to enhance disaster

zone to multiple tolerance.

zones . . . . . .
A multi-zone instance is superior to a single-zone instance
because it can survive more disasters. For example, a single-
zone instance can survive server and rack faults while a multi
-zone instance can survive equipment room faults.

Migrate an RDS This scenario is provided to meet the requirements of

instance from specific functions.

multiple zones to

one zone

Fees

This function is free of charge. No fee is charged even when you migrate an RDS

instance from one zone to multiple zones.
Prerequisites
Instance types: MySQL 5.5, MySQL 5.6, and MySQL 5.7 (with local SDDs).

Regions: This function is available only when the region where RDS instance is
located consists of multiple zones. For more information about regions and zones,

see Regions and zones.
Procedure

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.

u (-] Alibaba Cloud

ApsaraDB for RDS
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3. Find the target RDS instance and click its ID.
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4. In the Basic Information section of the Basic Information page, click Migrate

Across Zones.

Basic Information Configure 'Whits

Fegion and Zone: China (Hangzhou)ZoneH+Zonel I_
availabil;

Configure Whitelist to view the internal IP address. Interna
Public Endpoint: Apply for Public Endpoint
Storage Type: Local SSD

Mote: Use the preceding connection string to connect to the instance. You need to change the VIP in the connection strir

5. In the displayed dialog box, specify the destination zone, VSwitch, and migration

time, and click OK.

@ Note:

If you want to change the maintenance window, follow these steps:

a. Click Change.

tching Time : ') Switch Immediately After Data Migration I®) switeh Within Maintenance Window [ Current Setting: -32:03—-36:-3-3

b. In the Configuration Information section, specify the maintenance window

and click Save.
Maintenance Window
06:00-07:00 07:00-08:00 08:00-09:00 09:00-10:00
10:00-11:00 11:00-12:00 12:00-13:00 13:00-14:00
14:00-15:00 15:00-16:00 16:00-17:00 17:00-18:00
15:00-19:00 19:00-20:00 20:00-21:00 21:00-22:00
22:00-23:00 23:00-00:00 00:00-01:00 01:00-02:00
02:00-03:00 03:00-04:00 04:00-05:00 05:00-06:00
Cancel




c. Refresh the page, and perform the migration again.

APIls
API Description
#unique 92 Used to migrate an RDS instance across
zones.

6.4 Manually or automatically switch over services between the
RDS for MySQL master and slave instances
This topic describes how to manually or automatically switch over services
between the RDS for MySQL master and slave instances. After the switchover, the

master instance becomes the slave instance.
Prerequisites

The master instance is in the High-availability or Enterprise Edition.

Note:

- RDS instances in the Basic Edition do not have slave instances, and therefore do
not support service switchovers.
- Only RDS instances in the High-availability Edition allow you to temporarily

disable the automatic switchover function.
Context

- Automatic switchover: the default switchover mode. When the master instance
becomes faulty, your RDS services are automatically switched over to the slave
instance.

- Manual switchover: You can manually switch over services between the master

and slave instances even when the automatic switchover function is enabled.

Note:

In the High-availability edition, an RDS instance (referred to as the master
instance) has a slave instance. Data is synchronized in real time between the
master and slave instances. You can only access the master instance. The slave
instance is used only as a backup and does not provide services. After a service

switchover, the master instance is degraded to the slave instance.



Precautions

- Services may be disconnected during a switchover. Make sure that you configure
automatic reconnection policies for your applications to avoid loss of services.

- If read-only RDS instances are mounted to your RDS instance, the data in the
read-only RDS instances shows a few minutes' delay after a switchover. This is
because it takes time to reestablish replication links and synchronize incrementa
1 data.

Manually switch over services between the master and slave instances

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.

= (- AlibabaCloud  china tHengzhou) « Q  ligManagement  More E1 A gy enisn (@3

ApsaraDB for RDS

(Hangzhou) VRCvpe: Fay-hs 0 Manage | Subseription Billing | More +
You-Go

c18E iIBEEEEEEEEE

3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Service Availability.

5. In the Availability Information section, click Switch Primary/Secondary

Instance.

Availability Information Configure Primary/Secondary Switchover Switch Pril

Single-zone 100.0%G
Semi-synchronous

ZoneF)

6. Select the time at which you want to perform a switchover, and click OK.
-
[:] Note:
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During the switchover, you cannot perform operations such as managing
databases and accounts and changing the network type. Therefore, we

recommend that you select Switch Within Maintenance Window.

Master/Slave Node Switchover

Are you sure you want to proceed with master/slave node switch? You may experience 1
or 2 disconnections.

Switching Time:
® Switch now

Switch within maintenance period ( current setting : 02:00-06:00 Modify )

Temporarily disable automatic switchover

The automatic switchover function is enabled by default. In such case, services can
be automatically switched over to the slave instance if the master instance becomes
faulty. You can disable the automatic switchover function in one of the following

situations:

- A sales promotion, during which you do not want a switchover to affect service
availability.

- An important application upgrade, during which you do not want a switchover to
incur any unexpected issues.

- A major event that requires stable system operation, for example, a national

holiday, during which you do not want a switchover to affect system stability.

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.

= (-] Alibaba Cloud

RDS instz
ApsaraDB for RDS

Cross-region Backup Basic Inf

Locked Instances (0)
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3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Service Availability.
5. In the Availability Information section, click Configure Primary/Secondary
Switchover.
)
[:] Note:
If the Configure Primary/Secondary Switchover button is unavailable, make

sure that the RDS instance is in the High-availability Edition.

I Availability Information Configure Primary/Secondary Switchover

Switch Primary/Secondary Instance Change Data Replication Mode ~

Single-zone 100.0%
Semi-synchronous ZoneF)

ZoneF) Enable {Default)

6. Select Disable Temporarily, set Deadline, and click OK.

)
[:] Note:

- When the specified Deadline arrives, the automatic switchover function is

restored to enabled for the RDS instance.

- By default, the automatic switchover function is disabled for one day. You can

set the Deadline parameter to 23:59:59 seven days later at tops.

Configure Primary/Secondary Switchover
Automatic Switchover: ' Enable (Default) '® Disable Temporarily

Deadline: Date

e m e A
2019-08-29

Time " 178 AN
! 13Hours ¥ 42Minutes ¥ | 07Seconds ¥

After the setting is complete, you can go to the Service Availability page to check the

deadline for disabling the automatic switchover function.



Databases
L L Availability Information Configure Primary/Secondary Switchover Switch Primary/Secondary Instance Change Data Replication Mode ~
Backup and Restorati..
Single-zone 100.0%
Database Connection

- Semi-synchronous ZoneH)

Database Proxy

toneH) Disable Temporarily (Deadline:Aug 21, 2019, 14:29:06)
Monitoring and Alert...

Data Security -
Zone Architecture Diagram Other Zone Architecture Diagrams 2

Service Availability

6.5 Change the network type of an RDS for MySQL instance

This topic describes how to change the network type of an RDS for MySQL instance.
Network types

- Classic network: Instances in a classic network are not isolated. Access control is
implemented for instances by using whitelists.
- Virtual Private Cloud (VPC): A VPC is an isolated network environment. We

recommend that you use VPC because it is more secure.

You can customize the routing table, IP address range, and gateway of the VPC.
To smoothly migrate applications to the cloud, you can use a leased line or VPN
to connect your own data center to a VPC on the cloud to make a virtual data

center.

Note:

- You can use the classic network or VPC and switch between the network types
for free.

- For PostgreSQL instances, you must switch the IP whitelist mode to the
enhanced whitelist mode before switching the network type. For more

information, see Switch to the enhanced whitelist mode for an RDSfor MySQL instance.
Switch from VPC to classic network
Precautions

- After the network type of an RDS instance is switched to classic network, the
endpoints remain unchanged, but the corresponding IP addresses change.

- After the network type of an RDS instance is switched to classic network, ECS
instances in VPCs cannot access the RDS instance by using the internal endpoint

. Make sure that you change the endpoint on the application.



Switching the network type may result in a disconnection of 30 seconds. To avoid
impacts that arise from this operation, we recommend that you perform the
switching during off-peak hours, or configure automatic reconnection policies
for your application.

- Instances of PostgreSQL 11 High-availability Edition (cloud disk), PostgreSQL 10
High-availability Edition (cloud disk), and PostgreSQL 10 Basic Edition do not
support the classic network. Therefore, you cannot switch these instances to the

classic network.
Procedure

1. Log on to the ApsaraDB for RDS console.

2. In the upper-left corner, select the region where the target RDS instance is

located.
l A||baba C|0Ud Account’s all Resources « China (Hangzhou) Q
MySQL High-availability instances wi Asia Pacific Europe & Americas
or RDS Bl china (Hangzhou) BB Germany (Frankfurt)
RDS Management Bl chinz (Shanghai) 2 UK (London)
Bl chinz (Qingdao) B= us (silicon valley)
n Backup Basic Information Tags &l cChinz (Beijing) & s (virginia)
Bl cChina (Zhangjiakou)
tances (0) Instance Name v \ Middle East & India
ina Ir 3 = =4
Bl China (Hohhot) wie India (Mumbai)
rents

Bl chinz (Shenzhen) = UAE (Dubai)

LT

3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Database Connection.

5. In the Database Connection section, click Switch to Classic Network.

Instance Connection

Database Connection How to connect to RDS @

VEC ([ WPCivpc-

[

Configure Whitelist to view the internal IP address.

Mote: Use the preceding connection string to connect to the instance. You need to change the VIP in the connection s


https://rds.console.aliyun.com/

6. In the message that appears, click OK.

After the network type is switched, only ECS instances in classic networks can
access the RDS instance over the internal network. Make sure that you configure
the endpoint of the RDS instance on the ECS instance in the classic network.

7. Configure the whitelist of the RDS instance to allow access from the ECS instance

over the internal network.

- If the RDS instance applies the standard whitelist mode, as shown in the
following figure, you must add the internal endpoint of the ECS instance in the

classic network to any whitelist of the RDS instance.

Whitelist Settings SOL Audit

Network isolation moded standard whitelist.{The following whitelists contain IP addresses from both classic networks and VPCs,

- If the RDS instance applies the enhanced whitelist mode, as shown in the following
figure, you must add the internal endpoint of the ECS instance in the classic
network to the default classic network whitelist of the RDS instance. If there is

no classic network whitelist, you must create a new whitelist.

Whitelist Settings SOL Audit SSL Encryption

Metwork isolation modd: enhanced whitelistd Each of the following whitelists serve a classic network or VPC.

Switch from classic network to VPC
Procedure

1. Log on to the ApsaraDB for RDSconsole.


https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is

located.

l A||baba C|0Ud Account’s all Resources = China (Hangzhou) =

MySQL High-availability instances wi Asia Pacific

or RDS Bl china (Hangzhou)
RDS Management Bl China (Shanghai)

Bl chinz (Qingdao)

n Backup Basic Information Tags B chinz (Beijing)
China (Zhangjiakou)
tances (0) Instance Name r - ’ . '
Bl china (Hohhot)
rents

Bl china (Shenzhen)

3. Find the target RDS instance and click the instance ID.

Q
Europe & Americas
BB Germany (Frankfurt)
£ UK (London)

B= us (silicon valley)

&= s (virginia)

Middle East & India
ok India (Mumbai)

I= UAE (Dubai)

4. In the left-side navigation pane, click Database Connection .

5. Click Switch to VPC.

6. In the dialog box that appears, select a VPC and a VSwitch, and specify whether

to retain the classic network address.

- Select a VPC. We recommend that you select the VPC where your ECS instance

is located. Otherwise, the ECS and RDS instances cannot connect to each other



over the internal network unless Express Connect or VPN Gateway are created to
connect the two VPCs.

- Select a VSwitch. If there is no VSwitch in the VPC that you select, as shown in
the following figure, you must create a VSwitch in the zone where the instance

is located. For more information, see Manage VSwitches.

Switch to classic, include endpoint(s):

Internal in-:p rds.alivunggom
Switch to: b

VPC: N Virtual Switch: i

If the switch you need is not in the list, please create a new switch first on the VPC consale.

Reserve original classic endpoint

- Select or clear Reserve Original Classic Endpoint as needed. The following
table describes the details.

Action Description

Clear The classic network address is not retained. The original classic

network address is changed to the VPC address.

If you do not retain the classic network address, the RDS instance
will be disconnected for 30 seconds, and the access from the

ECS instance in the classic network to the RDS instance over the
internal network is immediately disconnected when you switch
the network type.




Action Description

Select The classic network address is retained, and a new VPC address is

generated, as shown in the following figure. It indicates that the
hybrid access mode is enabled, and the RDS instance can be accessed

by ECS instances in both a classic network and a VPC.

If you retain the classic network address, the RDS instance will
not be disconnected when you switch the network type. The
internal access from the ECS instance in the classic network to
the RDS instance is only disconnected when the classic network

address expires.

Before the classic network address expires, make sure that the
VPC address has been configured in the ECS instance in the VPC
to smoothly migrate your services to the VPC. The system will
send an SMS message to the phone number bound to your Alibaba
Cloud account every day in the seven days before the classic

network address expires.

Database Connection

WPC [ VPC: )

Frm- .mysql.rds.zlivuncs.com

Mote: Use the preceding connection string to connect to the instance. You need to change the VIP in the conn

Original classic endpoint (Expired and released in 14 days)

1l my=sql.rds.alivuncs.com

For more information, see Configure a hybrid access solution to smoothly

migrate an RDSinstance from the classic network to a VPC.

7. Add the internal IP address of the ECS instance in the VPC to the VPC whitelist of

the RDS instance, so that the ECS instance can access the RDS instance over the



internal network, as shown in the following figure. If there is no VPC whitelist,

you must create a new whitelist.

Whitelist Settings SQL Audit SSL Encryption

Metwork isolation moded enhanced whitelist} Each of the following whitelists serve a cassic network or VPC,

8. Perform one of the following operations as needed:

- If you retain the classic network address, you must configure the VPC address
of the RDS instance in the ECS instance that is in the VPC.

- If you do not retain the classic network address, the access from the ECS
instance in the classic network to the RDS instance over the internal network
is immediately disconnected when you switch the network type. You must
configure the VPC address of the RDS instance in the ECS instance that is in the
VPC.

)
|:| Note:
If you need to use the ECS instance in the classic network to access the RDS

instance in the VPC, you can use the ClassicLink function or migrate the ECS

instance to the VPC.

Related operations

Operation Description

#unique_99 Used to switch the network type of an
RDS instance.

6.6 Change the data replication mode of an RDS for MySQL
instance

This topic describes how to change the data replication mode of an RDS for MySQL

instance and its slave instance to improve service availability

This function is available to the High-availability Edition of MySQL 5.5, 5.6, and 5.7.




Note:
In the MySQL 5.6 or 5.7 Enterprise Edition, you cannot change the replication

mode.
Overview of data replication
- Semi-synchronous

The updates initiated from your application are performed on the master
RDS instance. Then the corresponding logs are synchronized to the slave RDS
instance. The system regards that the transactions are submitted before the

updates recorded in the logs are performed on the slave RDS node.

If the slave RDS instance is unavailable or communication between the master
and slave RDS instances is abnormal, the semi-synchronous data replication

mode is degraded to the asynchronous data replication mode.

- Asynchronous

When your application initiate an update request for adding, deleting, or
modifying data, the master RDS instance responds to your application
immediately and replicates data to the slave RDS instance asynchronously after
completing the requested operation. Therefore, in asynchronous data replicatio
n mode, the operations on the master RDS instance are not affected even when
the slave RDS instance is unavailable. Additionally, the probability that data

inconsistencies are incurred by unavailability of the master RDS instance is low.
Prerequisites
The DB engine version and edition are one of the following:

- MySQL 8.0 High-availability Edition (with local SSDs)
- MySQL 5.7 High-availability Edition (with local SSDs)
- MySQL 5.6 High-availability Edition

- MySQL 5.5

Procedure

1. Log on to the RDSconsole.


https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is
located.

H (—JAIibabaCqud China (Hangzhou) ~ Q  BilingManagement More [ A ¢y English f:‘

RDS inste 53 Pacfic Europe & Americas fstics. You can save data by OpeniPI for long-term queries. Ignore
ApsaraDB for RDS Bl china (Hangzhou) B Gormany (Frankfurt)
RDS Mai @ China (Shanghai) £ UK (London) Learning Path Log Onto DB < Refresh Create Instance
Instances
e @l China (Qingdao) B US (Silicon Valley)
Cross-region Backup gasicInf Gl China (Beifing) 85 Us (virginia)
+ ) Bl china (Zhangjizkou)
S Instance Middle East & India L
Bl china (Hohhot) = India (Mumbsi)
@ china (Shenzhen) = UAE (Dubai) y
@l China (Chengdu) L
Bl Hong Kong d VPC
hina
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@® singapore 30N (Hangzhou) You-Go 0 Manage More
ZoneH )
& Australia (Sydney)
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hou) (vPCivpe Pay-As- anaoe | Subscrio ng | More =
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3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Service Availability.

5. In the Availability Information section, click Change Data Replication Mode.

Availability Information
Zone Type: Single-zone
a Replication Mode: Semi-synchronous @
Secondary Instance Number: 8907735(ZoneH)
6. In the displayed dialog box, select a data replication mode and click OK.

Change Data Replication Mode

Data Replication ®  Semi-synchronous Asynchronous
Mode:




APIs

API

Description

#unique_101

Used to change the HA mode and data
replication mode of an RDS instance.

6.7 Release an RDS for MySQL instance

This topic describes how to release an RDS for MySQL instance, which can use the

pay-as-you-go or subscription billing method.

il
|:| Note:

After an RDS instance is released, its data is deleted immediately. We recommend

that you back up the instance data before you release the instance.

Release a pay-as-you-go RDS instance

Precautions

If the RDS instance you want to release is the last read-only instance for a master

RDS instance, you must first disable the read/write splitting function. For more

information, see Disable read/write splitting for an RDSfor MySQL instance.

Procedure

1. Log on to the RDSconsole.
2. Select the target region.

= (- Alibaba Cloud  china thanca

ApsaraDB for RDS

c IPE INEEEEEREEE;



https://rds.console.aliyun.com/

3. Use one of the following two methods to open the Release Instance dialog box:

- Method 1:

Find the target RDS instance and in the Actions column choose More > Release

Instance.

VPC
(VPCivpc- Pay-As-You-
Go

Jul'g, Primary China
Running 2019, iy (Hangzhou)

3 P Manage | Change to Subscriptien Instance | More «
le:59  Lnstance ZoneB

fications

VPC
(VPCivpc- Pay-As-You-
Go

Jul 9, Primary China
Running 2019, mary (Hangzhou)
17 Instance
: ZoneB

Manage | Change to Subscription Instance |~ More =

- Method 2:

a. Find the target RDS instance and click the instance ID.
b. On the Basic Information page, find the Status section and click Release

Instance.
< L' .. (Ruming) [ &Back to Instence OperationGuide ~ LogOntoDB CreateDataMigration Task  Restartinstance | BackUplnstance  GRefresh | i=

~ Distributed by Instance Role ~

Pay-AS You-Go Aug 14, 2018, 14:40:01

4. In the Release Instance dialog box, click Confirm.

Release a subscription RDS instance

You can open a ticket to apply for releasing a subscription RDS instance.

FAQ
Will my RDS services be affected if I release a read-only instance?

Yes, we recommend that you set the read weight of the read-only instance to 0 before

you release a read-only instance.

Note:
After you release a read-only instance, the cached connection still points to this
read-only instance. To enable the system to distribute read requests to the other

read-only instances, you must reestablish a connection.


https://workorder-intl.console.aliyun.com/#/ticket/createIndex

APIs

API Description

#unique_105 Used to release a pay-as-you-go RDS
instance. (A subscription RDS instance
cannot be released by calling an API
action.)

6.8 Upgrade the kernel minor version of an RDS for MySQL
instance

This topic describes how to upgrade the kernel minor version of an RDS for

MySQL instance. The upgrade of the kernel minor version helps to improve system

performance, introduce new functions, and fix defects.
Overview

The automatic minor version upgrade function is enabled by default. You can
navigate to the Basic Information page on the RDS console and then in the
Configuration Information section view information about Automatic Minor

Version Upgrade.

< I Basic Information Configure Whitelist Migrate Across Zones A I Distributed by Instance Role
rm-1udeg5403a20m 6569 rm-1udeg5403320m6569 £ Restore Database (Previously Clone Database)
Basic Information N
China (Hangzhou)ZoneH rmary Instance
9 (High-availability) Read-only Instance
Accounts
Configure Whitelist Configure a whitelist first. 3306 0
Databases
Apply for Public Endpoint Add Read-only Instance
Backup and Restoratl...
Local SSD
Database Connection
Apply for a Read/Writer Spliting Address
Database Proxy
Monitoring and Alert... — I Status Subscription Billing Release Instance ~
Data Security Running Pay-As-You-Go Sep 6, 2019, 15:55:38
Service Availability
I Configuration Information Change Specifications A
Logs
General-purpose MysqL 5.7 1Cores
SQL Explorer
1024M8 600 300
Parameters

- Auto: In this mode, Alibaba Cloud sends you notifications when a new kernel
minor version is released. The automatic upgrade is performed during the

specified maintenance window.

- Manual: In this mode, Alibaba Cloud sends you notifications when the lifecycle

of the kernel minor version used by your RDS for MySQL instance ends. You are



notified that you must upgrade your RDS for MySQL instance to the latest kernel

minor version within one month.

Note:
When the lifecycle of a kernel minor version ends, this kernel minor version is

deprecated.
Precautions

- The kernel minor version upgrade incurs an restart of your RDS instance. During
the restart, your RDS instance may be unavailable for 30 seconds or less. We
recommend that you perform the upgrade during off-peak hours or make sure
that your application can automatically reconnect to your RDS instance.

- The kernel minor version of your RDS instance cannot be degraded after being
upgraded.

- After you upgrade the configuration of your RDS instance, the kernel minor

version of your RDS instance is upgraded accordingly.
Prerequisites
The used DB engine version and edition are one of the following:

- MySQL 8.0 High-availability Edition (with local SSDs)
- MySQL 8.0 Basic Edition

- MySQL 5.7 High-availability Edition (with local SSDs)
- MySQL 5.7 Basic Edition

- MySQL 5.6

- MySOQL 5.5

Set automatic minor version upgrade

1. Log on to the RDSconsole.


https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is

located.

C—J Alibaba Cloud China (Hangzhou) =

MvS! Asia Pacific Europe & Americas
raDB for RDS Bl cChina (Hangzhou) B Gormany (Frankfurt)
rDs @ cChina (Shanghai) B UK (London)
ances Bl China (Qingdao) B= s (silicon vallay)
ss-region Backup Bas. @l China (Beijing) &= Us (virginia)
Lad Tnctancae (0 Bl china (Zhangjiakou)

3. Find the target RDS instance and click the instance ID.
4. On the Basic Information page, find the Configuration Information section, and
click Configure to the right of Automatic Minor Version Upgrade.

5. In the displayed dialog box, select Auto or Manual and click OK.

Set Automatic Minor Version Upgrade

* Auto Manual |°
om -

=@

6.9 Change the configuration of an RDS for MySQL instance

This topic describes how to change the configuration of an RDS for MySQL instance,
including changing the edition, specifications, storage capacity, storage class, and

zone.

You can upgrade or downgrade the configuration of an RDS for MySQL instance at
any time regardless of whether the instance uses the subscription or pay-as-you-go
billing method. The new configuration takes effect immediately after you complete

the configuration upgrade or downgrade.



Configuration items

If you want to horizontally scale the read capability of an RDS for MySQL instance,

you can create read-only instances. For more information, see Read-only instances

overview and Create an RDSfor MySQL read-only instance.

Configurat

ion item

Description

Edition

- MySQL 5.6: You can change the DB engine edition from High-
availability Edition to Enterprise Edition or from Enterprise
Edition to High-availability Edition.

Note:
If you use the MySQL 5.6 DB engine, the network type of the RDS
instance must be Classic.
- MySQL 5.7: You can change the DB engine edition from Basic
Edition to High-availability Edition.

Specificat
ions (type)

You can change the specifications of any RDS instance.

Storage
capacity

You can increase the storage capacity of any RDS instance.

You can only decrease the storage capacity of a subscription-based

instance with local SSDs during instance renewal.

Note:

- For information about the capacity range, see #unique 24.
- You cannot decrease the storage capacity if the RDS instance
uses cloud SSDs.

- If the storage capacity range of the current specifications cannot
meet your requirements, you can change the specifications.

Storage
class

When you change the MySQL 5.7 DB engine of an RDS instance from
Basic Edition to High-availability Edition, the storage class changes
from SSD to local SSD.




Configurat |Description

ion item

Zone When you switch the MySQL 5.6 DB engine of an RDS instance
between High-availability Edition to Enterprise Edition, you must
also change the zone of the RDS instance.

Note:
Changing the zone requires data migration. A larger data volume
indicates a longer migration time.

Note:
Changing the preceding configuration does not change the endpoints of the RDS

instance.
Billing
For more information, see #unique_108.
Prerequisites
Your Alibaba Cloud account does not have an unpaid renewal order.
Precautions

- When the new configuration is taking effect, the RDS instance may be disconnect
ed for about 30 seconds and most operations related to databases, accounts, and
networks cannot be performed. Therefore, we recommend that you change the
configuration during off-peak hours or make sure that your application can
automatically reconnect to the RDS instance.

- If the RDS instance is in the Basic Edition (which has no slave node as hot
backup), it becomes unavailable for a long time during the configuration
change. Therefore, if you have high requirements for database availability, we
recommend that you select an edition higher than the Basic Edition. For example

, you can select the High-availability Edition.
Procedure

1. Log on to the RDSconsole.


https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is

located.

= (D Alibaba Cloud ~ cna tsangznou « Q  sligueagerent Mo [ 4 @y Eelsn ()
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3. Find the target RDS instance and click the instance ID.

4. On the Basic information page, find the Configuration Information section and

click Change Specifications.

I Configuration Information Change Specifications ~
General-purpose PostareSQL 10.0 1Cores
2048Me 1000 200

02:00-06:00 Configure rds.pg.s1.smal

5. Optional. If the RDS instance uses the subscription billing method, click Next in
the displayed dialog box.
6. On the Change Specifications page, change the instance configuration. For more

information, see Configuration items.
7. Specify the time at which you want to change the configuration.
- Switch Immediately After Data Migration: Change the configuration

immediately after the data migration.

- Switch Within Maintenance Window: Change the configuration during the

mai ntenance window.

-
|:| Note:

To change the maintenance window, follow these steps:

a. Click Modify.

Switch Immediately After Data Migration '® Switch Within Maintenance Window ( Current Setting: 02:00-06:00)[Modify]



b. In the Configuration Information section, select a maintenance window and

click Save.
06:00-07:00 07:00-08:00 08:00-09:00 09:00-10:00
10:00-11:00 11:00-12:00 12:00-13:00 13:00-14:00
14:00-15:00 15:00-16:00 16:00-17:00 17:00-18:00
15:00-19:00 19:00-20:00 20:00-21:00 21:00-22:00
22:00-23:00 23:00-00:00 00:00-01:00 01:00-02:00
02:00-03:00 03:00-04:00 04:00-05:00 05:00-06:00
Cancel

c. Go back to the Change Specifications page, refresh the page, and change the

configuration again.
8. Select Terms of Service, Service Level Agreement, and Terms of Use and click
Confirm.
FAQ
1. How can I change the storage class (local SSD, SSD, or ESSD) of an RDS instance?

See #unique_109

2. Do I need to migrate data if I only want to expand the storage capacity of an RDS

instance?

Check whether the server where the RDS instance is located provides sufficient
storage capacity for expansion. If yes, you do not need to migrate data and can
directly expand the storage capacity. If no, you must migrate data to a server that

provides sufficient storage capacity before you expand the storage capacity.

6.10 Reconfigure parameters for an RDS for MySQL instance

This topic describes how to use the console or API to view and reconfigure some
parameters for an RDS for MySQL instance. You can also use the console to query

the parameter reconfiguration history.
Precautions

- When you reconfigure parameters on the Parameters page, see the Value Range

column corresponding to each parameter.



- After you reconfigure certain parameters, you must restart the RDS instance for
the changes to take effect. For more information, see the Restart column on the
Parameters page. A restart disconnects the RDS instance. We recommend that
you make appropriate service arrangements before you restart an RDS instance.

Proceed with caution.
Reconfigure parameters

If you want to reconfigure the parameters of an RDS instance in batches, we

recommend that you use a parameter template.

1. Log on to the RDSconsole.

2. Select the target region.
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3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Parameters.
BasicInformation Parameters Refres
o
Modifiable Parameters Modification History
Databases.
Monitoring and Alert.. 1 1 Vd No [1-65535]
Data Security auto_in 1 1 7 No [1-65535]
Service Availability E avoid_temporal_upgrade oFF o g No [ONIOFF]
Logs 3000 3000 7 Yes [0-65535]
SQL Explorer binlog_cache_size 2007152 126kB /. No [4096-16777216)
binlog_checksum CRC32 RG2S Yes [CRC32|NONE]
binlog_order_commits ON oN Vi No [ON|OFF]

5. On the Modifiable Parameters tab, reconfigure one or more parameters as
needed.

To apply a parameter template to the RDS instance, follow these steps:

E] Note:


https://rds.console.aliyun.com/

If applying the parameter template requires a restart, we recommend that
you perform the operation during off-peak hours and make sure that your

application can automatically reconnect to the RDS instance.

a) Click Apply Template.

b) In the Apply Template dialog box, select the parameter template you want to
apply, and click OK.

Note:

- You can view the number of parameters in the template and whether the
template requires a restart. For more information about the parameter
changes, click View Parameter Change.

- If you cannot find the template, check whether the template is in the

same region as the RDS instance. If they are in different regions, you can



replicate the template to the region where the RDS instance is located. For

more information, see Operate parameter templates.

Apply Template

Template Name: template2 -
Mumber of 3
Parameters:
Force Restart: Yes
Update Time: 2019-08-30 11:02:18
View Parameter Change

To export the parameter settings of the RDS instance as a parameter template,

follow these steps:
a) Click Export as Template.

b) Set the following parameters.

Parameter Description

Template Name |The name of the parameter template. The template
name must start with a letter and can contain 8 to 64
characters including letters, digits, decimal points (.),
and underscores (_).




Parameter

Description

Description

The description of the parameter template for easy
template management. The description can contain up to
200 characters.

Export as Template

Template Name:

Description:

¢) Click OK.

tem plate_:estl

To export the parameters of the RDS instance, follow these steps:

Click Export Parameters. The parameters are exported as a file in TXT format to

your computer. The file contains all the parameters and their settings of the RDS

instance.

To import the parameters of the RDS instance, follow these steps:

a) After you finish modifying the exported parameter file, click Import

Parameters and copy the content of the parameter file to the Import

Parameters dialog box.

b) Click OK.

¢) In the upper-right corner, click Apply Changes.

il
= Note:

- If the new parameter settings take effect only after the RDS instance

is restarted, the system asks you whether you want to restart the RDS




instance. If so, we recommend that you reconfigure parameters during
off-peak hours and make sure that your application can automatically
reconnect to the RDS instance.

- Before the new parameter settings take effect, you can click Cancel

Changes to cancel the parameter reconfiguration.

Apply Template Export as Template Import Parameters Export Parameters

ON Ve No [ON|OFF]
- e No [1-65535]
1 Ve No [1-65535]

OFF ra Mo [ON|OFF]

To reconfigure only one parameter of the RDS instance, follow these steps:

a) On the Modifiable Parameters tab, find the parameter you want to reconfigure,

and in the Actual Value column click 7

b) In the displayed dialog box, enter a new value within the value range.

OM

¢) Click Confirm.
d) In the upper-right corner, click Apply Parameters.

@ Note:

- If the new parameter settings take effect only after the RDS instance
is restarted, the system asks you whether you want to restart the RDS
instance. If so, we recommend that you reconfigure parameters during
off-peak hours and make sure that your application can automatically

reconnect to the RDS instance.



- Before the new parameter settings take effect, you can click Cancel

Changes to cancel the parameter reconfiguration.
View the parameter reconfiguration history

1. Log on to the RDSconsole.

2. Select the target region.
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3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Parameters.
5. Click the Modification History tab.
6. Select a time range and click Search.
Madifiable Parameters Modification History
Select Time Range Aug 30, 2019 To | Aug 30, 2019
query_cache_type 0 0 Already in effect
binlog_cache_size 2097152 2097152 Already in effect
avoid_temporal_upgrade OFF OFF Already in effect
query_cache_type 0 0 Already in effect
binlog_cache_size 128KB 2097152 Already in effect
avoid_temporal_upgrade OFF OFF Already in effect

6.11 Operate parameter templates

Aug 30, 2019, 11:52:53

Aug 30, 2019, 11:52:53

Aug 30, 2019, 11:52:53

Aug 30, 2019, 11:32:13

Aug 30, 2019, 11:32:13

Aug 30, 2019, 11:32:13

This topic describes how to create, manage, and use parameter templates. You can

use a parameter template to manage RDS for MySQL instances in batches.

Prerequisites
The instance version is one of the following:
- MySOQL 8.0
- MySQL 5.7


https://rds.console.aliyun.com/

- MySQL 5.6

Context

If you only want to reconfigure only one parameter of an RDS instance, see

Reconfigure parameters for an RDSfor MySQL instance.

Create a parameter template

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. In the left-side navigation pane, click Parameter Templates, and in the upper-

right corner click Create Parameter Template.

ApsaraDB for RDS Parameter Templates

Cross-region Backup 1pg-y17g2kahgyafkezg
template_test_2

PR Create Parameter Template

MysQL 5.7 User-defined 103 Yes 2018-08-30 11:53:30 2016-08-30 11:53:30 View | Apply to Instance | Clone | Edit | Delete
MysQL 5.7 User-defined 103 Yes 2018-08-30 11:44:12 2016-08-30 11:44:12 View | Apply to Instance | Clone | Edit | Delete

MysQL 5.7 User-defined 3 Yes 20180830 11:02:18  2019-08-30 11:02:18 View | Apply to Instance | Clone | Edit | Delete

MysQL 5.6 User-defined 3 No 20180830 11:01:48  2019-08-30 11:01:48 View | Apply to Instance | Clone | Edit | Delete

2019083 1;:5 MySQL 5.7 Automatic Backup 3 Yes 2019-08-30 11:52:53 2019-08-30 11:52:53 View | Apply to Instance | Clone
08301132 MysQLS.7 Automatic Backup 3 Yes 2018-08-30 11:32:13 2016-08-30 11:32:13 View | Apply to Instance | Clone

4. Set the following parameters.

Parameter

Description

Template Name

The name of the parameter template. The template name
must start with a letter and can contain 8 to 64 characters
including letters, digits, decimal points (.), and underscore

s ().

Database Engine

Only one option is available: MySQL.

Version

Two options are available: MySQL 5.6 and MySQL 5.7.
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Parameter

Description

Description

The description of the parameter template for easy
template management. The description can contain up to
200 characters.

Add Parameter

If you click Add Parameter, a modifiable parameter entry is
displayed for you to specify the parameter name and value.
Additionally, you can view the other information such as
the value range and default value.

ol
|:| Note:
- To configure one more parameter, you can click Add
Parameter again.

- To delete a parameter, you can click Delete for the
parameter entry.

Import

After modifying an exported parameter template, you
can click Import to paste this parameter template. For
more information about parameter template export, see
Reconfigure parameters for an RDSfor MySQL instance.

5. Click Confirm.

Manage parameter templates

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.

: (-] Alibaba Cloud

T . AsaP:
ApsaraDB for RDS
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3. the left-side navigation pane, click Parameter Templates.

ApsaraDB for RDS Parameter Templates  Refresh Create Parameter Template

MySQL 5.7 User-defined 193 Yes 2018-08-30 11:53:30 2019-08-30 11:53:30 View | Apply to Instance | Clone | Eit | Delete
MySQL 5.7 User-defined 193 Yes 2019-08-30 11:44:12 2019-08-30 11:44:12 View | Apply to Instance | Clone | Edit | Delete
P: r Templ
MySQL 5.7 User-defined 3 Yes 2019-08-30 11:02:18 2019-08-30 11:02:18 View | Apply to Instance | Clone | Edit | Delete

4. Perform operations on parameter templates as needed.

To view a parameter template, follow these steps:

Find the parameter template and in the Actions column click View. Then, you

can view the basic information and parameter details of the template.

Template ID: rpg

Basic Information

rPg- templatel
MySQL 56
Parameters
automatic_sp_privileges No [ON|OFF] oN oN
auto_increment_increment No [1-65535] 1 1
binlag_rows_query_log_events No [ON|OFF] OFF OFF

To apply a parameter template to one or more RDS instances, follow these steps:
-
[:] Note:



Before you apply a parameter template to more than one RDS instance, you must

make sure that these parameters are suitable to these instances.

a) Find the parameter template and in the Actions column click Apply to

Instance.

b) Select RDS instances from the All Instances section, and click » to

move them to the Selected Instances section. Then, check the parameter

comparison information.

Apply to Instance +

Template Name: rpg-emcp61ldn08p4408
Version: MySQL 5.7
Force Restart: Yes
Select RDS Instances: Up to 10
All Instances Selected Instances
Q,

> |@

Parameter Comparison:

Parameter

automatic_sp_privileges e

auto_increment_increment

auto_increment_offset

Cancel

¢) Click OK.

To replicate a parameter template from one region to another, follow these steps:



a) Find the parameter template and in the Actions column click Clone.

b) Set the following parameters

Parameter Description

Region The destination region to which the parameter template
is to be replicated.

Parameter The name of the parameter template. The template

Template name must start with a letter and can contain 8 to 64
characters including letters, digits, decimal points (.),
and underscores (_).




Parameter Description

Description The description of the parameter template for easy
template management. The description can contain up to
200 characters.

Clone
Version: MySQL 5.7
* Region: China (Hangzhou) v
Parameter Template rpg-emcpb1ldn08p4408
ID:
* Template Name: template|
Number of 3
Parameters:
Description:

¢) Click OK.
To modify a parameter template, follow these steps:

a) Find the parameter template and in the Actions column click Edit. On the

displayed page, modify the parameter template as needed.
b) Click Edit.

To delete a parameter template, follow these steps:



Find the parameter template and in the Actions column click Delete. In the

displayed dialog box, click OK.

-

Note:
Deleting a parameter template does not affect the RDS instances to which the

template is applied.

6.12 Instance recycle bin
This topic describes the instance recycle bin and the related operations. You can
unlock, re-create, or destroy RDS instances in the recycle bin.

Unlock an RDS instance that has overdue payments

When an RDS instance is locked due to overdue payments, you can go to the recycle

bin to renew and unlock it.
Unlock an RDS instance that has expired

When an RDS instance is locked due to expiration, you can go to the recycle bin to

renew and unlock it.

1. Log on to the RDSconsole.
2. Select the target region.

u () AlibabaCloud  crina (Hangzhou) « Q  ilingManagement More [J A ¢y  Englist "7
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3. In the left-side navigation pane, click Locked Instances.

4. Find the locked instance and click Unlock to renew the instance.
The instance is unlocked after renewal.
Re-create an RDS instance

After an RDS instance expires, it is released on the eighth day and its data keeps

stored in the system for another eight days. Within the eight days, you can restore
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the instance data to a new instance. On the 16th day counting from the day when

the RDS instance expired, the instance data is deleted from the system and cannot

be retrieved.

1. Log on to the RDSconsole.
2. Select the target region.

= (-] Alibaba Cloud

RDS instz
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rosMar @ Ch
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1 can save data by OpenAPI for long-term queries.

3. In the left-side navigation pane, click Locked Instances.

Pay-As-
You-Go

Pay-As-
You-Go

4. Find the target RDS instance and click the button for re-creating an RDS

instance.

By default, the system creates an RDS instance that has the same specifications

and resides in the same zone as the released RDS instance. You can select other

zones and specifications as needed.

Destroy an RDS instance

When an RDS instance is locked due to expiration or overdue payments, you can go

to the recycle bin to destroy it.

1. Log on to the RDSconsole.
2. Select the target region.

= (-] Alibaba Cloud

RDS inst; 2
ApsaraDB for RDS

RDS Mal
nstances

Cross-region Backup BasicIni

Locked Instances (0)

u can save data by OpendPI for long-term queries

3. In the left-side navigation pane, click Locked Instances.

Learning Path Log On to DB
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https://rds.console.aliyun.com/

ApsaraDB for RDS RDS for MySQL User Guide / 6 Instance management

4. Find the instance and click Destroy.
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7 Read-only instances and read/write splitting

7.1 Read-only instances overview

This topic provides an overview of read-only instances in RDS for MySQL. You
can create one or more read-only instances to support a massive number of read

requests and increase the throughput of applications.
Background information

An RDS for MySQL read-only instance is a read-only copy of the corresponding
master instance. Changes to the master instance are automatically replicated to all
corresponding read-only instances. You can set the replication delay in each read-only

instance.

Note:

- Currently the following MySQL versions and RDS editions support read-only

instances:

- MySQL 8.0 High-availability Edition (with local SSDs)
- MySQL 5.7 High-availability Edition (with local SSDs)
- MySQL 5.6
- Each read-only instance adopts a single-node architecture (that is, without slave

nodes).
Pricing

Read-only instances are billed by using the pay-as-you-go billing method. For more

information, see ApsaraDB RDSfor MySQL pricing.
Features
Read-only instances in RDS for MySQL offer the following features:

- Aread-only instance is located in the same or different zones from its correspond
ing master instance.

- The specifications of a read-only instance do not need to be the same as that
of the corresponding master instance and can be changed at any time. We

recommend that the specifications of a read-only instance be greater than or


https://www.alibabacloud.com/product/apsaradb-for-rds?spm=a3c0i.7938564.220486.8.10521d15K8Buqg#pricing

equal to that of the corresponding master instance. If the specifications of a read
-only instance is lower than that of the corresponding master instance, the read-

only instance may suffer from high delay or load.

- The network type of a read-only instance can be different from that of its

corresponding master instance.

- No account or database maintenance is required for a read-only instance. Both

accounts and databases are replicated from the corresponding master instance.

- When you create a read-only instance, the system automatically replicates the

whitelists of the corresponding master instance. After a read-only instance is
created, its whitelists are independent of the whitelists of the corresponding
master instance. If you want to change the whitelists of the read-only instance,

see Configure a whitelist for an RDS for MySQL instance.

- Read-only instances support monitoring and alerting. Specifically, up to 20

Limits

performance metrics, including the disk capacity, IOPS, number of connections,

CPU utilization, and network traffic.

- The number of read-only instances that a master instance can have varies

depending on its memory size.

Database type Memory Max number of read-only
instances
MySQL = 64 GB 10
<64 GB S

- Read-only instances do not support backup settings or manual backups.

- Read-only instances do not support the creation of temporary instances through

backup files or backups, or support the overwriting of instances by using backup

sets.

- After a read-only instance is created, the master instance does not support data

recovery through the direct overwriting of instances by using backup sets.

- You cannot migrate data to read-only instances.

- You cannot create or delete databases for read-only instances.

- You cannot create or delete accounts for read-only instances.

- You cannot authorize accounts or change account passwords for read-only

instances.




FAQ

Can the accounts on the master instance be used on the read-only instances
attached with it?

Accounts on the master instance are replicated to the read-only instances. You can
use the accounts to read data from the read-only instances but cannot write data

into the read-only instances.

7.2 Create an RDS for MySQL read-only instance

This topic describes how to create an RDS for MySQL read-only instance. You can
create read-only instances to process massive read requests sent to the database
and increase the application throughput. A read-only instance is a read-only copy
of the master instance. Changes to the master instance are also automatically

synchronized to all relevant read-only instances.

For more information, see Read-only instances overview.
Prerequisites

The DB engine version and RDS edition are as follows:

- MySQL 8.0 High-availability Edition (with local SSDs)
- MySQL 5.7 High-availability Edition (with local SSDs)
- MySQL 5.6

Precautions

- You can create read-only instances in your master RDS instance. However, you
cannot switch an existing instance to a read-only instance.

- Creating a read-only instance does not affect your master RDS instance because
the read-only instance replicates data from the slave instance.

- A read-only instance does not inherit the parameter settings of your master RDS
instance. Instead, default parameter settings are generated. You can modify the
parameter settings of a read-only instance on the RDS console.

- The quantity of read-only instances is as follows.

Database type Memory Max number of read-only

instances

MySQL > 64 GB 10




Database type

Memory

Max number of read-only

instances

<64 GB

5

- A read-only instance is charged by using the pay-as-you-go billing method.

Specifically, the fees for a read-only instance are deducted once per hour

depending on the instance specifications. For more information, see the "Read-

Only Instances" part at ApsaraDB RDSfor MySQL pricing.

Create a read-only instance

1. Log on to the RDSconsole.

2. Select the target
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3. Find the target RDS instance and click the instance ID.

4. Click Add Read-only Instance.

< [

Basic Information
Accounts Basic Informatior
Databases

Database Connection

Database Proxy

Configure
Monitoring and Alet, )
Apply for Public Endpoint
Data Security
Local 55D
Service Availability = )
T Apply for a Read)’
Logs
SQL Explorer I Status
Running

Backup and Restorati..

Parametars

(Running)

a

China (Hangzhou)ZoneH

I Configuration Information

General-purpose

1024M8

02:00-06:00 Configure

% Back to Instance List

the internal IP address.

Writer Splitting Address

Operation Guide

Configure whitslist

avallability)

Pay-As-You-Go

MySQL5.7
600

rds.mysal.t1.small

& 2
hina veC
(Hangzho VPCES Fane 0 ge | M
ZoneH rowse
China Ve
(Hangzhou) PCivpe Pay 0 Manage | Subscription Billing | More +
ZoneH
Log On to DB Create Data Migration Task Restart Instance Back Up Instance CrRefresh | | 1=
Migrate Across Zones ~ Distributed by Instance Role ~
/s Restore Database (Previously Clone Database)
Primary Instance (High-
Read-only Instance
3306 0
Subscription Biling | | Release Instance ~
Jul 16, 2018, 13:53:22
Change Spedifications ~

1Cores

Auto Configure



https://www.alibabacloud.com/en/product/apsaradb-for-rds?spm=a3c0i.o26117en.a3.1.FZgSTK#pricing
https://rds.console.aliyun.com/

5. On the purchase page, choose the configuration of the read-only instance, and

then click Buy Now.

Note:

- We recommend that the read-only instance and its corresponding master
instance be located in the same VPC.

- To guarantee sufficient I/O for data synchronization, we recommend that the
configuration of the read-only instance (specifically, the memory) is greater
than or equal to that of the master instance.

- We recommend that you purchase multiple read-only instances based on
your business needs to improve availability.

6. On the Order Confirmation page, read and confirm you agree to Terms of Service,
Service Level Agreement, and Terms of Use by selecting the checkbox, confirm

the order details, and click Pay Now.
The instance creation takes a few minutes.
View a read-only instance
To view a read-only instance in the instance list, follow these steps:

1. Log on to the RDSconsole.
2. Select the target region.

: (=D Alibaba Cloud  cnina (Hangzhou) « Q  BilingManagement  More [ A £y  English "7
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3. Find the target read-only instance and click the instance ID.

RDS instances in China(Zhangjiakou) will retain the latest @ days of the error log, slow log details and slow log statist
ApsaraDB for RDS

RDS Management
Instances

Cross-region Backup Basic Information Tags

Locked Instances (0)

Instance Name v WTag

Running

MySQL 5.7

You can save data by OpenAPI for long-term queries.

Learning Path

Log On to

China VPC Pay-fs-
3 { VPCync- =
(Hangzhou) { VPCivpc: You-Go o
ZoneH )

To view a read-only instance on the Basic Information page for the master instance,

follow these steps:

1. Log on to the RDSconsole.
2. Select the target region.

China (Hangzhou) +
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3. Find the master instance and click the instance ID.
RDS instances in China(Zhangjiakou) will retain the latest @ days of the error log, slow log details and slow log statistics. You can save data by OpenAPI for long-term queries.
‘ApsaraDB for RDS
RDS Management
Locked nstances (0) e Name o] [sea e m 139
Running Jul 16, 2018, 16:53  Read-only Instance MySQL5.7 (Hangzhou)
& Running Jul 16, 2019, 13:53  Primary Instance MySQL5.7 (Hangzhou)
A Running Jul 16, 2019, 11:10  Primary Instance MySQLS5.7 (Hangzhou) Classic Network
Running Jul 14, 2019, 21:3¢  Primary Instance SQL Server 2008 R2 (Hangzhou)
o ZoneF+ZoneG.

Q  BilingManagement More [ A ¢y English {5
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4. On the Basic Information page, move the pointer over the number below Read-
only Instance and click the ID of the read-only instance.

Basic Information

Accounts Basic Information Configure Whitelist
Database Connection rm-1ud129vi0g55xs411 rm-1ud120vi0g5sxs4il  F
Manitoring and Alert... China (Hangzhou)ZoneH Primary Instance
snangznow;cons (AlwaysOn)

Data Security R

Configure Whitelist to view the internal IP addrass. 1433
Service Availability

550

Backup and Restorafi...

Configure Whitslist to view the internal IP address. 1433
Cluster management

Linked Server,Distributed Transaction Chinesa_PRC_CI_AS

View the delay time of a read-only instance

When a read-only instance replicates data from the master instance, the read-only
instance may lag behind the master instance by a small amount of time. You can

view the delay on the Basic Information page of the read-only instance.

L2 (Running) | #Back to Instance List I:l Operation Guide Log On to DB Create Data Migration Task Restart Instance C Refresh

APIs
API Description
#unique 53 Used to create an RDS read-only
instance.

7.3 Set a replication delay for an RDS for MySQL read-only
instance

This topic describes how to set a replication delay for an RDS for MySQL read-only

instance.
Context

You can set a replication delay for a read-only instance of an RDS for MySQL
instance. Then the read-only instance synchronizes data from the master instance

at the specified delay.
For more information about the related APIs, see #unique 114.

Limits



- If areplication delay is set for a read-only instance, you cannot add the read-only

instance to read/write splitting.
- If aread-only instance is in read/write splitting, you cannot set a replication delay for
it.
Procedure
1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click the instance ID.

China
Aug 14,2019, . | wpe
I:l Running 1:94,‘ Primary Instance MysQL 5.7 (Hangzhou) Pay-As-You-Go Manage | Subscription Biling | More
0 ZoneH
Total: 1 item(s), Per Page: 30 item(s)

4. In the left-side navigation pane, click Service Availability.

5. Click Set Delayed Replication.

Basic Information

I Availability Information Configure Primary/Secondary Switchover Set Delayed Replication A

Accounts

Single-zone 100.0%
Databases
Asynchronous Enable (Default)
Database Connection
Monitoring and Alert. I Zone Architecture Diagram Other Zone Architecture Diagrams A

Data Security

& Availability Zone X

ez Read Request Data Sync
Single Availability Zone é F-S @ 4 '

SOL Explorer
SLB Proxy Readonly Instance Master Instance
ECS (Optional)

Parameters

6. In the displayed dialog box, set Delay and click OK.

E] Note:
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The delay is measured in the unit of second. The default delay is 0 seconds,
indicating that the master instance sends operation log data to the read-only
instance immediately after completing an operation and the read-only instance

performs the operation immediately after receiving the operation log data.

7.4 Introduction to read/write splitting

This topic introduces the read/write splitting function. This function enables RDS

to distribute read and write requests through a read/write splitting address.
Functions

When read/write splitting is enabled, three types of connection addresses are

available in the instances:

- The connection address of the master instance: The Internet and intranet IP
addresses can coexist.

- The connection address of the read-only instance: The Internet and intranet IP
addresses can coexist.

- The read/write splitting address: The Internet and intranet IP addresses cannot
coexist. An intranet IP address is generated by default. If you must use the read/
write splitting Internet IP address, you can switch the IP address. For more
information, see Change the network type of the read/write splitting address for an RDS for MySQL

instance.

The master instance and read-only instance require independent connection
addresses. Currently, instance connection addresses are configured automatically

in applications to split read and write operations.

With this function, an extra read/write splitting address is provided to associate the
master instance with all its read-only instances, achieving an automatic read/write
splitting link. Applications can perform read and write operations with a single
connection address. Write requests are routed automatically to the master instance
and read requests are routed to each read-only instance by user-defined weights.
You can scale up the processing capacity of the system by adding more read-only

instances without any change to applications.

The following figure shows different types of connection addresses.



Benefits
- Facilitates maintenance with a single read/write splitting address.

The master and read-only instances each have an independent connection
address. You must configure each of these addresses in your application so that
write requests are sent to the master instance and read requests to the read-only

instances.

The read/write splitting function provides an additional address called read/
write splitting address. You can connect to this address to perform read and
write operations on the master and read-only instances, with read and write

requests automatically distributed. Therefore, maintenance costs are reduced.

Additionally, you can increase the processing capability of your DB system by

adding read-only instances without making any changes to your application.

- Improves performance with support for the highly secure link.

For users who build a proxy layer to implement read/write splitting on the
cloud, data has to go through multiple components for statement parsing and
forwarding before it reaches the database, significantly increasing the response
latency. RDS read/write splitting can be directly set in the existing highly secure
link without time consumption by any other components, which reduces the

latency and improves the processing rate.

- Applies to various scenarios with customizable weights and thresholds.

RDS read/write splitting can be used to set read request weights for master and
read-only instances and latency thresholds for read-only instances.

- Enhances database availability with instance health checks.

RDS read/write splitting performs health check automatically for all instances in
the distribution system. If any instance fails or its latency exceeds the threshold
, RDS automatically removes the instance out of the distribution system (while
marking it as unavailable and stopping allocating read requests to it) and
allocates read and write requests to the remaining healthy instances by the
predefined weights. In this way, applications still run properly even if any single
-node read-only instance fails. After the instance resumes, RDS automatically

reclaims it into the request distribution system.

Note:



To prevent single node failures, we recommend that you create at least two read-
only instances for each master instance if you are using read/write splitting.

- Reduces resource and maintenance costs with free services.
RDS provides free read/write splitting function for all users.
Restrictions

- Currently, the following commands or functions cannot be forwarded to a read-

only instance:

- The stmt prepare sql command is automatically executed on the master
instance.

- The stmt prepare command command cannot be forwarded to a read-only
instance before execution of stmt close.

- The environment configuration variables set global, set user,and set once
are automatically executed on the master instance.

- The following commands or functions are not supported currently:

- SSL encryption

- Compression protocols

- com_dump_table and com_change_user protocols
- kill connection [query]

- change user

- The execution result is random for the following commands:

The show processlist, show master status,and com_process_info commands
return results according to the instance connected during execution.

- All transactions are routed to the master database.

- Read/write splitting does not guarantee consistency of non-transactional reads.
If you require such consistency, add hints to route query requests to the master
database or encapsulate query requests into transactions.

- The LAST_INSERT_ID() function is not supported. To use this function, add hint
: [*FORCE_MASTER*/, eg:/*FORCE_MASTER*/ SELECTLAST_INSERT_ID(); to the

request.
Reference

FAQ for read/write splitting



7.5 Enable read/write splitting for an RDS for MySQL instance

This topic describes how to enable the read/write splitting function for an RDS

for MySQL instance. When this function is enabled, your application connects to a
read/write splitting module through a read/write splitting address. The read/write
splitting module distributes write requests to the master instance, and distributes

read requests to the read-only instances based on the preset read weights.
Prerequisites

- The RDS instance is a master instance.

- The DB engine version and edition of the RDS instance are as follows:

- MySQL 5.7 High-availability Edition (with local SSDs)
- MySQL 5.6

Note:
MySQL 8.0 supports read-only instances but does not support read/write
splitting.
- The RDS instance belongs to one of the following regions: China (Hangzhou),
China (Shanghai), China (Qingdao), China (Beijing), China (Zhangjiakou), China
(Hohhot), China (Shenzhen), China (Hong Kong), Singapore, Australia (Sydney),
US (Virginia), US (Silicon Valley), Germany (Frankfurt), and UK (London).
- The RDS instance has at least one read-only instance. For more information
about how to create a read-only instance, see Create an RDSfor MySQL read-only

instance.

- The replication latency is not enabled for the read-only instances of the RDS instance.
Precautions

- Ifitis the first time that you enable the read/write splitting function, the system
automatically upgrades the backend administration systems of the master
and read-only instances to the latest version to guarantee service availability.
When the read/write splitting function is being enabled, the master instance
is disconnected for 30 seconds or less. Additionally, the read-only instances is
inaccessible during the whole restart process. We recommend that you enable
the read/write splitting function during off-peak hours and make sure that your

application can automatically reconnect to the RDS instance.



- If you have restarted or changed the specifications at least once for the master
instance and its associated read-only instances after March 8, 2017, the backend
administration systems of these instances have been automatically upgraded
to the latest version. In such case, when you enable the read/write splitting
function, the system does not restart the RDS instance or generate a transient
disconnection.

- The generated read/write splitting address is fixed. It does not change even when
you enable and disable the read/write splitting function for multiple times.
Therefore, you do not need to change the configuration data on your application

frequently. This reduces maintenance costs.

Note:

The read/write splitting address cannot be changed manually.

Database Proxy

Read/Write Splitting

Basic Information of Read/Write Splitting Configure Read/Write Spliting Switch to Internet Address Disable Read/Write Splitting ~

m- 3306

Intranet address (VPC) 30Seconds
Automatic Distribution 2
rm-1ud1afh2qc57ojva7 0

rr-1udu4214cilofyOvd 100

- The read/write splitting function is free of charge. You pay only for the read-only

instances you use.

Procedure

1. Log on to the RDSconsole.


https://rdsnew.console.aliyun.com/console/index#/rdsList/

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Database Connection or Database Proxy.

5. On the Read/Write Splitting tab, click Enable now.

-
Note:

- If theEnable now button is not displayed, you must enable the database proxy
and create at least one read-only instance.

- If the master and read-only instances were created before March 8, 2017
and you have not restarted them or changed their specifications, enabling
the read/write splitting function incurs a restart of the instances. In such
case, you must click OK in the displayed dialog box to enable the read/write

splitting function.
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6. Set the following parameters.

Configure Read/Write Splitting

MNetwork Type (® Intranet address (Classic network) () Internet Address

Latency Threshold: 30 Second

The read requests are not distributed to the read-
only instance whose latency exceeds the threshold.

Read Weight (® Automatic Distribution ) Customized Distribution

Distribution How to set the weight?
M- S I Master instance 0
- Com ] Read-only instance 100

* The system distributes the weight automatically. The weights of the subsequent new read-
only instances will be automatically distributed according to the system weight distribution
rules.

* The weight of the instance will be removed when the instance is in the downtime or when
its delay times out. After the instance is restored, the weight will be automatically restored.
* The weight of the instance will be automatically removed after the instance is released.

OK Cancel
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Parameter

Description

Network

Type

The type of the read/write splitting address.
- Intranet address

- If the network type of the master instance is VPC, then the
network type of the read/write splitting address is also VPC.

- If the network type of the master instance is Classic Network,
then the network type of the read/write splitting address is
also Classic Network.

- Internet Address: used to access the RDS instance from the
Internet. The Internet is prone to fluctuations. Therefore, we
recommend that you use an internal endpoint to connect to the
RDS instance.

Latency
Threshold

The maximum latency allowed for data synchronization between
the master and read-only instances. When the data synchronization
latency of a read-only instance exceeds this threshold, the system no
longer distributes read requests to the read-only instance no matter
how high the read weight of the read-only instance is.

The latency threshold ranges from 0 seconds to 7,200 seconds.

Due to limitations in the execution of SQL statements, a read-only
instance may synchronize data from the master instance at a certain
latency. We recommend that you set this parameter to a value

greater than or equal to 30 seconds.




Parameter| Description

Read A higher read weight indicates more read requests to process. For
Weight example, the master instance has three read-only instances, and
Distributitheir read weights are 0, 100, 200, and 200, respectively. Then the
on master instance does not process read requests (write requests are

still automatically sent to the master instance), and the three read-
only instances process read requests at the 1:2:2 ratio.

- Automatic Distribution: The system automatically assigns a read
weight to each instance based on the instance specifications.
After a read-only instance is created, it is automatically added
to the read/write splitting link according to the read weight
assigned by the system. For more information, see Rules of weight
allocation by the system.

- Customized Distribution: You can manually set the read weight
of each instance. The value ranges from 0 to 10000. After a read-
only instance is created, its read weight is 0 by default. You must
manually specify a read weight for the read-only instance.

Note:
You cannot specify a read weight for a read-only instance for which
a replication latency is specified.

7. Click OK.

Note:
The instance status changes to Creating Network Connection. Wait until the

instance status changes back to Running.

What to do next

You can change the configuration data on your application so that your application

uses the read/write splitting address to connect to the RDS instance.

Note:
You can obtain the read/write splitting address on the Basic Information page or

on the Read/Write Splitting tab of the Database Connection page.
FAQ

+ Modify the latency threshold and read weights

+ Change the network type of the read/write splitting address for an RDSfor MySQL instance



+ Monitor the read/write splitting performance of an RDSfor MySQL instance
+ Rules of weight allocation by the system

+ FAQ for read/write splitting

7.6 Modify the latency threshold and read weights

This topic describes how to modify the latency threshold and read weights when

read/write splitting is enabled.
For more information, see Table 7-1: Read/write splitting parameters.
Procedure

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Database Connection or Database Proxy.

5. Click the Read/Write Splitting tab.


https://rdsnew.console.aliyun.com/console/index#/rdsList/

ApsaraDB for RDS RDS for MySQL User Guide / 7 Read-only instances and
read/write splitting

6. In the Basic Information of Read/Write Splitting section, click Configure Read/

Write Splitting. Then, set the following parameters.

Configure Read/Write Splitting

Latency Threshold: 30 Seconds

The read requests are not distributed to the read-
only instance whose latency exceeds the threshold.

Read Weight ® Automatic Distribution @ () Customized Distribution

Distribution How to set the weight?
rm . = Master instance 0
I SN Read-only instance 100

* The system distributes the weight automatically. The weights of the subsequent new read-
only instances will be automatically distributed according to the system weight distribution
rules.

* The weight of the instance will be removed when the instance is in the downtime or when
its delay times out. After the instance is restored, the weight will be automatically restored.
* The weight of the instance will be automatically removed after the instance is released.

Issue: 20191021 147



Table 7-1: Read/write splitting parameters

Parameter

Description

Latency
Threshold

The maximum latency allowed for data synchronization between
the master and read-only instances. When the data synchronization
latency of a read-only instance exceeds this threshold, the system no
longer distributes read requests to the read-only instance no matter
how high the read weight of the read-only instance is.

The latency threshold ranges from 0 seconds to 7,200 seconds.

Due to limitations in the execution of SQL statements, a read-only
instance may synchronize data from the master instance at a certain
latency. We recommend that you set this parameter to a value

greater than or equal to 30 seconds.

Read
Weight
Distribut]

on

A higher read weight indicates more read requests to process. For
example, the master instance has three read-only instances, and
their read weights are 0, 100, 200, and 0, respectively. Then the
master instance does not process read requests (write requests are
still automatically sent to the master instance), the first and second
read-only instances process read requests at the 1:2 ratio, and the
third read-only instance does not receive any read or write requests.

- Automatic Distribution: The system automatically assigns a read
weight to each instance based on the instance specifications.
After a read-only instance is created, it is automatically added
to the read/write splitting link according to the read weight
assigned by the system. For more information, see Rules of weight
allocation by the system.

- Customized Distribution: You can manually set the read weight
of each instance. The value ranges from 0 to 10000. After a read-
only instance is created, its read weight is © by default. You must
manually specify a read weight for the read-only instance.

Note:

- If aread-only instance is deleted, then its read weight is deleted
and the read weights of the other read-only instances remain
unchanged.

- You cannot specify a read weight for a read-only instance for
which areplication delay.

7. Click OK.




Reference

FAQ for read/write splitting

APIls
API Description
#unique_121 Used to change the latency threshold
and read weights of RDS instances.

7.7 Change the network type of the read/write splitting address
for an RDS for MySQL instance
This topic describes how to change the network type of the read/write splitting
address for an RDS for MySQL instance. When you enable the read/write splitting
function, you can use the internal or public endpoint of the master instance as the

read/write splitting address.

If your application is deployed in the same VPC as the RDS instance, we recommend
that you use the internal endpoint to guarantee data security and communicat

ion efficiency. If your application is deployed on your computer or in a different
network from your RDS instance, you can use the public endpoint to establish a

connection.
Prerequisites

The read/write splitting function is enabled. For more information, see Enable read/

write splitting for an RDS for MySQL instance.
Precautions

When you change the network type of the read/write splitting address, the master
instance experiences a transient disconnection for up to 30 seconds. To avoid the
impact of the transient disconnection, we recommend that you change the network
type during off-peak hours and make sure that your application can automatically

reconnect to the RDS instance.
Procedure

1. Log on to the RDSconsole.


https://rdsnew.console.aliyun.com

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click the instance ID.

4. In the left-side navigation pane, click Database Connection or Database Proxy.
5. Click the Read/Write Splitting tab.

6. Click Switch to Internet Address or Switch to Inner Address.

7. In the displayed dialog box, click Confirm.

Switch to Internet Address

l:lo m (((((

Reference

FAQ for read/write splitting

7.8 Disable read/write splitting for an RDS for MySQL instance

This topic describes how to disable read/write splitting for an RDS for MySQL

instance.
Prerequisites

The read/write splitting function has been enabled for the RDS instance. For more

information, see Enable read/write splitting for an RDSfor MySQL instance.



Precautions

- When the read/write splitting function is being disabled, the RDS instance
is disconnected for 30 seconds or less. We recommend that you disable this
function during off-peak hours and make sure that your application can
automatically reconnect to the RDS instance.

- After the read/write splitting function is disabled, the read/write splitting
address becomes invalid. Make sure that your application no longer uses the

read/write splitting address to connect to the RDS instance.
Procedure

1. Log on to the RDSconsole.
2. In the upper-left corner, select the region where the target RDS instance is
located.
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. Find the target RDS instance and click the instance ID.
. In the left-side navigation pane, click Database Connection or Database Proxy.

. Click the Read/Write Splitting tab.

=) W) B V)

. In the Basic Information of Read/Write Splitting section, click Disable Read/
Write Splitting.
7. In the displayed dialog box, click Confirm.

7.9 Monitor the read/write splitting performance of an RDS for
MySQL instance

This topic describes how to monitor the read/write splitting performance of an RDS

for MySQL instance in the RDS console.
Procedure

1. Log on to the RDSconsole.


https://rdsnew.console.aliyun.com
https://rdsnew.console.aliyun.com

2. In the upper-left corner, select the region where the target RDS instance is

located.

= (-] Alibaba Cloud

RDS inste =2 You can save data by OpenAPI for long-term queries. Ignore

ApsaraDB for RDS

RDS Mal

Inst -
i China e Pay-is-
3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Monitoring and Alerts.
5. On the Monitoring tab, select Engine Monitoring.
< Monitoring Alarms
Monitoring Type: = Resource Monitoring CRefresh
Accounts Select Time: 1 Hour 7 Days 1 Month 2017-09-21 15:20 - 2017-09-22 15:20 &
BEEEEE TPS (Transactions per Second)/QPS (Queries per Second)
:
Segurity

Average QPS ® Average TPS

6. View the TPS (Transactions per Second)/QPS (Queries per Second) chart to
obtain the number of read and write operations on each of the master and read-

only instances.

7.10 Verify the read/write splitting performance of an RDS for
MySQL instance
This topic uses Sysbench 0.5, a MySQL stress testing tool, as an example to

describe how to correctly configure parameters to verify the read/write splitting



performance of an RDS for MySQL instance. After read/write splitting is enabled,

all transactions are routed to the master instance by default.
Prerequisites

- The read/write splitting function is enabled. For detailed operations, see Enable

read/write splitting for an RDSfor MySQL instance.

- The Sysbench 0.5 is installed. For detailed operations, see the Sysbench documentation

Precautions

- We recommend that a case with prepare or a transaction not be for testing the
load balance performance of read/write splitting.

- Prevent the master/slave latency from exceeding the threshold set for the
monitoring check due to high read stress.

- We recommend that you use the following Sysbench scripts to build a specific

SQL statement as needed.

function thread_init(thread_1id)
db_connect()
end
function event(thread_1id)
rs = db_query("select 1")
end

Set Sysbench parameters

A transaction is used by default to test the Sysbench oltp.lua script. If you use
default parameters, all SQL statements are executed in the transaction and read-
only SQL statements are routed to the master database for execution. Therefore,
when the Sysbench is used to test read/write splitting performance, you must set
the Sysbench parameters as needed. For example, you can set the oltp-skip-trx
parameter to make sure that the Sysbench does not run the SQL statement in a

transaction.
Set common parameters

You can set the following parameters as needed.

Name Description

test Path of the test file

mysql-host IP address of the MySQL server



https://github.com/akopytov/sysbench/tree/0.5
https://github.com/akopytov/sysbench/tree/0.5

Name Description

mysql-port Port of the MySQL server
mysql-user User name
mysql-password Password

mysql-db

Database for testing, which must be
created in advance

oltp-tables-count

Number of created tables

oltp-table-size

Number of records generated in each
table

rand-init

Whether data is randomly initialized

max-time

Stress testing duration

max-requests

Total number of requests within a stress
testing duration

num-threads

Number of concurrent threads

report-interval

Reporting interval of operating logs

Set parameters for transactions and read/write SQL statements

The following parameters can affect transactions and read/write SQL statements.

Therefore, you must set parameters in read/write splitting tests as needed.

Name

Description

oltp-test-mode

Indicates the test mode. This parameter
is unavailable in Sysbench 0.5, so this
parameter can be ignored. Possible
values:

- complex: Default value. For
transactional tests.

- simple: Simple test for read-only SQL
statements.

- nontrx: For non-transactional tests.

- sp: Stored procedures.




Name

Description

oltp-skip-trx

Indicates whether "begin" and "commit"
of SQL statements are omitted. Possible
values:

- off: Default value. All SQL statements
are executed in transactions.

- on: Non-transactional mode. If a
comparative stress test is executed
repeatedly, you must run prepare and
cleanup again.

Note:
When a stress test is executed to test
the read/write splitting performance,
you must set it to on and omit "begin"
and "commit" of SQL statements.

oltp-read-only

Indicates whether read-only SQL
statements are generated. Possible
values:

- off: Default value. The mixed read/
write SQL statements of oltp. luais
executed.

- on: Only read-only SQL statements
are generated. UPDATE, DELETE,
and INSERT SQL statements are not
applicable.

Note:
Set the parameter value as needed to
perform read-only or read/write tests.

Stress testing examples

Test read/write performance

1. Run the following command to prepare data:

sysbench --test=./tests/db/oltp.lua --mysql-host=127.0.0.1 --mysql
-port=3001 --mysqgl-user=abc --mysql-password=abcl23456 --mysql-db
=testdb --oltp-tables-count=10 --oltp-table-size=500000 --report-




interval=5 --oltp-skip-trx=on --oltp-read-only=off --rand-init=on --
max-requests=0 —--max-time=300 --num-threads=100 prepare;

2. Run the following command to conduct the test:

Note:
When data is updated for non-transactional read/write tests, errors such

aS ALERT: Error 1062 Duplicate entry 'xxx' for key 'PRIMARY' may
occur. You must add --mysql-ignore-errors=1062 to skip these errors. If the
parameter mysql-ignore-errors does not take effect, your current Sysbench

version is too old and you must upgrade it to the latest version.

sysbench --test=./tests/db/oltp.lua —--mysql-host=127.0.0.1 --mysql
-port=3001 --mysqgl-user=abc --mysql-password=abcl123456 --mysql-db

=testdb --oltp-tables-count=10 --oltp-table-size=500000 --report-

interval=5 --oltp-skip-trx=on --oltp-read-only=off --mysql-ignore

-errors=1062 --rand-init=on --max-requests=0 --max-time=300 --num-
threads=100 run;

3. Run the following command to clean up data:

sysbench --test=./tests/db/oltp.lua —--mysql-host=127.0.0.1 --mysql
-port=3001 --mysqgl-user=abc --mysql-password=abcl123456 --mysql-db
=testdb —--oltp-tables-count=10 --oltp-table-size=500000 --report-
interval=5 --oltp-skip-trx=on --oltp-read-only=off --rand-init=on --
max-requests=0 —--max-time=300 --num-threads=100 cleanup;

Test read-only performance
1. Run the following command to prepare data:

sysbench --test=./tests/db/oltp.lua --mysql-host=127.0.0.1--mysql
-port=3001--mysql-user=abc --mysqgl-password=abcl123456 --mysql-db
=testdb --oltp-tables-count=10--oltp-table-size=500000--report-
interval=5--oltp-skip-trx=on --oltp-read-only=on --rand-init=on --
max-requests=0--max-time=300--num-threads=100 prepare;

2. Run the following command to conduct the test:

sysbench --test=./tests/db/oltp.lua --mysql-host=127.0.0.1 --mysql
-port=3001 --mysqgl-user=abc --mysql-password=abcl123456 --mysql-db
=testdb --oltp-tables-count=10 --oltp-table-size=500000 --report-
interval=5 --oltp-skip-trx=on --oltp-read-only=on --rand-init=on --
max-requests=0 --max-time=300 --num-threads=100 run;

3. Run the following command to clean up data:

sysbench --test=./tests/db/oltp.lua --mysql-host=127.0.0.1 --mysql
-port=3001 --mysql-user=abc --mysql-password=abcl123456 --mysql-db
=testdb --oltp-tables-count=10 --oltp-table-size=500000 --report-



interval=5 --oltp-skip-trx=on --oltp-read-only=on --rand-init=on --
max-requests=0 —--max-time=300 --num-threads=100 cleanup;

7.11 Verify the effect of read/write splitting

7.11.1 Use SQL Explorer to verify the effect of read/Write splitting
This topic describes how to use SQL Explorer to verify the effect of read/write
splitting by comparing the number of SQL statements executed by each of the

master and read-only instances.

For information about how to enable SQL Explorer, see SQL Explorer.

7.11.2 Use internal SQL statements to verify the effect of read/
write splitting
This topic describes how to verify the effect of read/write splitting for an RDS for
MySQL instance by running the /*xPROXY_INTERNAL*/show last route; command.

Note:
Currently, do not use this SQL statement in the production environment because it

is still being tested internally and may be adjusted later as required.
View the database to which an SQL statement is sent for execution

You can view the ID of the instance on which an SQL statement is executed by

running the following command:

/*PROXY_INTERNAL*/show last route;

Note:
RDS provides a built-in hint SQL statement (which can only be executed by using
read/write splitting VIP). When running this statement on the MySQL client, the -c

option must be selected. Otherwise, the client filters out the hit and the following

error is returned:

ERROR 1064 (42000): You have an error in your SQL syntax; check the
manual that

corresponds to your MySQL server version for the right syntax to use
near 'last route' at



line 1

The returned result last_bkid indicates the ID of the database to which the last SQL

statement (the one before the hit) was sent. This ID is the unique identification of

an RDS instance. The following figure shows the details.

# mysql =k -P3306 -L
Welcome to the MySQL monitor. Commands end with ; or \g.

Your MySQL connection id is 856619779

Server version: 5.6.34 Source distribution

Copyright (c) 2008, 2011, Oracle and/or its affiliates. All rights reserved.

Oracle is a registered trademark of Oracle Corporation and/or its
affiliates. Other names may be trademarks of their respective
owners.

Type "help;' or '\h" for help. Type '\c' to clear the current input statement.

mysql> select 1;

==t
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1 row in set (0.00 sec)

mysql> /*PROXY_INTERNAL*/show last route;

1 row in set (0.00 sec)

Note:

Given that the SQL load for RDS is measured in batches with a minimum unit of 100

entries, the first 100 select statements are executed on the same instance before

the 101st select statement is routed to another instance. To verify this, you can

write a simple SQL file such as a. sql:

select 1;

/*PROXY_INTERNAL*/show last route;select 1;
**x%100 entriesxxx;

select 1;



/*PROXY_INTERNAL*/show last route;

Now you can see that the 101st SQL statement is routed to another instance (

assuming that more than two read-only instances are available for sharing the load

)

Verify that all write requests are forwarded to the master database (master instance) for execution

Once read/write splitting is enabled for RDS instances, write requests can only be
forwarded to the master database because read-only databases only process read
requests. Even when a system or routing error occurs, for example, a write SQL
statement is routed to a read-only database, such write request can be routed back

to the master database for execution according to the error reason (read_only error

).

Additionally, you can run the insert statement, and then run the following hint SQL

statement to verify that all write requests are forwarded to the master database.

/*PROXY_INTERNAL*/show last route;

7.12 Verify the allocated read weights

This topic describes how to verify the allocated read weights when read/write

splitting is enabled.

To verify the load ratio of each read weight, you can run the select @@server_id;

command for 10,000 times by using persistent connections and collect the number

of times that each server_id appears in the output.

Alternatively, you can check whether the load ratio of read weight is consistent with

the distributed ratio by using one of the following two methods:

Verify the load ratio based on monitoring data in the console

1. Log on to the RDSconsole.


https://rdsnew.console.aliyun.com/console/index?spm=5176.doc51070.2.3.bIzwWm#/rdsList/

2. In the upper-left corner, select the region where the target RDS instance is

located.
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. Find the target RDS instance and click the instance ID.
. In the left-side navigation pane, click Monitoring and Alerts.

. On the Monitoring tab, select the monitoring type Engine Monitoring.

A U1 A W

. View the TPS (Transactions per Second)/QPS (Queries per Second) chart to
obtain the number of read and write operations on each of the master and read-

only instances.

Note:
Refreshing the TPS/QPS chart takes about five minutes.

7. Compare the QPS/TPS of each instance to verify whether the load ratio is correct.
Verify the SQL load by directly connecting to each instance

You can view the number of SQL statements executed by each instance by
connecting to the master database and read-only databases involving read/write

splitting.

Note:
To verify this, the connection addresses of the master database and read-only

databases instead of the read/write splitting address are needed.



Run either of the following commands to verify the SQL load:

select * from information_schema.global_status where VARIABLE_NAME
COM_SELECT';

select * from information_schema.global_status where VARIABLE_NAME
COM_INSERT;

7.13 Rules of weight allocation by the system

This topic describes the default read weights allocated to RDS instances of various

specifications.
Weight values list

When the read weights are automatically allocated for instances by the system, the

values of these weights are fixed, as shown in the following table.

Table 7-2: Weights for RDS for MySQL read-only instances

Specification |Specification |Memory CPU Weight
code type
rds.mysql.tl. |General- 1GB 1 100
small purpose

instance
rds.mysql.s1. |General- 2GB 1 100
small purpose

instance
rds.mysql.s2. |General- 4GB 2 200
large purpose

instance
rds.mysql.s2. |General- 8 GB 2 200
xlarge purpose

instance
rds.mysql.s3. |General- 8 GB 4 400
large purpose

instance
rds.mysql.m1. |General- 16 GB 4 400
medium purpose

instance




Specification |Specification |Memory CPU Weight
code type
rds.mysql.cl. |General- 16 GB 8 800
large purpose

instance
rds.mysql.cl. |General- 32GB 8 800
xlarge purpose

instance
rds.mysql.c2. |General- 64 GB 16 1600
xlarge purpose

instance
rds.mysql.c2. |General- 96 GB 16 1600
xIp2 purpose

instance
rds.mysql.c2. |General- 128 GB 16 1600
2xlarge purpose

instance
mysqlro.x8. Dedicated 16 GB 2 200
medium. 1 instance
mysqlro.x4. Dedicated 16 GB 4 200
large. 1 instance
mysqlro.x8. Dedicated 32 GB 4 400
large. 1 instance
mysqlro.x4. Dedicated 32GB 8 400
xlarge. 1 instance
mysqlro.x8. Dedicated 64 GB 8 800
xlarge. 1 instance
mysqlro.x4. Dedicated 64 GB 16 800
2xlarge. 1 instance
mysqlro.x8. Dedicated 128 GB 16 1600
2xlarge. 1 instance
mysqlro.x4. Dedicated 128 GB 32 1600
4xlarge. 1 instance
rds.mysql.st. |Dedicated-host | 220 GB 30 3000
di3 instance
rds.mysql.st. |Dedicated-host 470 GB 60 6000

h43

instance




Specify whether a SQL statement is sent to the master instance or a read-only instance by adding a
hint

In addition to the weight distribution system of read/write splitting, hints serve as a
complementary SQL syntax to specify whether a SQL statement is executed on the

master instance or a read-only instance.
Hints supported by RDS read/write splitting are as follows:

- /*xFORCE_MASTERx*/: specifies that a SQL statement is executed on the master

instance.

- /*FORCE_SLAVEx/: specifies that a SQL statement is executed on a read-only

instance.

Note:
When you use the /xFORCE_SLAVEx/ hint in a SQL statement, the SQL statement

is routed to the master instance if the read weight of the master instance is not 0.

For example, after a hint is prefixed to the following statement, the statement is
always routed to and executed on the master instance regardless of the preset

weight:

/*FORCE_MASTER*/ SELECT * FROM table_name;

7.14 FAQ for read/write splitting
This topic describes the FAQ related to read/write splitting.
Why does the new read weights not take effect?

After you change the read weights, RDS allocates read and write requests based
on the new weights only after a new connection is established. However, your

application does not terminate the existing connection or reestablish a connection.

Why does the load on each of the master and read-only instances not comply with the specified

read weight?

If the load on each of the master and read-only instances does not comply with the

specified read weight, check the following two aspects:



- Whether the request statements contain transactions. All requests that contain
transactions, including transaction read requests, are routed only to the master
instance.

- Whether your application connects to each of the master and read-only instances

only by using the read/write splitting address. If your application connects to
any master or read-only instance by using the endpoint of this specific instance,

RDS does not allocate requests to this instance based on the specified weight.

Why does RDS route read requests to the master instance when the read weight of the master

master is 07
Check the following two aspects:

- Whether the request statements contain transactions. All requests that contain
transactions, including transaction read requests, are routed only to the master
instance.

- Whether the unavailability duration or replication latency of each read-only
instance with a specified read weight exceeds the preset threshold. If so, RDS
determines that all the read-only instances are unavailable and therefore routes

read requests to the master instance.
How does read/write splitting guarantee the timeliness of data reading?
For more information, see How does read/write splitting ensure the timeliness of data reading?.
How do | set read weights by calling API actions?
For more information, see #unique_121.
How do | select the network type of the read/write splitting address?

If your application is deployed in the same VPC as the RDS instance, we recommend
that you use the internal endpoint to guarantee data security and communication
efficiency. If your application is deployed on your computer or in a different
network from the RDS instance, you can use the public endpoint to establish a
connection. For more information about how to switch between network types, see

Change the network type of the read/write splitting address for an RDSfor MySQL instance.

What is the difference between the read/write splitting address and the internal and public

endpoints of the master instance?

After read/write splitting is enabled, a read/write splitting address is generated.

You must add the read/write splitting address and the read weight of each instance


https://www.alibabacloud.com/help/doc-detail/52221.htm

to the configuration data in your application. Then, after the requests from the
application reach this address, RDS automatically allocates them to each of the

master and read-only instances based on the request types and the read weights.

If the connection address in your application is the internal or public endpoint of

the master instance, then all the requests are routed to the master instance.
Can | change the read/write splitting address?

No. You cannot change the read/write splitting address. The read/write splitting
address is fixed. It does not change as you enable or disable read/write splitting
, therefore you do not need to modify the configuration data in your application

frequently. This reduces maintenance costs.
Does adding a read-only instance have any impact on the master instance?

No. Adding a read-only instance does not have any impact on the master instance

because the read-only instance replicates data from the slave instance.



8 Account management

8.1 Create an account for an RDS for MySQL instance

This topic describes how to create an account for an RDS for MySQL instance.
Account types

RDS for MySQL supports two types of database accounts: premier accounts and
standard accounts. You can manage all your accounts and databases in the console.

For specific permissions, see Account permissions.

Account |Description

type

Premier - Can only be created and managed through the console or API.

account | . pach jnstance can have only one premier account, which can be
used to manage all databases and standard accounts.

- Has more permissions than standard accounts and can manage
permissions at a more fine-grained level. For example, it can assign
table-level query permissions to other accounts.

- Can disconnect the connections established by any other accounts.

Standard | . Can be created and managed through the console, API, or SQL
account statements.

- Each instance can have up to 200 standard accounts.

- Need to be manually granted with database permissions.

- Cannot create or manage other accounts, or terminate the
connections established by other accounts.

Account Type |Number of Number of Number of users

databases tables
Premier Unlimited < 200,000 Varies depending on the
account instance kernel parameters.
Standard 500 < 200,000 Varies depending on the
account instance kernel parameters.

Create a premier account

1. Log on to the RDSconsole.


https://rdsnext.console.aliyun.com

2. In the upper-left corner, select the region where the target RDS instance is

located.

u (-] Alibaba Cloud
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3. Find the target RDS instance and click its ID.

4. In the left-side navigation pane, click Accounts.

5. Click Create Account.

6. Set the following parameters.

Parameter |Description

Database The account name contains 2 to 16 characters, including

Account lowercase letters, digits, and underscores (_). It must begin with a
letter and end with a letter or digit.

Account Select Premier Account.

Type

Password |-, password contains 8 to 32 characters, including at least
three of the following types of characters: uppercase letters,
lowercase letters, digits, and special characters. The allowed
special characters are as follows:
1@#$% A &*() _+-=

Re-enter Enter the password again.

Password

Note Optional. Enter the other account information that helps to better
manage the account. You can enter up to 256 characters.

7. Click OK.

Reset the permissions of a premier account

If the premier account of an RDS instance is abnormal (for example, the account

permissions are unexpectedly revoked), you can reset the permissions.




1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click its ID.
4. In the left-side navigation pane, click Accounts.
5. Find the premier account and in the Actions column click Reset Permissions.
6. Enter the password of the premier account and click OK.
Create a standard account
1. Log on to the RDSconsole.
2. In the upper-left cornere, select the region where the target RDS instance is
located.
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3. Find the target RDS instance and click its ID.
4. In the left-side navigation pane, click Accounts.

5. Click Create Account.


https://rdsnext.console.aliyun.com
https://rdsnext.console.aliyun.com

6. Set the following parameters.

Parameter

Description

Database
Account

The account name contains 2 to 16 characters, including
lowercase letters, digits, or underscores (_). It must begin with a
letter and end with a letter or digit.

Account

Type

Select Standard Account.

Authorized
Databases

Grant permissions on one or more databases to the account. This
parameter is optional. You can choose to grant permissions to the
account after the account is created.

a. Select one or more databases from the left area and click
Authorize > to add them to the right area.

b. In the right area, click Read/Write, Read-only, DDL Only, or
DML Only.

If you want to grant the permissions for multiple databases in

batches, select all the databases and in the upper-right corner
click the button such as Full Control Read/Write.

Note:
The button in the upper-right corner changes as you click.
For example, after you click Full Control Read/Write, the
permission changes to Full Control Read-only.

Password

The password must contain 8 to 32 characters, including at least
three of the following types of characters: uppercase letters,
lowercase letters, digits, and special characters. The allowed

special characters are as follows:

1@#$ 9% A &* () _+-=

Re-enter
Password

Enter the password again.

Note

Optional. Enter the other account information that helps to better
manage the account. You can enter up to 256 characters.

7. Click OK.




Account permissions

Account Permiss| Permission
type | type
Premiel N/A  |SELECT INSERT UPDATE | DELETE CREATE
account DROP RELOAD |PROCESS |REFERENCESINDEX
ALTER CREATE |LOCK EXECUTE |REPLICATIO
TEMPORARYTABLES N SLAVE
TABLES
REPLICATIO| CREATE | SHOW CREATE |ALTER
N CLIENT |VIEW VIEW ROUTINE | ROUTINE
CREATE  |EVENT TRIGGER |N/A N/A
USER
StandardRead- |SELECT LOCK SHOW PROCESS REPLICATIO
account| only TABLES VIEW N SLAVE
REPLICATIO| N/A N/A N/A N/A
N CLIENT
Read/ |SELECT INSERT UPDATE | DELETE CREATE
write | pop REFERENCESINDEX ALTER CREATE
TEMPORARY
TABLES
LOCK EXECUTE |CREATE  |SHOW CREATE
TABLES VIEW VIEW ROUTINE
ALTER EVENT TRIGGER |PROCESS |REPLICATIO
ROUTINE N SLAVE
REPLICATIO| N/A N/A N/A N/A
N CLIENT
DDL |CREATE |DROP INDEX ALTER CREATE
only TEMPORARY
TABLES
LOCK CREATE |SHOW CREATE |ALTER
TABLES VIEW VIEW ROUTINE | ROUTINE
PROCESS | REPLICATIO| REPLICATIO| N/A N/A
NSLAVE  |N CLIENT
DML |SELECT INSERT UPDATE | DELETE CREATE
only TEMPORARY
TABLES

<




Accoun{ Permiss| Permission
type | type
LOCK EXECUTE SHOW EVENT TRIGGER
TABLES VIEW
PROCESS REPLICATIO| REPLICATIO| N/A N/A
N SLAVE N CLIENT
APIs
API Description
#unique 38 Used to create an account for an RDS
instance.

8.2 Reset the password of an account for an RDS for MySQL

instance

This topic describes how to reset the password of an account for an RDS for MySQL

instance in case that the password is lost.

Note:

For data security purposes, we recommend you change the password on a regular

basis.
Procedure

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.

: (-] Alibaba Cloud

ApsaraDB for RDS

RDS Mal

Basic Inf

EIEEEEEEEEE: ¢
FE 2 F 22 9 2 92 28 =2

langzhou)

3. Find the target RDS instance and click the instance ID.

4. In the left-side navigation pane, click Accounts.



https://rds.console.aliyun.com/

5. On the Accounts tab, select the account whose password you want to reset, and in

the Actions column click Reset Password.

Accounts
Accounts | Service Account Permissions
Refresh Create Account
zzzzzz et Standard Account Activated database 1 Reacjwrite -~ o Dele

= database_2 Read/Write

database_1 Read/Write
: ctivated . ~ Reset Password  Modify Permissions  Delete
account_2 Standard Account Activated database_2 Read/write None ify

superuser Privileged Account Activated ~  None ResetPassword  Reset Permissions  Delete

6. In the Reset Account Password dialog box, enter a new password and confirm
it, then click OK. The password consists of 6 to 32 characters including letters,

digits, hyphen (-), or underscores (_). A previously used password is not

recommended.
APIs
API Description
#unique_131 Used to reset the password of a database
account.

8.3 Change the permissions of an account for an RDS for MySQL
instance

This topic describes how to change the permissions of a standard account for
an RDS for MySQL instance. The permissions of the premier account cannot be

changed. You can only reset the premier account if needed.
Procedure

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
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https://rds.console.aliyun.com/

3. Find the target RDS instance and click the instance ID.

4. In the left-side navigation pane, click Accounts.

5. On the Accounts tab, find the target account and in the Actions column click

Modify Permissions.

Accounts

databasi
databas:

databas:
databasi

account_2 Standard Account Activated

superuser Privileged Account Activated

e_1 Read/Write
e_2 Read/Write

e_1 Read/Write
e_2 Read/Write

6. Change the account permissions and click OK.

- Add an authorized database: Select a database in the Unauthorized Databases

section and then click Add > to add it to the Authorized Databases section.

- Delete an authorized database: Select a database in the Authorized Databases

section and then click < Remove to add it to the Unauthorized Databases

section.

- Change the permissions of an authorized database: Find the database in the

Authorized Databases section and select Read/Write, Read-only, DDL Only, or

DML Only. To change the permissions of more than one authorized database in

batches, you can click Full Control Read/Write, Full Control Ready-only, Full

Control DDL Only, or Full Control DML Only in the upper-right corner of the

Authorized Databases section.

Note:



Either of them is displayed at a time.

Accounts

Accounts Service Account Permissions
Modify Account =< Back to Accounts

Database Account: account_1

Authorized Databases:

database_1 ®' Read/Write

Add =
database_2 ®' Read/Write
Remave

8.4 Reset the permissions of a premier account

This topic describes how to reset the permissions of a premier account when the
premier account becomes abnormal, for example, when the permissions of the

premier account are revoked unexpectedly.
Procedure

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
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Read-only


https://rdsnext.console.aliyun.com

3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Accounts.

5. On the Accounts tab, find the premier account and in the Actions column click

Reset Permissions.

Accounts

6. Enter the password of the premier account and click OK.

8.5 Authorize a service account for an RDS for MySQL instance

This topic describes how to authorize a service account for an RDS for MySQL

instance.

If you are seeking for technical support from Alibaba Cloud and if it is necessary to
operate your DB instance during technical support, you must authorize a service
account that is used by the technical support staff to provide technical support

services.

Note:

This function is available only to the following DB engine versions and editions:
- MySQL 8.0 High-availability Edition (with local SSDs)
- MySQL 5.7 Enterprise Edition
- MySQL 5.7 High-availability Edition (with local SSDs)
- MySQL 5.6 High-availability Edition
- MySQL 5.5 High-availability Edition

Procedure

1. Log on to the RDSconsole.


https://rds.console.aliyun.com/

2. In the left-side navigation pane, select the region where the target RDS instance

is located.
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3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Accounts.
5. On the Service Account Permissions tab, select the permission to be authorized

to the service account and in the Privilege Status column click the switch.

- For troubleshooting of the IP address whitelists, database parameters, and
other problems, you only need to authorize the Configuration Permission.
- For the database performance problems caused by your application, you must

authorize the Data Permission.

Accounts
Accounts Service Account Permissions o
Configuration Permission view and modify configurations.
Data Permission o View table schemas, indexes, and SQL statements.

If you seek technical support, you must allew our support engineers to use your service account to log on and perform operations.



6. In the Set Expiration Time dialog box, set the permission expiration time and
click OK.

Set Expiration Time

Expires on:

il
[
L]
e
=

Sep 4, 2019

What to do next

After you authorize permissions to a service account, you can cancel the
authorization or change the authorization validity period on the Service Account

Permissions tab.

Accounts
Accounts Service Account Permissions
Configuration Permissien View and modify configurations.
Data Permission View table schemas, indexes, and SQL statements.

Privilege Expiration Time:2019-09-04 20:27:23[ Settings |

If you seek technical support, you must allow our support engineers to use your service account to log on and perform operations.

8.6 Delete an account for an RDS for MySQL instance

This topic describes how to delete an account in the RDS console or run an SQL

statement to delete a standard account.
Use the console to delete an account

1. Log on to the RDSconsole.


https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Accounts.
5. On the Accounts tab, find the account you want to delete, and in the Actions

column click Delete.

6. In the displayed dialog box, click Confirm.
Run an SQL statement to delete a standard account

You can only run an SQL statement to delete a standard account for an RDS instance

1. Log on to the target RDS instance. For more information, see How to connect to
ApsaraDB?

2. Run the following command to delete a standard account:

DROP USER 'username'@'localhost';

APls
API Description
#unique_136 Used to delete an account for an RDS
instance.



https://www.alibabacloud.com/help/doc-detail/41843.htm
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9 Database management

9.1 Create a database for an RDS for MySQL instance

This topic describes how to crate a database for an RDS for MySQL instance.
Procedure

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Databases.
5. Click Create Database.

6. Set the following parameters.

Parameters |Description

Database The account name contains 2 to 16 characters, including

Name lowercase letters, digits, underscores (_), and hyphens (-). It must
begin with a letter and end with a letter or digit. Each database
name must be unique in the RDS instance.

Supported |Select utf8, gbk, latinl, or utf8mb4.
Character

Set If you need another character set, select all and then select the

character set from the list.



https://rdsnext.console.aliyun.com

Parameters |Description
Authorized |Select the account that needs to access this database. You can also
Account leave this parameter blank and set the authorized account after
the database is created.
Note:
Only standard accounts are displayed, because the premier
account has all permissions for all databases.
Account Select Read/Write, Read-only, DDL only, or DML only.
Type
Description | Optional. Enter the other account information that helps to better
manage the account. You can enter up to 256 characters.
7. Click OK.
APIs
API Description
#unique_39 Used to create a database for an RDS
instance.

9.2 Delete a database for an RDS for MySQL instance

This topic describes how to delete a database for an RDS for MySQL instance

by using the RDS console or running an SQL statement. Each method applies to

different types of instances. You can choose a suitable method based on the RDS

instance whose database you want to delete.

Delete a database by using the RDS console

1. Log on to the RDSconsole.



https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click the instance ID.

4. In the left-side navigation pane, click Databases.

Learning Path
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5. Find the database you want to delete, and in the Actions column click Delete.

6. In the displayed dialog box, click Confirm.

Delete a database by running an SQL statement

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click the instance ID.

4. In the upper-right corner, click Log On to DB go to the RDS Database Logon page

of the DMSconsole.


https://rds.console.aliyun.com/?spm=5176.doc26187.2.2.OVo7wv
https://dms.console.aliyun.com/?token=549cf345-ac05-455c-b3f9-75eadae023fe#/dms/login

APls

8.
9.

. On the RDS Database Logon page, check the connection address and port

information. If the information is correct, enter the database username and

password.
Parameter description:

- Databases Username: the name of the premier account.

- Password: the password for the premier account.

Note:
You can view the connection address and port information of this account on

the Basic Information page of the instance in the RDS console.

. Enter the verification code and click Log On.

Note:
If you want the browser to remember the password, select Remember Password

before you click Log On.

. If DMS prompts you to add the IP address segment of the DMS server to an

IP address whitelist of the RDS instance, click Configure Whitelist. For more
information about how to manually configure the whitelist, see Configure a whitelist
for an RDSfor MySQL instance.

Click Log On.

In the top navigation bar, choose SQL Operations > SQL Window.

10Run the following command to delete a database:

DROP DATABASE <database name>;

11 Click execute to delete the database.

API Description
#unique_141 Used to delete a database for an RDS
instance.




10 Network management

10.1 Switch to a new VPC and VSwitch for an RDS for MySQL
instance

This topic describes how to switch to a new VPC and VSwitch for an RDS for MySQL

instance.

Prerequisites

The DB engine version and edition are one of the following:

- MySQL 8.0 High-availability Edition (with local SSDs)
- MySQL 5.7 High-availability Edition (with local SSDs)
- MySQL 5.6 High-availability Edition

- MySQL 5.5

Impact

- The RDS instance is disconnected for about 30 seconds during the switchover.

Make sure that your application can automatically reconnect to the RDS instance

- The virtual IP address of the RDS instance changes after the switchover. We
recommend that you use an endpoint of the RDS instance to establish a connection.

- The DRDSis unavailable for a short period of time due to the change to the virtual
IP address during the switchover. You must update and view the connection
information of the RDS instance in the console immediately after the switchover
is complete.

- The DMSand DTSis unavailable for a short period of time due to the change to the
virtual IP address during the switchover, and automatically returns to normal
after the switchover is complete.

- You must clear the cache on your database client properly. If you do not do so,

data can be read but cannot be written into the RDS instance.
Procedure

1. Log on to the RDSconsole.


https://www.alibabacloud.com/help/doc-detail/29659.htm
https://www.alibabacloud.com/help/doc-detail/47550.htm
https://www.alibabacloud.com/help/doc-detail/26592.htm
https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is

located.
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RDS Management @l China (Shanghai) £18 UK (London)
Bl chinz (Qingdao) B= s (silicon Valley)
n Backup Basic Information Tags Bl chinz (Beijing) B= Us (virginia)
BB china (Zhangjiakou)
tances (0) Instance Name v | | Search by Middle East & India
- Bl china (Hohhot) wie India (Mumbai)

Instance Name ‘ Chinz (Shenzhen) = UAE (Duhai‘l
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3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Database Connection.

5. In the upper-right corner, click Switch VSwitch.

Basic Information

Connection Options
Instance Connection Read/Write Splitting

Database Connection How to connect to RDS @ [ Switch VSwitch | Switch to Classic Network  Change Endpoint  Apply for Public Endpoint

Pe: VPC ( VPC:vpc-bpltwgzxvpgtitiysscih ) @ Safe Mode) Disabled @

© 3306

al Endpoint: m-1udéxjf2617vzbg13.mysal.rds.aliyuncs com

6. Select a VPC and a VSwitch, then click OK.

@ Note:



To create a VPC or VSwitch, click go to the VPC console.

Switch VSwitch

Current Zone: China {(Hangzhou)ZoneH
Current VPC: vpc-bpltwazxvpgtlliy5scih
Current VSwitch: vsw-bp134cwp3dmfkogpds4an
Switch To: VPC: (Default){vpc-bpltwgzevpgtlliysscih) v
Selaect a Virtual Switch ¥

To create a VPC or VSwitch, go to the VPC console.

Cancel
7. In the displayed dialog box, click the button for confirming the switchover.

10.2 Configure a hybrid access solution to smoothly migrate an
RDS instance from the classic network to a VPC

This topic describes how to configure a hybrid access solution to smoothly migrate
an RDS instance from the classic network to a VPC. To meet the increasing needs
of migration between different network types, ApsaraDB for RDS introduces the
hybrid access solution. This solution enables a smooth migration from the classic
network to a VPC without any transient disconnections or service interruptions.
The solution also offers the option to migrate a primary instance and its read-only

instances separately without any interference with each other.
Background information

In the past, when migrating an RDS instance from the classic network to a VPC, the
internal endpoint of the RDS instance changes. The connection string of the RDS
instance remains the same but the IP address bound to the connection string is
changed to the corresponding IP address in the VPC. This change will cause a 30-
second transient disconnection, and the ECS in the classic network cannot access

the RDS instance through the internal endpoint within this period. To migrate the



RDS instance across different networks in a smooth manner, ApsaraDB for RDS

introduces the hybrid access solution.

Hybrid access refers to the ability of an RDS instance to be accessed by ECS on both
the classic network and VPC. During the hybrid access period, the RDS instance
reserves the original internal endpoint of the classic network and adds an internal
endpoint of VPC. This prevents transient disconnections during the RDS database

migration.

For better security and performance, we recommend that you use the internal
endpoint of VPC only. Therefore, hybrid access is available for a limited period

of time. The internal endpoint of the classic network is released when the hybrid
access period expires. In that case, your applications cannot access the RDS
database by using the internal endpoint of the classic network. You must configure
the internal endpoint of VPC in all your applications during the hybrid access
period. This can guarantee smooth network migration and minimize the impact on

your services.

For example, your company wants to use the hybrid access solution to migrate RDS
instances from the classic network to a VPC. During the hybrid access period, some
applications can access the database through the internal endpoint of the VPC,
and the other applications can access the database through the original internal
endpoint of the classic network. When all the applications access the database
through the internal endpoint of the VPC, the internal endpoint of the classic

network can be released. The following figure illustrates the scenario.



Seamless migration from classic network to VP
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Hybrid access period

Limits
During the hybrid access period, the instance has the following limits:

- Switching to the classic network is not supported.
- Migrating the RDS instance to another zone is not supported.
- The edition of the instance cannot be switched between High-availability Edition

and Enterprise Edition.
Prerequisites

- The network type of the instance is the classic network.

- Available VPCs and VSwitches exist in the zone where the RDS instance is
located. For more information about how to create VPCs and VSwitches, see

Manage VPCs.
Migrate the RDS instance from the classic network to a VPC

1. Log on to the ApsaraDB for RDSconsole.


https://rds.console.aliyun.com/

2. In the upper-left corner of the page, select the region where the instance is

located.
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3. Find the instance and click the instance ID.

4. In the left-side navigation pane, click Database Connections.

5. Click Switch to VPC.

6. In the dialog box that appears, select a VPC and VSwitch, and select whether to

retain the internal and public endpoints of the classic network.

- Select a VPC. We recommend that you select the VPC where your ECS instance

is located. Otherwise, the ECS instance and RDS instance cannot communicate



through the internal connections unless you create an express connection or

gateway. For more information, see Express connection and VPN gateway.

- Select a VSwitch. If no VSwitch exists in the selected VPC (as shown in the
following figure), create a VSwitch in the same zone as the instance. For more

information, see Manage VSwitches.

Switch to VPC

Switch to classic, indude endpoint(s):

Internal Port:  po IMCS. COM

Switch to

VPC: v Virtual Switch: v

If the switch you need is not in the list, please create a new switch first on the VPC console.

Reserve original classic endpoint

- Decide whether to select Retain Classic Network. The following table

describes the different actions.

Action Description

Clear The endpoint of the classic network is not retained. The original

endpoint is changed to the endpoint of the VPC.

If the endpoint of the classic network is not retained, a 30-second
transient disconnection may occur to the RDS instance when the
network type is changed. The internal access to the RDS instance
from the ECS instance that is located in the classic network will be
immediately disconnected.




Action Description

Select The endpoint of the classic network is retained, and a new

endpoint of the VPC is added. Indicates that the hybrid access
mode is used and RDS can be simultaneously accessed by ECS
instances both in the classic network and VPC through the

internal endpoints.

If the endpoint of the classic network is retained, the RDS
instance will not be immediately disconnected when the network
type is changed. The ECS instances in the classic network will
not be disconnected from the internal access to the RDS instance

until the internal endpoint of the classic network expires.

Before the endpoint of the classic network expires, add the
endpoint of the VPC to the ECS instance that is located in the same
VPC. This makes sure that your business is smoothly migrated

to the VPC. Within seven days before the endpoints of the classic
network expire, the system will send a text message to the mobile

phone bound to your account every day.

Database Connection

VBC [ VPC: )

m- .mysql.rds.aliyuncs.com

Mote: Use the preceding connection string to connect to the instance. You need to change the VIP in the conr

Original classic endpoint (Expired and released in 14 days)

1l my=sql.rds.alivuncs.com

7. Add the internal IP address of the ECS instance in the VPC to the VPC whitelist

group of the RDS instance. This makes sure that the ECS instance can access the



RDS instance through the internal network. If no VPC whitelist group exists,

create a new group.

Whitelist Settings SQL Audit SSL Encryption

Metwork isolation moded enhanced whitelist} Each of the following whitelists serve a cassic network or VPC,

8. - Ifyou select Retain Classic Network, add the endpoint of the VPC to the ECS
instance before the endpoint of the classic network expires.
- If you clear Retain Classic Network, the internal connection from the ECS
instance in the VPC to the RDS instance is immediately disconnected after the
network type is changed. You must add the RDS endpoint of the VPC to the ECS

instance.

3
|:| Note:
To connect an ECS instance in the classic network to an RDS instance in a VPC
through the internal network, you can use ClassicLink or switch the network type
to VPC.

Change the expiration time for the original internal endpoint of the classic network

During the hybrid access period, you can change the retention period for the
original internal endpoint of the classic network at any time as needed. The system
updates the expiration date based on the modified date. For example, if the original
internal endpoint of the classic network is set to expire on August 18, 2017, and
you change the expiration time to "14 days later" on August 15, 2017. The internal

endpoint of the classic network is released on August 29, 2017.
Follow these steps to change the expiration time:

1. Log on to the ApsaraDB for RDSconsole.


https://rds.console.aliyun.com/

2. In the upper-left corner of the page, select the region where the instance is

located.
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3. Find the instance and click the instance ID.
4. In the left-side navigation pane, click Database Connections.

5. On the Instance Connection tab, click Change Expiration Time, as shown in the

.

following figure.

I Original classic endpoint (Expired and released in 13 days) ~
rm- .mysql.singapore.rds.aliyuncs.com 3306

6. On the Change Expiration Time page that appears, select an expiration time and
click OK.



11 Database connection

11.1 Configure endpoints for an RDS for MySQL instance

This topic describes how to configure endpoints for an RDS for MySQL instance.
ApsaraDB for RDS provides two types of endpoints: internal endpoints and public

endpoints.

Internal and public endpoints

Endpoint |Description

type
Internal - The internal endpoint is provided by default. You do not need to
endpoint apply for it and cannot release it. However, you can change the

network type.

- If your application is deployed to an ECS instance that is in the
same region and has the same network type as the RDS instance, the
RDS instance and the ECS instance can communicate each other by
default. You do not need to apply for a public endpoint for the RDS
instance.

- Accessing an RDS instance through the internal endpoint achieves
the high security and performance of the RDS instance.




Endpoint |Description

type
Public - You must manually apply for a public endpoint. You can release the
endpoint public endpoint if you do not need it.

- When you cannot access an RDS instance through the internal

endpoint, you must apply for a public endpoint. The following
section describes the specific scenarios:

- When you access an RDS instance from an ECS instance, where
the ECS instance and RDS instance are located in different
regions, and the network types are different.

- When you access an RDS instance from the third-party services
or applications.

Note:

- For the security of your instance, use caution when you access

RDS instances through a public endpoint.

- We recommend that you migrate your application to an ECS

instance in the same region and with the same network type as
your RDS instance, and then use the internal endpoint to access
your applications. This helps to improve transmission speed and
data security.

Apply for or release a public endpoint

1. Log on to the RDSconsole.

2. In the upper-left corner of the page, select the region where the instance is

located.
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3. Find the instance and click the instance ID.

4. In the left-side navigation pane, select Database Connections.



https://rds.console.aliyun.com/

5. - If you have not applied for a public endpoint, click Apply for Public Endpoint.

- If you have applied for a public endpoint, click Release Public Endpoint.

Database Connection .
o I Database Connection

Monitoring and Alert... .
VPC ( VPCivpc

Data Security Configure Whitelist Configure a whitelist first.

Database Connection

Instance Connection

Connection Information How to connect to RDS @  Switch to VPC
Classic Network
Copy Address

Copy Address

How to connect to RDS @  Switch to CI

Switch Access Mode Modif
Safe Connection Mod

3306

3306

6. In the message box that appears, click OK.
Change a public endpoint

1. Log on to the RDSconsole.

2. In the upper-left corner of the page, select the region where the instance is

located.
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3. Find the instance and click the instance ID.

4. In the left-side navigation pane, select Database Connections.

5. Click Change Endpoint.


https://rds.console.aliyun.com/

6. In the dialog box that appears, specify the internal and public endpoints, and

click OK.

Change Endpoint

Connection Type:

Endpoint:

Port:

O
|:_| Note:

Public Endpoint ¥

rm-1udy3oqgi42m42aglfio | .pg.rds.aliyuncs.com

- The prefix of the endpoint must be 8 to 64 characters in length and can

contain letters, numbers, and hyphens (-). It must start with a lowercase

letter.

- In a VPG, either the internal port number or public port number cannot be

changed.

- In a classic network, either the internal port number or public port number

can be changed.

APIs
Operation Description
#unique_150 Used to apply for a public endpoint for
an RDS instance.
#unique_151 Used to release the public endpoint of
an RDS instance.




11.2 Log on to an RDS for MySQL instance through DMS

This topic describes how to log on to an RDS for MySQL instance through Alibaba
Cloud Data Management Service (DMS).

Precautions

To log on to an RDS for MySQL instance through DMS, you must use the internal

endpoint of the instance to establish a connection.
Procedure

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is
located.

u (- Alibaba Cloud  cnina tHangzhou) « Q sligMegerert Moe B A @ Egsn ()
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3. Find the target RDS instance and click the instance ID.
4. In the upper-right corner, click Log On to DB.

Operation Guide Restore Database to RDS for PolarDB Instance Migrate to RDS for PolarDB Instznce Log On to DB Create Data Migration Task Restart Instance

5. Set the following parameters:

- Endpoint and port: The endpoint and port for connecting the instance. The
endpoint and port information is in <Internal endpoint>:<Internal port

number> format, for example, rm-bpxxxxxxx.rds.aliyuncs.com:3433. For


https://rds.console.aliyun.com/

more information about how to view the endpoint and port information of the

instance, see View the internal and public endpoints and ports of an RDSfor MySQL instance.
- Databases Username: The username of the account that manages the instance.

- Password: The password of the account that manages the instance.

€ RDS Database LOgoN wecsentunc -

Remember Password

Log On

6. Click Log On.

@ Note:

If you want the browser to remember the password, select Remember Password
before you click Log On.
7. If a message is displayed, asking you to add the IP address segment of the DMS
server to a whitelist of the instance, click the button for setting all instances or

setting the current instance.

8. After you add the IP address segment of the DMS server to a whitelist of the

instance, click Log On.

11.3 Apply for a public endpoint for an RDS for MySQL instance

This topic describes how to apply for a public endpoint for an RDS for MySQL
instance. Apsara for RDS supports two types of endpoints: internal endpoints and
public endpoints. By default, the system provides you with an internal endpoint
for connecting to your RDS instance. If you want to connect to your RDS instance

through the Internet, you must apply for a public endpoint.



Internal and public endpoints

Endpoint |Description
type
Intern:al The internal endpoint is generated by default.
endpoint
Use the internal endpoint if all of the following conditions are met:
- Your application is deployed on an ECS instance.
- The ECS instance is located in the same region as your RDS instance
- The ECS instance has the same network type as your RDS instance.
The internal endpoint is recommended because accessing RDS
through the intranet is most secure and delivers optimal performance.
Public You must manually apply for a public endpoint. You can also release it
endpoint |at anytime.

Use the public endpoint if you cannot access RDS through the intranet

. Specific scenarios are as follows:

- An ECS instance accesses your RDS instance but the ECS instance is
located in a different region or has a network type different from
your RDS instance.

- A server or computer outside Alibaba Cloud accesses your RDS
instance.

Note:

- The public endpoint and traffic are currently free of charge.

- Using the public endpoint reduces security. Please exercise
caution.

- To guarantee high security and performance, we recommend that
you migrate your application to an ECS instance that is in the same
region and has the same network type as your RDS instance and
then use the public endpoint.

Apply for a public endpoint

1. Log on to the RDSconsole.



https://rds.console.aliyun.com/

2. Select the target region.
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3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Database Connection.

5. Click Apply for Public Endpoint.

£ L _m RunNing) [ 2 Back to Instance List Operation Guide Log On to DB Create Data Migration Task

Basic Information B
Connection Options
Accounts

Instance Connection
Databasss

e rat e
Paabass Miaraton ¢ Database Connection

Database Connection vee (v )

Monits d Allert.
lonitoring and Aler e,
Data Security

Service Availability

Connection Architecture
Logs

6. In the displayed dialog box, click OK.

The public endpoint is generated.

How to connect to RDS @ Suitch to Classic Network

China

W7 (Hangzhou) Clzssic Network
ZonzH

o Cchina VPC

[ (Hangzhou) ( VPC:ivpc-

ZoneF+ZoneG bp1w92wjrgz01fmepubds

Restart Instance Back Up Instance G Refresh

Change Endpoint | Apply for Public Endpoint ~

Other Connection Architecture: ~

7. Optional. To modify the public endpoint or port number, click Change Endpoint.

In the displayed dialog box, select a connection type, set the public endpoint and

port number, and click OK.

- Connection Type: Select Public Endpoint.

[% Note:



APIls

The Public Endpoint option is available only after you have applied for a

public endpoint.

- Endpoint: The endpoint must be 8 to 64 characters in length and can contain

letters, numbers, and hyphens (-). It must start with a lowercase letter.

- Port: You can change the port number only when the network type of the RDS

instance is classic network.

Change Endpoint

Connection Type: Internal Endpoint ¥
Fndpoint: rm-1udka9920x4ss60p2 Sqlserver.rds.alivuncs.com
Port:
n Cancel
API Description
#unique_150 Used to apply for a public endpoint for

an RDS instance.




11.4 View the internal and public endpoints and ports of an RDS
for MySQL instance

This topic describes how to view the internal and public endpoints and ports of an
RDS for MySQL instance. When connecting to an RDS instance, you must enter its

internal or public endpoint and port number.
Procedure

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.

u (D Alibaba Cloud ~ cna tsanganou - Q  sliguenagerent Mo E1 4 @ Eelsn ()
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3. Find the target RDS instance and click the instance ID.

4. On the Basic Information page, find the Basic Information section, where you can

view the internal and public endpoints and ports of the RDS instance.

il
|:_| Note:

- The internal and public endpoints are displayed only after you configure a

whitelist.

- The public endpoint is displayed only after you apply for it.

Basic Information Configure Whitelist Migrate Across Zones ~
rm-1ud1nzb7781830y1e rm-1ludinzb778l830yie #

. Primary Instance (High-
China {Hangzhou)ZoneH Y (Hig

availability)
Local SSD

Apply for a Read/Writer Splitting Address


https://rds.console.aliyun.com/

12 Dedicated database proxy

This topic describes the dedicated database proxy service of ApsaraDB for RDS.
This service provides functions including read/write splitting and shot-lived

connection optimization.
Prerequisites

- The DB engine version and edition are MySQL 8.0 High-availability Edition (with
local SSDs).

+ The kernel minor version is 20190915 or later.

Note:
You can navigate to the Basic Information page on the RDS console and then in
the Configuration Information section check for the Upgrade Kernel Version
button. If this button is displayed, you can click it to view the kernel minor
version. If this button is not displayed, the latest kernel minor version is used.

For more information, see Upgrade the kernel minor version of an RDSfor MySQL instance.

I Configuration Infermation Change Spedifications Upgrade Kernel Version ~

General-purpose MySOL 8.0 4 Cores
16384MB 7000 4000

09:00-10:00 Configure rds.mysql.s3.large Manual Configure



- The RDS instance belongs to the following regions and zones:

- China (Hangzhou): Zones E, F, H, and I
- China (Shanghai): Zones A, B, D, and F
- China (Beijing): Zones A, B, C, D, and H
- China (Zhangjiakou): Zones A and B

- China (Hohhot): Zones A and B

- China (Shenzhen): Zones A, B, C, D, and E
- Singapore: Zones A and C

- India (Mumbai): Zones A and B

- Germany (Frankfurt): Zone A

- Japan (Tokyo): Zones A and B

- Australia (Sydney): Zones A and B

- UK (London): Zones A and B

Note:
If you want to enable this service for an RDS instance that does not belong to the

preceding regions and zones, you must open a ticket.
Context

This service uses dedicated proxy compute resources to establish a dedicated

database proxy for your RDS instance. It has the following benefits:

- A proxy endpoint is used and remains valid unless you release the proxy instance
. Therefore, you do not need to frequently change the endpoint information
in your application. For example, you do not need to do so if you enable read/
write splitting but later you release the read-only instances attached to the RDS
instance and disable read/write splitting. This reduces maintenance costs.

- Dedicated database proxy guarantees service stability. If users share the same
database proxy, they may compete for resources, resulting in service instability.

- Resources can be scaled to process more traffic.
Billing

In the beta test phase, this service is free of charge. After the beta test phase ends,

you will be notified of when you must pay for this service.


https://workorder-intl.console.aliyun.com/#/ticket/createIndex

Precautions

- A transient disconnection may occur when you change the configuration of the

master instance or its read-only instance.
- The database proxy service does not support SSL encryption.
- The database proxy service does not support compression protocols.

- When the proxy endpoint is used, all transaction requests are routed to the

master instance.

- When the proxy endpoint is used for read/write splitting, the read consistency of
non-transaction requests cannot be guaranteed. If you require read consistency,
then you can encapsulate data in transactions.

- When the proxy endpoint is used, the /xFORCE_MASTERx/ class cannot be used to
comment SQL statements to query the master instance.

- When the proxy endpoint is used, the LAST_INSERT_ID() function cannot be
used.

- When the proxy endpoint is used, the show processlist command returns a
combination of results from the master instance and all its read-only instances.

- If short-lived connection optimization is enabled, the show processlist

command may return idle connections.

- If you run multiple statements or stored procedures, all subsequent requests over
the current connection are routed to the master instance. To restore read/write

splitting, you must disconnect the current connection and then reestablish a

connection.
Enable database proxy

1. Log on to the RDSconsole.


https://dev.mysql.com/doc/internals/en/multi-statement.html
https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click the instance ID.

4. In the left-side navigation pane, click Database Proxy.

5. In the main workspace, click Enable now.

You have not enabled the database proxy service. Enable now.

Overview of the Database Proxy page

After database proxy is enabled, you can use the proxy endpoint to enable read/

write splitting and short-lived connection optimization.

Database Proxy

Proxy Service Read/Write Splitting Monitoring Data

Proxy Endpoint

Running

3306

Disabled
Proxy Instance
Proxy Type CPU and Memary
Dedicated Proxy 2 Cores, 4 GB

Instances Associated

1

Internal (VPC)

Disable Proxy Service

rds.aliyuncs.com  Copy Address

Disabled  Enable

Instances Adjusted Adjustment Plan

1 -+ Cancel



Category Parameter Description
Proxy Endpoint The proxy endpoint provided by the dedicated
Endpoint database proxy. The read/write splitting
function is bound to the proxy endpoint.
Port The port used by the proxy endpoint.
Endpoint Type |Only the Internal (VPC) network type is
supported.
Instance Name | The RDS instance connected through the proxy
endpoint.
Instances The number of proxy instances associated with
Associated the proxy endpoint. You can add proxy instances
with Proxy to increase the request-processing capability
of the dedicated database proxy. After the beta
test phase ends, you must pay for the proxy
instances you add.
Read/Write Whether read/write splitting is enabled for the
Splitting proxy endpoint.
Short-Lived Whether short-lived connection optimization is
Connection enabled for the proxy endpoint.
Optimization
Note:
You can click Enable or Disable to the right of
Short-Lived Connection Optimization to enable
or disable this function.
Proxy Instance |Proxy Type Only the Dedicated Proxy service is supported.
CPU and The specification of the proxy instance. Only the
Memory 2 Cores, 4 GB specification is supported.
Instances The number of proxy instances associated with
Associated the proxy endpoint.

Change the number of proxy instances

Note:

Changing the number of proxy instances causes a transient disconnection. You

must make sure that your application can automatically reconnect to the RDS

instance.

1. Log on to the RDSconsole.



https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click the instance ID.

4. In the left-side navigation pane, click Database Proxy.

5. On the Proxy Service tab, find the Proxy Instance section. Then change the
number in the Instances Adjusted column and click Apply in the Adjustment
Plan column.

I Proxy Instance ~

Proxy Type CPU and Memory Instances Associated Instances Adjusted Adjustment Plan

Dedicated Proxy 2 Cores, 4 GB 1 o —_ 2 —+ Apply o Cancel

6. Set Applied At and click OK.

Configure Proxy Resources

Proxy Type: Dedicated Proxy
CPU znd Memory: 2 Cores, 4 GB
Instances: Existing Instances: 1, New Instances: 2

Applied At: * Migrate Immediately

MNext Maintenance Period({ Current Setting: 02:00-05:00 Modify )

Start From | 2019-10-14 10 - 5B

Mote: Configuring proxy resources may cause applications to disconnect. Make sure that your applications are configured

with automatic reconnection policies.
n Cancel



View monitoring data

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click the instance ID.

4. In the left-side navigation pane, click Database Proxy.

5. Select the Monitoring Data tab.

Q  Billing Management  More

Pay-As-
You-Go

6. Specify a time range and view the CPU Utilization (%) metric.

E] Note:

A @ cengish (@
Ignor
.

The CPU Utilization (%) metric indicates the CPU usage of the physical host

where the proxy instance is located.

Database Proxy

Proxy Service Read/Write Splitting Monitoring Data

Select Time: JEESSWIUVN  Last12 Hours  LastiDay  Last2Days  Last7 Days Oct 14, 2019, 09:58 - Oct 14, 2019, 10:58
CPU Utilization (%)
8
4
2
0
10:00 10:05:00 10:10:00 10:15:00 10:20:00 10:25:00 10:30:00 10:35:00

CPU Utilization (%)

Disable database proxy

1. Log on to the RDSconsole.

10:40:00

10:45:00

10:50:00

Disable Proxy Service

> Refresh

10:55:00


https://rds.console.aliyun.com/
https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Database Proxy.
5. In the upper-right corner, click Disable Proxy Service.

Database Proxy

Proxy Service Read/Write Splitting Monitoring Data

I Proxy Endpoint ~

unning ds.aliyuncs.com  Copy Address

6. In the displayed dialog box, click OK.

APls

API Description

#unique_156 Used to modify the settings of the
dedicated database proxy service for an
RDS instance.

#unique_157 Used to enable or disable the dedicated
database proxy service for an RDS
instance.

#unique_158 Used to query details about the
dedicated database proxy service for an
RDS instance.

#unique_159 Used to query the proxy endpoint of an
RDS instance.

#unique_160 Used to modify the proxy endpoint of an
RDS instance.




API

Description

#unique_161

Used to query the performance data of
the dedicated database proxy for an RDS
instance.




13 Monitoring and alerts

13.1 View resource and engine monitoring data

This topic describes how to view the resource and engine monitoring data of an
RDS for MySQL instance. ApsaraDB for RDS provides a wide range of performance

metrics for you to view in the RDS console.
CloudDBA provides intelligent diagnosis and optimization for monitoring services.
Procedure

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click the instance ID.

4. In the left-side navigation pane, click Monitoring and Alerts.


https://rds.console.aliyun.com/

5. On the Monitoring tab, select the Resource Monitoring or Engine Monitoring

monitoring type and specify the time range. The following table describes the

monitoring metrics.
Monitoril Metric Description
type
Resource| Disk Space (MB) The disk space usage of the RDS instance,
Monitoring including:

- Instance Size

- Data Usage

- Log Size

- Temporary File Size

- Other System File Size

Unit: MByte.

IOPS (Input/
Output Operations
per Second)

The number of I/0 requests per second for the
RDS instance. Unit: Number/second.

Total Connections

The total number of connections to the RDS
instance, including the number of active
connections and the total number of connections

CPU and Memory |The CPU and memory usage of the RDS instance

Usage (%) (excluding the CPU and memory usage for the
operating system).

Network Traffic (| The input and output traffic of the RDS instance

KB) per second. Unit: KB.

Engine

TPS (Transactio

Monitorings per Second)/

The average number of transactions per second
and the average number of SQL statements

QPS (Queries per |executed per second.

Second)

InnoDB Buffer The read hit ratio, usage, and proportion of dirty
Pool Read Hit blocks for the InnoDB buffer pool.

Ratio, Usage Ratio

, and Dirty Block

Ratio (%)

InnoDB Read/ The amount of data that is read and written by

Write Volume (KB)

InnoDB per second. Unit: KB.




Monitorii Metric Description
type
InnoDB Buffer The number of read and write operations that
Pool Read/Write |are performed by InnoDB per second.
Frequency
InnoDB Log Read/ |The average frequency of physical writes to log
Write/fsync files per second by InnoDB, the log write request
frequency, and the average frequency of fsync ()
writes to log files.
Number of The number of temporary tables that are
Temporary automatically created on the hard disk when the
Tables Created instance runs SQL statements.
Automatically
on the Hard Disk
when MySQL

Statements Are
Being Executed

MySQL_COMDML

The number of SQL statements that are executed
by the RDS instance per second, including:

- Insert

- Delete

- Insert_Select
- Replace

- Replace_Select
- Select

- Update

MySQL_RowDML

The number of operations that are performed by
InnoDB per second, including:

- The average number of physical writes to log
files per second

- The number of rows that are read/updated
/deleted/inserted from InnoDB tables per
second.

MyISAM Read/
Write Frequency

The number of read/write operations that are
performed by MyISAM on the buffer pool per
second and the number of read/write operations
that are performed by MyISAM on the hard disk
per second.




Monitoril Metric

type

Description

MyISAM Key
Buffer Read/Write
/Usage Ratio (%)

The read hit ratio, write hit ratio, and usage of
the MyISAM key buffer per second.

13.2 Set the monitoring frequency

This topic describes how to set the monitoring frequency for an RDS instance.

ApsaraDB for RDS provides more than one monitoring frequency for you to select.

Background information

Two monitoring frequencies provided before May 15, 2018

- Once per 60 seconds (monitoring period: 30 days)

- Once per 300 seconds (monitoring period: 30 days)

Second-level monitoring frequency introduced since May 15, 2018

Minute-level monitoring frequencies cannot meet monitoring requirements of

some users and maintenance personnel. Therefore, since May 15, 2018, RDS has

introduced second-level monitoring frequencies. This facilitates problem locating

and improves customer satisfaction.

Once per 5 seconds (monitoring period: 7 days), turning to once per minute since

the eighth day

The detailed monitoring policies are described in the following table.

: Memory = 8 GB

Instance type Once per 5 seconds |Once per minute ( |Once per 5 minutes
60 seconds) (300 seconds)

Basic Edition Not supported Supported for free |Default configurat
ion

High-availability or | Not supported Supported for free |Default configurat

Enterprise Edition ion

: Memory < 8 GB

High-availability or | Supported (Not Default configurat |Supported for free

Enterprise Edition |free) ion




Procedure

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click the instance ID.

4. In the left-side navigation pane, click Monitoring and Alerts.

—
|:| Note:
For information about the monitoring metrics supported by the instance, see
View resource and engine monitoring data.

5. Click the Monitoring tab.

6. Click Set Monitoring Frequency.

7. In the Set Monitoring Frequency dialog box, select the monitoring frequency and

click OK.

Set Monitoring Frequenc

3
|:_| Note:
If the instance does not support second-level monitoring, a message is displayed

to tell you so in the Set Monitoring Frequency dialog box.


https://rds.console.aliyun.com/

APIs

API Description

#unique_165 Used to query the monitoring data of an
RDS instance.

13.3 Set an alert rule

This topic describes how to set an alert rule for an RDS instance. ApsaraDB for
RDS offers the instance monitoring function, and sends messages to you after
detecting an exception in an instance. In addition, when the instance is locked due

to insufficient disk space, the system sends a message to you.
Background information

Alibaba CloudMonitor offers monitoring and alarming. CloudMonitor helps you set
alarm rules for metrics. You must add alarm contacts while set a contact group. The
alarm contacts and the contact group are notified immediately when an alarm is
triggered in the event of exceptions. You can create an alarm contact group using a

related metric.
Procedure

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Monitoring and Alerts.

5. Click the Alerts tab.


https://rds.console.aliyun.com/

6. Click Set Alert Rule.

You are directed to the CloudMonitor console.

Note:

You can click Refresh to manually refresh the current status of the alert metrics.

7. In the left-side navigation pane, choose Alarms > > Alarm Contacts to open the

Alarm Contact Management page.

Note:

When alert rules are set for the first time, if the alert notification object is not
a contact of the Alibaba Cloud account of RDS, the alarm contact and alarm
contact group must be created first. If you have already set the alarm contact
and the alarm contact group, go to Step 10.

8. Click Create Alarm Contact.

9. In the Set Alarm Contact dialog box, enter the alarm contact information and

click Send verification code. Then, enter the verification code sent to your

mailbox, and click Save.

Note:

- We recommend that you perform the next step to create the alarm contact

group after you add all alarm notification objects.

- You can click Edit to modify a contact, or click Delete to delete a contact.
100n the Alarm Contact Management page, click the Alarm Contact Group tab.
11Click Create Alarm Contact Group.
12Set Group Name and Description, select a contact from Existing Contacts, click

to add the contact to Selected Contacts, and click OK.

Note:

On the Alarm Contact Group page, you can click y to modify a contact

group, click X to delete a contact group, or click Delete to delete a contact in the

contact group.



13 After creating the alarm contact group, choose Cloud Service Monitoring >

ApsaraDB for RDS from the left-side navigation pane.
14 Select the region of RDS for which the alert rule is to be set.

15Find the target instance and click Alarm Rules in the Actions column.

The system displays the metrics of the current alert.

16 Click Create Alarm Rule to add a new alert rule.

Note:

You can click Modify, Disable, or Delete for the metrics as needed.



14 Data security

14.1 Switch to the enhanced whitelist mode for an RDS for
MySQL instance

This topic describes how to switch from the standard whitelist mode to the

enhanced whitelist mode for an RDS for MySQL instance.
IP whitelist modes
ApsaraDB for RDS instances provide the following two IP whitelist modes:
- Standard whitelist mode

In this mode, the IP addresses in the whitelist do not distinguish between classic
networks and VPCs. The IP addresses in the whitelist can access the RDS instance
both in classics network and VPCs. We recommend that you switch from the

standard whitelist to the enhanced whitelist.

FCCOUTTCS

Whitelist Settings SOL Audit
Backup and Restorati...

Database Connection Network isolation mode: standard whitelist, The following whitelists contain IP addresses from both classic networks and VPCs,

Monitoring and Alert...

- Enhanced whitelist mode

In this mode, the whitelist is classified into two IP whitelist groups by network
type: the classic-network whitelist group and the VPC whitelist group. When you

create an IP whitelist, you must specify a network type.

Accounts

Whitelist Settings SQL Audit
Backup and Restorati...

fwork i - nade: ced whitelist ch o wing whitali 2y 5 twork or VI
TeieiEen EEET Network isolation mode: enhanced whitelist. Each of the following whitelists serve a classic network or VPC,

Monitoring and Alert...
Service Availability
Logs

¥ (ClandnBRA



Changes after switching to the enhanced whitelist mode

- If the network type of the instance is VPC, a new whitelist of the VPC is generated
and contains the same IP addresses in the original whitelist. The new IP whitelist
group only applies to VPCs.

- If the instance network type is classic network, a new whitelist group is

generated and contains the same IP addresses in the original whitelist. The new

IP whitelist group only applies to classic networks.
- If the instance is in the hybrid access mode, two new whitelist groups are generated

and each contains the same IP addresses in the original whitelist. One of the

whitelist group applies to VPCs and the other applies to classic networks.

Note:
Switching to the enhanced whitelist mode does not affect the ECS instances that are

in the ECS security group whitelist.
Prerequisites
The DB version used by the instance is one of the following:
- MySQL 5.7 High-Availability Edition
- MySQL 5.6
- MySOQL 5.5
Precautions
- You can switch from the standard whitelist mode to the enhanced whitelist mode

. However, you cannot switch from the enhanced whitelist mode to the standard

whitelist mode.

- In the enhanced whitelist mode, the classic-network whitelist group also applies
to accesses from a public network. If you want to access the RDS instance from
an instance, host, or application in the public network, you must add the public

IP address to the classic-network whitelist group.
Procedure

1. Log on to the RDSconsole.


https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click the instance ID.

4. In the left-side navigation pane, click Data Security.

5. On the Whitelist Settings tab, click Switch to Enhanced Whitelist
(Recommended).

Security

Whitelist Settings SQL Audit SQL TDE

Network Isolation Mode: Standard Whitelist. The whitelist does not differentiate between classic networks and VPC networks.

127.0.0.1

6. In the message box that appears, click OK.

14.2 Configure a whitelist for an RDS for MySQL instance

This topic describes how to configure a whitelist for an RDS for MySQL instance.
RDS for PostgreSQL provides two types of whitelists::

- IP address whitelist: Add IP addresses to a whitelist so that these IP addresses

can access the RDS instance.

il
|:| Note:
The default whitelist is an IP address whitelist that contains only the default IP
address 127.0.0.1. This default IP address means that no devices can access the

RDS instance.



- VPC security group whitelist: Add a VPC security group to a whitelist so that all

ECS instances in the VPC security group can access the RDS instance.

A whitelist can be used to improve the security of your RDS instance. We
recommend that you periodically check and adjust your whitelists to maintain RDS
security. Configuring a whitelist does not affect the normal running of the RDS

instance.
Configure an IP address whitelist
Precautions

- The default IP whitelist can only be edited or cleared, but cannot be deleted.

- If you log on to DMS but the DMS server IP address has not been added to the
whitelist, DMS prompts you to add the IP address and automatically generates a
whitelist containing the IP address.

- You must confirm which network isolation mode your RDS instance is in before

configuring the whitelist. See the corresponding operations based on the

network isolation mode.

Basic Information

Data Security

attings
Metwork isolation mode: stendard whitslist. The following whitelists contain Ip addresses from both dlassic networks and VPCs,

127.0.0.1

Whitelist Settings Description

Note:
The private networks to which RDS instances belong are divided into two types:
Classic Network and VPC.

- Classic network: Alibaba Cloud automatically allocates IP addresses. Users only
need to perform simple configurations. This network type is suitable for new
users.

- VPC: You can customize the network topology and IP addresses. It supports

leased line connection, and is suitable for advanced users.



If the network isolation mode is enhanced whitelist mode

1. Log on to the RDSconsole.

2. In the upper-left corner of the page, select the region where the target instance is

located.
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3. Find the target instance and click its ID.
4. In the left-side navigation pane, click Data Security.

5. On the Whitelist Settings tab page, follow these instructions based on your

scenario:

- To access the RDS instance from an ECS instance located within a VPC, click
Edit for default VPC whitelist.

- To access the RDS instance from an ECS instance located within the classic

network, click Edit for the default Classic Network whitelist.

- To access the RDS instance from a server or computer located in a public

network, click Edit for the default Classic Network whitelist.

-

Note:

- To allow ECS to access RDS through the intranet (VPC or classic network),
make sure that the two instances are in the same region and have the same

network type. Otherwise, the connection fails.


https://rds.console.aliyun.com/

- You can also click Create Whitelist to create a new whitelist. In the displayed

Create Whitelist dialog box, select a network type: VPC or Classic Network/
Public IP.

Security Group

6. In the displayed Edit Whitelist dialog box, add the IP addresses that need to

access the instance, and then click OK.

- If you add an IP address range, such as 10.10.10.0/24, any IP address in the

10.10.10.x format can access the RDS instance.

- To add multiple IP addresses or IP address ranges, separate them with a

comma (without spaces), for example, 192.168.0.1,172.16.213.9.

- You can click Add Internal IP Addresses of ECS Instances to display the IP
addresses of all the ECS instances under your Alibaba Cloud accoun. and add
to the whitelist.

-

Note:



After you add any IP address to the default whitelist, the default IP address

127.0.0.1 is automatically removed.

Edit Whitelist

Network Type: WPC Classic Network/Public IP
You currently cannot configure network isolation settings. You must
enable enhanced whitelists first before configuring network isolation
settings.

Whitelist Name™: def

[i;
o

Whitelist™: 127.0.0.1

Add Internal IP Addresses of ECS Instances |
You can add 999 more entries.

If the network isolation mode is standard whitelist mode

1. Log on to the RDSconsole.

2. In the upper-left corner of the page, select the region where the target instance is
located.

3. Find the target instance and click its ID.

4. In the left-side navigation pane, click Data Security.


https://rds.console.aliyun.com/

5. On the Whitelist Settings tab page, click Edit for the default whitelist.

-
|:| Note:

You can also click Create Whitelist to create another whitelist.

Whitelist Settings it SSL Encryption
Network isolation mods: standard whitzlist. The following whitelists contain IP addresses from both classic networks and VPCs. Enable Enhanced Whitslist (Recommended)

127.0.0.1

Whitelist Settings Description

6. In the displayed Edit Whitelist dialog box, add the IP addresses that need to

access the instance, and then click OK.

- If you add an IP address range, such as 10.10.10.0/24, any IP address in the
10.10.10.x format can access the RDS instance.

- To add multiple IP addresses or IP address ranges, separate them with a

comma (without spaces), for example, 192.168.0.1,172.16.213.9.

- You can click Add Internal IP Addresses of ECS Instances to display the IP
addresses of all the ECS instances under your Alibaba Cloud accoun. and add

to the whitelist.

o
|:_| Note:



After you add any IP address to the default whitelist, the default address

127.0.0.1 is automatically removed.

Edit Whitelist

Network Type: WPC Classic Network/Public IP
You currently cannot configure network isolation settings. You must
enable enhanced whitelists first before configuring network isolation
settings.

Whitelist Name™: default

Whitelist™: 127.0.0.1

Add Internal IP Addresses of ECS Instances |
You can add 999 more entries.

How to Locate the Local IP Address

Common incorrect settings

- If the IP address whitelist contains only the default address 127.0.0.1, no device
is allowed to access the RDS instance. Therefore, you must add IP addresses of
devices to the whitelist to allow access to the instance.

- The IP address in the whitelist is 0.0.0.0, but the correct format is 0.0.0.0/0.

% Note:



0.0.0.0/0 indicates that all devices are allowed to access the RDS instance.

Exercise caution when using this IP address.

- If the enhanced whitelist mode is enabled, check the following:

- To connect to the RDS instance through the VPC address of the RDS instance,
make sure that the private IP address of the ECS instance is added to the
default VPC whitelist.

- To connect to the RDS instance through the classic network address of the RDS
instance, make sure that the private IP address of the ECS instance is added to

the default Classic Network whitelist.

- To connect to the RDS instance through ClassicLink, make sure that the private
IP address of the ECS instance is added to the default VPC whitelist.

- To connect to the RDS instance through the public address of the RDS

instance, make sure that the public IP address of the device is added to the

default Classic Network whitelist.

- The public IP address that you add to the whitelist may not be the real outbound

IP address. The reasons are as follows:

- The public IP address is not fixed and may dynamically change.

- The tools or websites used to query the public IP addresses may provide

wrong IP addresses.
For more information, see #unique_170.
Configure an ECS security group

An ECS security group is a virtual firewall that is used to control the inbound and
outbound traffic of ECS instances in the security group. After an ECS security group
is added to the RDS whitelist, the ECS instances in the security group can access the

RDS instance.
For more information, see Create a security group.
Precautions

- RDS versions that support an ECS security group are MySQL 5.6 and 5.7.
- You can configure both the IP address whitelists and an ECS security group. The
IP addresses in the whitelists and the ECS instances in the security group can all

access the RDS instance.

- You can only add one ECS security group to an RDS instance.


https://www.alibabacloud.com/help/doc-detail/65412.htm
https://www.alibabacloud.com/help/doc-detail/25468.htm?spm=a2c63.p38356.a3.2.42187afeEXhLP9

- Updates to the ECS security group are automatically synchronized to the

whitelist in real time.
Procedure

. Log on to the RDSconsole.

. Find the target instance and click its ID.

G &= W N -

Note:

. In the upper-left corner, select the region where the target instance is located.

. In the left-side navigation pane, click Data Security.

. On the Whitelist Settings tab page, click Add Security Group.

Security groups with a VPC tag are within VPCs.

6. Select a security group and click OK.

APIs
API Description
#unique 171 Used to view the IP address whitelist of
an RDS instance.
#unique 172 Used to modify the IP address whitelist
of an RDS instance.

14.3 Configure SSL encryption for an RDS for MySQL instance

This topic describes how to enable Secure Sockets Layer (SSL) encryption and

install SSL CA certificates to applications. SSL encrypts data over network

connections at the transport layer. This enhances data security and integrity but

increases network connection response time.

Prerequisites
The DB engine version and edition are one
- MySQL 8.0 High-availability Edition
- MySQL 5.7 High-availability Edition
- MySQL 5.6

of the following:



https://rds.console.aliyun.com/

Precautions

- The validity period of an SSL CA certificate is one year. You must renew the
validity period of the SSIL CA certificate in your application or client within one
year. Otherwise, your application or client that uses an encrypted network
connection cannot connect to RDS properly.

- SSL encryption increases CPU usage. Therefore, we recommend that you enable
SSL encryption only for public endpoints when required. In typical cases, private
endpoints do not require SSL encryption.

- Read/write splitting addresses do not support SSL encryption.

- Disabling SSL encryption restarts your RDS instance.
Enable SSL encryption

1. Log on to the RDSconsole.
2. In the upper-left corner, select the region where the target RDS instance is
located.

: () Alibaba Cloud  cnina (Hangzhou) « Q  BilingManagement  More [EJ A £y  English "7

ApsaraDB for RDS

RDS Mai

<« 1PE INEEEEEENN]

Japan (Tokyo)

3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Data Security.

5. Click the SSL Encryption tab.


https://rds.console.aliyun.com/
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6. Click the switch next to Disabled in the SSL Encryption parameter.

551 Settings

SSL Encryption Disabled

Protected Address -
Certificate Expiration Time -

Certificate Validity Invalid

Configure SSL Download CA Certificate

7. In the Configure SSL dialog box, select the endpoint for which you want to enable

SSL encryption, then click OK.

@ Note:

You can choose to encrypt the private or public endpoint, but note that you can

encrypt only one endpoint.

Configure S5L

Select Protected Address:

] rm-1ud1inzb778l830y1e.mysqgl.rds.aliyuncs.com o

- rm-1udinzb7781830y1eko.mysql.rds.aliyuncs.com

Note: When the protected address is changed, the certificate automatically updates and your RDS
nstance is restarted.

232 Issue: 20191021



8. Click Download CA Certificate to download the SSI. CA certificate files in a

compressed package.

S5L Settings

S5SL Encryption
Protected Address -
Certificate Expiration Time -

Certificate Validity

Configure SSL

Download CA Certificate

The compressed package consists of the following three files:

- .p7b file: used to import CA certificate files in Windows operating systems.
- .pem file: used to import CA certificate files in other systems or applications.
- .jks file: used to import link CA certificate files in Java-based applications.

The .jks file is stored in the TrustStore of Java.

@ Note:

When you use the .jks file in JDK 7 or JDK 8, you must modify the default JDK
security configuration. Specifically, you must find the jre/lib/security
/java.security file on the server where the database you want to access

through SSL is located, and then reconfigure the file as follows:

jdk.tls.disabledAlgorithms=SSLv3, RC4, DH keySize < 224



jdk.certpath.disabledAlgorithms=MD2, RSA keySize < 1024

If you do not modify the JDK security configuration, the system reports errors

similar to the following:

javax.net.ssl.SSLHandshakeException: DHPublicKey does not comply
to algorithm constraints

Configure the SSL CA certificate

After SSL encryption is enabled, you must configure the SSL CA certificate for your
application or client when connecting to RDS. This section uses MySQL Workbench

as an example to describe how to install the SSL CA certificate.

1. Start MyQL Workbench.
2. Choose Database > Manage Connections.

3. Enable Use SSL and import the SSL CA certificate files.

MySOL Connections Connection Mame:  local

Connection

Connection Method:  Standard (TCP/IF) + Method to use to connect to the RDBMS

| Parameters | S50 |Advanced|
@e S5L IF available + ] furns on SSL encryption. Connection will fail if S5L
available.

GS—ECA File: ,% Certificate Authority file for 55L.

S5L CERT File: E Path to Client Certificate file for SSL.

551 Key File: E Path to Client Key file for S5L.

S5L Cipher: Optional : separated list of permissible dphers to
use for SSL encryption.

S5L Wizard ...

Files ...

[ New ] [ Delete ] [ Duplicate ] [MoveUp] [MoveDown Test Connection ] [ Close

Renew the validity period of the SSL CA certificate

E] Note:

This operation causes your RDS instance to restart. You must make proper service

arrangements before this operation.



S5L Settings

SSL Encryption @) Enabled | Update Validity
Protected Address rm-1ud1nzb778I830y1e.mysgl.rds.aliyuncs.com
Certificate Expiration Time Aug 25, 2020, 10:47:10

Certificate Validity Valid

Configure S5L Download CA Certificate

Disable SSL encryption

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.

H ) AlibabaCloud  cina tangznou) » Q  Billing Management  More A @ Engish (@
Asia Pacific e & America: . ¥ N o .
RDS instz istics. You can save data by OpenAPI for long-term queries. Ignore
ApsaraDB for RDS @l China (Hangzhou)

y (Fr )
BB UK (London) Learning Path Log On to DB C Refresh Create Instance.

Bl china (Qingdao) &S us (silicon Valley)

RDS Mar Bl China (Shanghai)
tnstances

Cross-region Backup BasicInf G China (Be1ing) &S us (virginia)
@ China (Zhangjiakou)

Instance Middle East & India o
B china (Hohhot)

Locked Instances (0)

== India (Mumbai)

B China (Shenzhen) = use ova) . R ;
B China (Chengdu) ¥ ethor L
@l Hong Kong - vee
( . hs-
B == sogapore ;;ﬂ\‘“ EHaZ:anzélnn: VPO 52{; 0 Manage | More +
@ Australia (Sydney) )
= B Malaysia (Kuala Lumpur) China ) VEC
(VPCv y
- indonesia (Jakarta) (rarzion) { woape e 0 Manage | Subscription Biling | Hore ~

® Japan (Tokyo)

3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Data Security.

5. Click the SSL Encryption tab.


https://rds.console.aliyun.com/

6. Click the switch next to Enabled in the SSL Encryption parameter. In the
displayed Disable SSL Encryption dialog box, click OK.

S5L Settings
SSL Encryption Enabled | Update Validity
Protected Address rm-1ud1nzb778I830y1le.mysgl.rds.aliyuncs.com
Certificate Expiration Time Aug 27, 2020, 18:22:08
Certificate Validity Valid

Configure S5L

Download CA Certificate

14.4 Set TDE for an RDS for MySQL instance

This topic describes how to set Transparent Data Encryption (TDE) for an RDS for
MySQL instance. With TDE enabled, RDS can encrypt and decrypt incoming and
outgoing data files in real time. Specifically, RDS encrypts data before the data is
written into the disk, and decrypts data when the data is read from the disk to the
memory. TDE does not increase the size of data files. Developers can use the TDE

function without changing any applications.
Prerequisites

- The DB engine version of your RDS instance is MySQL 5.6.
- Key Management Service (KMS) has been activated. If you have not activated
KMS, you can activate it as instructed when activating TDE.

Precautions

- TDE cannot be disabled once it is activated.
- After TDE is activated, you cannot change keys.

- After TDE is activated, if you want to restore data to your computer, you must

first use RDS to decrypt data.

- TDE increases CPU usage.
Use a key automatically generated by Alibaba Cloud

1. Log on to the RDSconsole.


https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is

located.

H =) Alibaba Cloud China (Hangzhou) = Q  BilingManagement More [ [ ¢y English (€
Ros inste 152 Pacfic : Fricas fstics. You can save data by OpenAPI for long-term queries. Ionore "
ApsaraDB for RDS @ china (Hangzhou) rt
RDS Mai @l China (shanghai) BB K (London) Learning Path Log On to DB Z Refresh Create Instance
Instances
Bl china (Qingdao) &S us (silicon Valley)
Cross-region Backup BasicInf Q@ China (Beijing) &= us (virginia)
N ) @ China (Zhangjizkou)
Locked Instances (0) Instance olla
Bl China (Hohhot)
Bl China (Shenzhen)
Bl china (Chengdu)
Bl Hong Kang veC
hina
2017 (VPC:vD Pay-s-
. L (Hangzhou} 0 Manage | More
30N ZoneH " You-Go
a8
s [ Vi
- crina '\,P-CDF Pay-i
= Indonesia (Jakartz) (Hangznou) e iy 0 Manage | Subscriotion Bilng | More =
: ’ ZoneH

® Japan (Tokyo)

3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Data Security.

5. On the TDE tab, find TDE Status and click the switch next to Disabled.

TDE Settings

TDE Status I:l (Once TDE is enabled, it cannot be disabled any more,)

6. In the displayed dialog box, click Confirm.

TDE Settings

Are you sure you want to open TDE?



Encrypt a table

Log on to the target database and run the following command to encrypt a table:

alter table <tablename> engine=1innodb,block_format=encrypted;

Decrypt a table

Run the following command to decrypt a table that has been encrypted by using

TDE:

alter table <tablename> engine=1innodb,block_format=default;

APIs

API

Description

#unique_175

Used to enable TDE for an RDS instance.




15 SQL audit and historical events

15.1 SQL audit

This topic introduces the SQL audit function of RDS for MySQL.

RDS for MySQL has upgraded the SQL audit function as SQL Explorer, which
continues to provide security audit and performance diagnosis but has more
diverse features and costs much less. The upgrade process does not affect the RDS

for MySQL instances. For more information, see SQL Explorer.

15.2 SQL Explorer

This topic describes how to use the SQL Explorer function. ApsaraDB RDS for
MySQL has upgraded the SQL audit function as SQL Explorer, which continues to
provide security audit and performance diagnosis but has more diverse features
and costs much less. The upgrade process does not affect the RDS for MySQL

instances.
Prerequisites

The SQL Explorer function is available only to the following DB engine versions and

editions:

- MySQL 8.0 High-availability Edition (with local SSDs)

- MySQL 5.7 High-availability Edition

- MySQL 5.6

- MySQL 5.5

Context

With the SQL Explorer function enabled, the system records information about all
DML and DDL operations. The information is obtained through network protocol
analysis and consumes only a small amount of CPU resources. The Trial Edition can

retain SQL log data of one day free of charge. If you want to retain your SQL log data

for more than one day, you must pay for storage.
Scenarios

The SQL Explorer function is suitable to the following scenarios:



- The enterprise has high requirements on data security. Such enterprises come
from the finance, security, stocks, governmental affairs, and insurance sectors.
- The database running needs to be analyzed to locate problems or verify SQL

statement performance.

- The data needs to be restored by using the SQL statements in SQL log data.

Differences between SQL log and binary log

You can view incremental data through SQL log or binary log. However, these two

types of logs are different:

- SQL log: similar to the auditing log of MySQL and records information about all
DML and DDL operations. The information is obtained through network protocol
analysis. SQL log does not parse the actual parameter values, and therefore a
small amount of data may be lost if a large amount of SQL query statements
are executed. If you collect statistics on incremental data by using SQL log, the

obtained incremental data may be lost.

- Binary log: records information about all add, delete, and modify operations and
the incremental data used for data restoration. Binary log data is temporarily
stored in the RDS instance. The system periodically transfers full binary log files
to 0SS. 0SS then stores the files for seven days. However, the binary log files to
which data is being written cannot be saved. Therefore, some binary log files
may fail to be uploaded to OSS. Binary log accurately records the incremental

data but cannot help you obtain real-time log data.

Precautions

The time range for online query extends up to 24 hours. This is because SQL
Explorer records all database-related operations, which involve a large amount of

SQL statements. If the time range exceeds 24 hours, the query takes a long time and

may even time out.

Note:

If you want to query SQL log data within a time range longer than 24 hours, we
recommend that you export the SQL log data to your computer and then query the

needed data.



Features
- SQL log

SQL log records all operations that have been performed on databases. With SQL

log, you can do database troubleshooting, action analysis, and security audit.

- Enhanced search

You can search data by database, user, client ID, thread ID, execution time, or the

number of scanned rows. You can also export and download the search results.

Basic Information

Searct Analysis
Accounts
Databases
Set Filters
Connection Options
Keywords
Database Proxy
Time Range 2019-02-27 00:28:35 2019-02-27 00:43:35 =4 Custom v Users
Monitoring and Alarm... =
Security = Databases Operation Type
Instance Availabilit... Client IP Thread IDs
Addresses
Log Management N
SQL Explorer Execution Completed Error Execution Time
Status
Backup and Recovery
Scanned -
Parameters
Records

- SQL analysis

This new feature provides visualized interactive analysis of SQL log of a specified
time period. You can use this feature to locate abnormal SQL statements and

performance issues.

- Cost reduction

SQL explorer adopts the column-based storage and compression technology to
reduce the SQL log size and reduce storage costs by about 60%. The hourly fee is
US$ 0.0018 per GB.



Activate SQL Explorer

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.

] Cloud Account’s all Resources « | China (Hangzhou) ~ |

RDS instances in China(Zhangjiakou) wil Asla Pacific Europe & Americas

Bl china (Hangzhou) BB Geormany (Frankfurt)
RDS Management Bl china (Shanghai) £ UK (London)

BB chinz (Qingdao) &= s (silicon Valley)
Basic Information Tags Bl chinz (Beijing) &= s (virginia)

B chinz (Zhangjiakou) ) i
Instance Name v £ Middle East & India

@l china (Hohhot) == India (Mumbai)

B chinz (Shenzhen) = UAE (Dubai)

3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click SQL Explorer.

5. Click Activate Now.

Basic Information
Accounts
Databases

Connection Options Welcome ‘to Use SQL Explorer

Database Proxy

The original SQL Audit has been upgraded to SQL Explorer, which costs less but offers more functions. The analysis of SQL raw log entries |
Monitoring and Alarm... security and performance risks of databases

Billing Docume
Security
Instance Availabilit...

Activate Now Free Trial
Log Management

SQL Explorer

6. Specify the SQL log storage duration (for how long you want to keep the SQL log),

and click Activate.

[% Note:

When the storage duration of an SQL log file exceeds the specified duration, the
file is deleted.

- Trial Edition: You can use SQL Explorer for a long time. However, the SQL log

files are retained for only one day, which means that you can query only the


https://rds.console.aliyun.com/

SQL log data of one day. Additionally, you cannot use advanced functions such
as data export, and data integrity cannot be guaranteed.

- Non-Trial Edition: The SQL log files can be stored for 30 days, six months, one
year, three years, or five years. You are charged an hourly fee of USD 0.0018

per GB.

Storage Duration

Free Trial (®) 30 Days & Months 1 Year 3 Years 5 Years

cancel

Change the SQL log storage duration

1. Log on to the RDSconsole

2. In the upper-left corner, select the region where the target RDS instance is

located.

g Clgud Account’s 3ll Resources = | China (Hangzhou) =~ |

RDS instances in China(Zhangjiakou) wil Asia Pacific Burope & Americas

Bl chinz (Hangzhou) B Germany (Frankfurt)
RDS Management Bl chinz (Shanghai) 2 UK (London)

Bl china (Qingdao) &= ys (silicon valley)
Basic Information Tags BB chinz (Beijing) &= s (virginia)

Bl chinz (Zhangjiakou)
Instance Name v t Middle East & India

Bl Chinz (Hohhot) wie India (Mumbai)

Bl chinz (Shenzhen) = UAE (Dubai)
3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click SQL Explorer.

5. Click Service Settings.

< ’ rm- ' | ... (Ruming) | Back to Instances Operation Guide Create Data Migration Task Restart Instance Back up Instance C Refresh
Basic Information
Accounts
Databases Search Analysis

Connection Options

Database Proxy Set Filters
Monitoring and Alarm...
Keywords or
Security =
N Time Range 2019-02-27 00:28:35 2019-02-27 00:43:35 [ Custom v Users
Instance Availabilit.
Databases Operation Type SELECT INSERT UPDATE DELETE  More

Log Management

SQL Explorer


https://rds.console.aliyun.com/

6. Change the storage duration as needed.

Service Settings

Activate SQL N

Explorer

Storage 'E' 30 Days 6 Months 1 Year 3 Years 5 Years
Duration

Cancel

Disable SQL Explorer

@ Note:

If you disable the SQL Explorer function, the existing SQL log files are deleted. We

recommend that you export and save the SQL log file to your computers before you

disable the function.

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.

3 Cloud

Account’s all Resources - | China {Hangzhou) ~ |

RDS instances in China(Zhangjiakou) wil Asia Pacific

Bl china (Hangzhou)

Europe & Americas

BB Germany (Frankfurt)

RDS Management @l china (Shanghai) g UK (London)
B chinz (Qingdao) &= ys (silicon valley)
Basic Information Tags Bl chinz (Beijing) &= s (virginia)
B chinz (Zhangjiakou)
Instance Name ¥ | | Search by Inst Middle East & India

Bl chinz (Hohhot)

Name BB chinz (Shenzhen)

wie India (Mumbai)

I= UAE (Dubai)

3. Find the target RDS instance and click the instance ID.

4. In the left-side navigation pane, click SQL Explorer.


https://rds.console.aliyun.com/

5. Click Export.

<

Basic Information
Accounts
Databases
Connection Options

Database Proxy

Monitoring and Alarm...

Security

Instance Availabilit...

Log Management

SQL Explorer

Backup and Recovery

Parameters

9 rm- Ll L. (Runing)

| saL Explorer

Search

Analysis

Set Fiters
Keywords
Time Range

2019-02-27 00:28:35

Databases

Log Entries

tBack to Instances

2019-02-27 00:43:35

Operation Guide

Custom v Users

Operation Type

6. In the displayed dialog box, click OK.

SELECT

Create Data Migration Task

INSERT

Restart Instance Back up Instance C Refresh

Service Setiings

UPDATE

DELETE

More

View Exported List

7. After the export is complete, click View Exported List and download the log file

to your computer.

<

Basic Information
Accounts

Databases
Connection Options
Database Proxy
Monitoring and Alarm...
Security

Instance Availabilit...
Log Management
SQL Explorer

Backup and Recovery

Parameters

¥ rm- Ll L., (Raning)

| sQL Explorer

Search Analysis

Set Fiters
Keywords
2019-02-27 00:28:35

Time Range

Databases

Log Entries

8. Click Service Settings.

<

Basic Information
Accounts

Databases

Connection Options
Database Proxy
Monitoring and Alarm...
Security

Instance Availabilit...
Log Management

SQL Explorer

® rm- i ... (Running)

| sQL Explorer

Search Analysis
Set Filters
Keywords
TimeRange  2019-02-27 00:28:35
Databases

#Back to Instances

2019-02-27 00:43:35

#Back to Instances

2019-02-27 00:43:35

Operation Guide

Custom v Users

Operation Type SELECT

o m

Enable Advanced S

Operation Guide

Custom v Users

Operation Type

o m

SELECT

Enable Advanced S

Create Data Migration Task

INSERT

Create Data Migration Task

INSERT

Restart Instance Back up Instance C Refresh

Senvice Settings

UPDATE DELETE  More

Export

C Refresh

Restart Instance Back up Instance

or v

UPDATE DELETE  More



9. Click the switch next to Activate SQL Explorer to disable SQL Explorer.

Service Settings

Activate SQL A

Explorer

Storage l 30 Days 6 Months 1 Year 3 Years 5 Years
Duration

FAQ
How do I obtain the SQL log size after enabling SQL Explorer?

Log on to the RDS console. In the upper-right corner, choose Billing Management
> Billing Management. In the left-side navigation pane, choose Spending Summary
> Instance Spending Detail. Then you can find the SQL log size for the target RDS

instance.

~ Spending Summary. Date

Sep4,2019

Spending Summary

Bills Sep 4, 2019, 14:00:00-ep 4, 2019, 15:00:00 000068 0000000 USD 0.000000 USD 0,000000 USD
Orders Sep 4, 2019, 14:00:00-ep 4, 2019, 15:00:00 Oiece - hour 0000000 USD 0.000000 USD 0,000000 USD
Usage Records Sep 4, 2019, 14:00:00-8ep 4, 2019, 15:00:00 000068 0000000 USD 0.000000 USD 0,000000 USD
Renewa Sep 4, 2019, 14:00:00-Sep 4, 2019, 15:00:00 Storage space 60.000GE - hour 0018000 USD 0.000000 USD 0018000 USD
Eo/me Methous Sep 4, 2019, 14:00:00-ep 4, 2019, 15:00:00 Class Code 1 0046000 USD 0.000000 USD 0046000 USD
> Resoucepeckages = Sep 4, 2019, 14:00:00-ep 4, 2019, 15:00:00 Instance backup 000068 0000000 USD 0.000000 USD 0,000000 USD

E] Note:

SQL auditing indicates the SQL log size.



16 Database backup

16.1 Back up the data of an RDS for MySQL instance

Backup data is used to cope with data loss or damage. You can set a backup policy
for the system to automatically back up the data and logs of an RDS for MySQL

instance. Alternatively, you can manually back up the data and logs.

Note:
This topic describes the default backup function, which stores backup files to the
region where your RDS instance is located. You can also store the backup files to

another region. For more information, see Back up data across regions.
Fees

Each RDS instance has a specific quota of free backup space. If the size of backup
files exceeds the quota, additional fees are incurred. We recommend that you
specify a proper backup cycle that can meet your service requirements while also
maximizing backup space utilization. For more information about the quota of free

backup space, see View the quota of free backup space for an RDSfor MySQL instance.

Note:

- For more information about pricing and billable items, see #unique_20.

- For more information about the metering standards on backup space usage, see
ApsaraDB RDS for MySQL pricing.

Precautions

- Do not perform DDL operations during the backup. Otherwise, tables are locked
and consequently the backup fails.

- Back up data and logs during off-peak hours.

- If the data volume is large, the backup may take a long time.

- Backup files are retained for a specified time period. Download the backup files

to your computer before they are deleted.


https://www.alibabacloud.com/product/apsaradb-for-rds#pricing
https://www.alibabacloud.com/product/apsaradb-for-rds#pricing

Overview

Data backup

Log backup

- MySOQL 5.5/5.6/5.7/8.0 High-
availability/Enterprise Edition (with
local SSDs):

- Automatic backup supports full
physical backup.

- Manual backup supports full
physical backup, full logical
backup, and single-database
logical backup.

- MySQL 5.7/8.0 High-availability

Edition (with SSDs or ESSDs):

Only snapshot backup is supported.

You can restore data from a snapshot

to a new RDS instance but cannot

download the data.

- MySQL 5.7/8.0 Basic Edition (with

SSDs):

Only snapshot backup is supported.

You can restore data from a snapshot

to a new RDS instance but cannot

download the data.

- Binary log files occupy the disk space

of an RDS instance.

- If the size of a binary log file exceeds

500 MB or data has been being
written into a binary log file for
more than 6 hours, the system
stops writing data into this file and
starts to write data into another file
. The earlier binary log file is then
uploaded asynchronously.

- You can upload binary log files to OSS

with a few clicks without interrupti
ng the data restoration function.
Additionally, binary log files do not
occupy disk space.

Note:

- Basic Edition does not allow you to

upload binary log files with a few
clicks.

- You cannot access the OSS bucket

where binary log files are located.

Set a backup policy for automatic backup

ApsaraDB for RDS can automatically back up databases according to the backup

policy you set.

1. Log on to the RDSconsole.


https://rds.console.aliyun.com

2. In the upper-left corner, select the region where the target RDS instance is

located.

u () Alibaba Cloud  cnina tHangzhou) «

RDS instz
ApsaraDB for RDS

RDS Mal

*+ 18 E IBEEEEEEEE!

apan (Tokyo,

3. Find the target RDS instance and click its ID.

4. In the left-side navigation pane, click Backup and Restoration.

5. On the Backup and Restoration page, click the Backup Settings tab. On the

Backup Settings tab, click Edit.

6. In the Backup Settings dialog box, set the backup parameters and click OK. The

following table describes the parameters.

Table 16-1: Backup parameters

Parameter

Description

Data Retention
Period

The data retention period spans from 7 days to 730 days.
The default retention period is 7 days.

Note:
For MySQL 5.7 Basic Edition (with SSDs), the data
retention period is 7 days and cannot be changed.

Backup Cycle

Select one or more workdays.

Backup Time

You can select any time period, which is measured in the
unit of hour. We recommend that you select a time period
during off-peak hours.

Log Backup

The status of the log backup function.

Notice:
If you disable the log backup function, all log backup files
are deleted and the time-based data restoration function
becomes unavailable.




Parameter Description

Log Retention - The number of days in which log backup files are
Period retained. The default retention period is 7 days.

- The log retention period spans from 7 days to 730 days
and must be shorter than or equal to the data retention
period.

E] Note:

For MySQL 5.7 Basic Edition (with SSDs), the log retention
period is 7 days and cannot be changed.

Backup Settings

Data Retention 7 Days
Period
Backup Cyde | Monday # Tuesday |« Wednesday [« Thursday

#| Friday # Saturday | Sunday

Backup Time 04:00-05:00 ¥
Log Backup ®  Enable Disable
Log Retention Period 7 Days
Pricing

Manually back up data

This section uses the single-database logical backup for MySQL 5.7 High-availabili
ty Edition (with local SSDs) as an example.

1. Log on to the RDSconsole.


https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is

located.

= (-] Alibaba Cloud

RDS instz You can save data by OpendPI for long-term queries Ignore

ApsaraDB for RDS

RDS Mal

in .
2017 (Hangzh ( VPCivpe Pay-As-
30N neH You-Go

Pay-As-
You-Go

¢* 13K iIEEEEEEEEE

3. Find the target RDS instance and click its ID.
4. In the upper-right corner of the Basic Information page, click Back Up Instance.

5. In the Back Up Instance dialog box, set the backup parameters and click OK.

Back Up Instance

Select Backup
Mode: Physical Backup v

Are you sure you want to back up the instance immediately? (The backup task will start in
approximately 1 minute.)

n Cancel
E] Note:

If you set the Select Backup Mode parameter to Logical Backup and the Backup
Policy parameter to Single-Database Backup, select a database from the left
and click > to add the database to the list on the right. If the RDS instance does



not have a database, you must create databases according to Create accounts and

databases for an RDS for MySQL instance.

Back Up Instance

Select Backup
Mode: Logical Backup o v

Backup Policy: Instance Backup C Single-Database Backup 0
Bl )
<

Are you sure you want to back up the instance immediately? {The backup task will start in
approximately 1 minute.)

FAQ
1. Can I disable the data backup function for an RDS for MySQL instance?

No. The data backup function must be enabled. However, you can lower the
backup frequency to at least two times a week.

2. Can I disable the log backup function for an RDS for MySQL instance?
Yes. You can disable the log backup function if your RDS instance does not run
the MySQL Basic Edition.

3. Why does the backup fail sometimes?

If you perform DDL operations during the backup, tables are locked and

consequently the backup fails.
Reference

+ Download the data backup files and log backup files of an RDSfor MySQL instance

* Restore the data of an RDSfor MySQL instance



APIs

API Description
#unique_183 Used to create a backup set.
#unique_184 Used to list backup sets.

16.2 View the quota of free backup space for an RDS for MySQL
instance

This topic describes how to calculate and view the quota of free backup space for
an RDS for MySQL instance. The quota varies depending on the used DB engine
version and edition. Additionally, this topic describes how to calculate the backup

space beyond the quota.

Backup files occupy backup space. Each RDS instance has a specific quota of free
backup space. If the total size of backup files exceeds the quota, additional fees are

incurred.

Calculate the quota of free backup space and the backup space beyond the quota

Quota of free backup space = Round up (50% X Storage space purchased for the
RDS instance) (Unit: GB)

Backup space beyond the quota = Backup data size + Backup log size - Round up (50
% X Storage space purchased for the RDS instance) (Unit: GB)

For example, the backup data size is 30 GB, the backup log size is 10 GB, and the

storage space is 60 GB, then you must pay for 10-GB storage space every hour:

Hourly fees = 30 + 10 - 50% x 60 = 10 (GB)

Note:

- For more information about the hourly fees for the backup space beyond the

quota, see ApsaraDB RDSfor MySQL pricing.


https://www.alibabacloud.com/product/apsaradb-for-rds?spm=a3c0i.7938564.220486.8.4nCrkf#pricing

- The Basic Editions of some DB engines store backup files generated within the

last seven days for free. For more information, log on to the RDS console.

I Basic Information

China (Hangzhou)ZoneH+Zonel

Apply for Public Endpoint

Local 55D

Note: Use the preceding connection string to connect to the instance,

I Status

Running

I Configuration Information
General-purpose
2048MB

02:00-06:00 Configure

I Usage Statistics

Used 103.00M (Capacity:55.00G)

to view the intemal IP address,

Configure Whitelist Migrate Across Zones ~

rd

Primary Instance (High-availability)

3433

You need to change the VIP in the connection string to the one used in your environment.

Monthly subscription will expire in 24 day(s)

rds.pg.st.smal

I Distributed by Instance Role

Read-only Instance
Add Read-only Instance

ou can create read-only instances only for dedicated instances that have eight or mor,
cores.

Jul 1, 2019, 16:49:40

| Data Size: 26.08M; Log Size: 4.56M(Free quota for backup is 28160 MB.) View Details

View the quota of free backup space in the RDS console

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click its ID.

&2
Pay-hs- 0 Manage | Mo
You-Go
Pay-As-
[] Man; Subscription Billing
You-Go 4

4. In the Usage Statistics section of the Basic Information page, view the data size

next to Space Used for Backup. The data size is the quota of free backup space.

E] Note:

The quota of free backup space varies depending on the instance type. The

following figure is only an example.

I Usage Statistics
Used 1.20G (Capacity:60.00G)

0.00K View Details

Data Size: 6.47M; Log Size: 50.73M(Free quota for backup is 30720 M8.) View Details


https://rds.console.aliyun.com/

16.3 Download the data backup files and log backup files of an
RDS for MySQL instance

This topic describes how to download the data backup files and log backup files of

an RDS for MySQL instance. The downloaded log backup files are not encrypted.

You can save the backup files for archiving or use them to restore the instance to an

on-premises database.

Note:

An RDS for MySQL instance with SSDs does not support the download of data

backup files. You can restore the data of an RDSfor MySQL instance or migrate data from RDS for

MySQL to an on-premises MySQL database.

Limits

A RAM user who has only the read-only permissions cannot download backup

files. You can add the required permissions to a RAM user in the RAM console. For

more information, see Grant backup file download permissions to a RAM user with only read-only

permissions.

DB engine | Data backup download Log backup download

MySQL - MySQL 5.5/5.6/5.7/8.0 (with All versions support the download
local SSDs): support the of log backup files.
download of full physical data
backup files and logical data Note:
backup files. For more information about

- MySQL 5.7/8.0 Basic/High- binary logs, see #unique 186
availability Edition (with ESSDs
/SSDs): do not support the
download of data backup files.
Procedure

1. Log on to the RDSconsole.



https://rds.console.aliyun.com/

2

3
4
)

NS

. In the upper-left corner, select the region where the target RDS instance is

located.

u (-] Alibaba Cloud
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ApsaraDB for RDS
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. Find the target RDS instance and click the instance ID.
. In the left-side navigation pane, click Backup and Restoration.

. Click the Data Backup or Log Backup tab.

- If you want to download data backup files, click Data Backup.
- If you want to download log backup files, click Log Backup
. Select a time range and click Search.

. Find the data or log backup file you want to download, and in the Actions column

click Download.

Note:

- If the Download button is unavailable, see Limits.

- If you want to use the downloaded data backup file for data restoration, we
recommend that you select the data backup file that was generated at the time
point closest to the time point from which you want to restore data.

- If you want to use the downloaded log backup file to restore your RDS

instance to an on-premises database, note the following:

- The Instance ID of the log backup file must be the same as the Instance No.
of the selected data backup file.

- The start time of the log backup file must be later than the generation time
of the selected data backup file and earlier than the time point from which

you want to restore data.



8. In the Download Instance Backup Set or Download Binary Log dialog box, select

a download method.

Download Instance Backup Set

We currently offer free downloads of backup sets for a limited period of time.

If your ECS and RDS instances are in the same region, accessing an internal do
of security and download speed.

Methods to Download and Restore from Backup Sets

Copy Internal Downloa

Download method Description

Download To download the backup file through
the public connection address.

Copy Internal Download URL To copy the internal download URL
only. When your ECS instance is
located in the same region as the RDS
instance, you can log on to your ECS
instance and then use the internal
download URL to download the backup
file. This is faster and more secure.

Copy External Download URL To copy the external download URL
only. This method is suitable when
you download the backup file by using
other tools.

@ Note:



In a Linux operating system, you can run the following command to download a
data backup file:

wget -c '<Download URL of the data backup file>' -0 <User-defined
file name>.tar.gz

- The -c parameter is used to enable resumable download.

- The -0 parameter is used to save the downloaded result as a file with the
specified name (the file extension is .tar.gz or .xb.gz as included in the URL).

- If you enter more than one download URL, then you must include each
download URL in a pair of single quotation marks ("). Otherwise, the

download fails.
FAQ

1. Why are there two binary log files that have the same name for an RDS for MySQL

instance?

RDS for MySQL works in the master/slave HA architecture. Therefore, both the
master and slave instances generate binary logs. You can distinguish between
two binary log files that have the same name based on their Instance IDs. To view

the IDs of the master and slave instances, you can go to the Service Availability

page.

Security = Availability Zone X

Single Availability Zone é o @ -4 -4

ecs sLB Proxy  Primary/Master DB Secondary/Slave DB
QL Explorer {Opticnal)

2. What can I use the downloaded data and log backup files for?

You can use the downloaded data and log backup files to restore data at anytime.

For more information, see #unique_187.

16.4 Configure local binary log policies for an RDS for MySQL
instance
This topic describes how to configure local binary log policies for an RDS for

MySQL instance. RDS for MySQL deletes local binary log files according to the



polices you specify. Before you set the policies, you must learn about the rules for

MySQL to generate and delete binary log files.
Context
For information about the related API, see #unique 189.

The rules for an RDS for MySQL instance to generate binary log files are as follows:

- In typical cases, when the size of the current binary log file exceeds 500 MB, the
system starts to write data into a new binary log file. When the system is writing
data into the new file, the old file is uploaded asynchronously.

- In certain circumstances, the system stops writing data into the current binary
log file due to reasons such as command execution and system restart even when
the file size does not exceed 500 MB.

- In certain circumstances, the size of a binary log file exceeds 500 MB when, for

example, the system is executing a large transaction.

The default rules for an RDS for MySQL instance to delete binary log files are as

follows:

- By default, the system retains the binary log files generated within the last 18
hours.

- When the space usage does not exceed 80%, the system retains the binary log
files that occupy 30% of the space regardless of whether these files have been
uploaded to OSS or not.

- When the space usage exceeds 80%, the system initiates requests for deleting
local binary log files after these files are uploaded to OSS. The requests must be

scheduled, and therefore these files are deleted at a certain delay.

Procedure

1. Log on to the RDSconsole.


https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. In the left-side navigation pane, click Backup and Restoration.

4. Click the Local Log Settings tab and in the Local Binary Log Settings section view

the local log settings of the RDS instance.

Basic Information

Accounts

Databases

Backup and Restorati...

Database Connection

Database Proxy

Monitoring and Alert...

Data Security

Service Availability

Logs

Backup and Restoration @

Data Backup Log Backup

Local Binary Log Settings

Retention Period

Max Space Usage

Protect Available Space

Backup Settings

18 Hours

30%

Enable

Edit

Local Log Settings Cross-region Backup




5. Click Edit.

Local Binary Log Settings

etention Period

Max Space Usage

Protect Available
Space

18 Hours (Range: 0—24%7)

Earlier log files will be deleted after backup. (You must first enable log
backup.)

30 % (Range: 0—-50%)

Local Binary Log Space Usage = Local Binary Log Size/Total Available
(Purchased) Instance Space Size. When the space usage exceeds the
maximum allowed space usage, the earliest binary log files are deleted until
the space usage is within specified limits.

®/ Enable Disable
Binary log files are forcibly deleted when the total space usage of the
instance exceeds B0% or the remaining space is less than 5 GB. The earliest
binary log files are deleted until the total space usage is less than 80% and
the remaining space is greater than 5 GBE.

6. In the Local Binary Log Settings dialog box, set Retention Period, Max Space

Usage, and Protection Available Space

Parameter description:

- Retention Period: The period for retaining each generated binary log file.

After the retention period elapses, the system deletes the binary log file after

backing up it. Note that the system backs up binary log files only after you

enable the log backup function. Value range: 0 - 7x24. Default value: 18. Unit:

hour.

- Max Space Usage: The maximum space usage that is allowed for local binary

log files. When the space occupied by local binary log files exceeds the

maximum usage, the system starts to delete earlier local binary log files. The



system stops deleting local binary log files until the space usage drops below

the maximum usage. Value range: 0 - 50%. Default value: 30%.

- Protection Available Space: Indicates whether the system deletes earlier local
binary log files when the total space usage of the RDS instance exceeds 80% or
the remaining space is less than 5 GB. The system stops deleting local binary
log files when the total space usage drops below 80% and the remaining space

is greater than 5 GB. Default value: Enable.

7. After you set the parameters, click OK.

16.5 Back up data across regions
This topic describes the cross-region backup function of RDS for MySQL. This

function automatically replicates local backup files to an OSS bucket that is located
in a specified destination region other than the region where your RDS instance is
located. The backup files in the destination region are used to manage and restore

your RDS instance.

Note:

- The cross-region backup function is different from the default backup function.
For more information about the default backup function, see Back up the data of an

RDSfor MySQL instance.

- You can use a cross-region backup file to restore data to a new RDS instance in
the destination region. For more information, see Restore the data of an RDS for MySQL

instance across regions.
Differences between cross-region backup and default backup

- The cross-region backup function is disabled by default, and you must enable it
manually. The default backup function is enabled by default.

- The cross-region backup function stores data to a different region from your RDS
instance. The default backup function stores data the region where the instance
is located.

- The cross-region backup function restores data to a new RDS instance in the
source or destination region. The default backup function restores data to the
source region where your RDS instance is located. For more information, see

Restore the data of an RDS for MySQL instance.



- The cross-region backup function is independent of your RDS instance. It retains
the instance data based on the specified retention period even after you release
the RDS instance. The default backup function retains the instance only for

seven days after you release the RDS instance.
Prerequisites
The RDS instance version is one of the following:

- MySQL 5.7 High-availability Edition (with local SSDs)
- MySOQL 5.6

Billing
The fees for the cross-region backup function include the following two parts:

- Fees for remote storage: 0.0002 USD/GB/hour.

- Traffic fees: For more information, see Database Backup pricing.

Note:

In the Beta testing phase, you are charged only the traffic fees.
Precautions

- The cross-region backup function restores data to a new RDS instance in the
source or destination region.

- The cross-region backup function can only restore data to a new RDS instance
but not to the original RDS instance.

- The cross-region backup function does not affect the default backup function.
This means that cross-region backup files and default backup files can co-exist.

- With the cross-region backup function enabled, a backup is triggered when no
valid backup set is generated within the last 24 hours.

- With the cross-region log backup function enabled, the system checks whether a

valid backup set generated within the last 24 hours is available:

- If continuous binary logs are generated following a valid backup set, the
system dumps these binary logs.
- If no continuous binary logs are generated following a valid backup set, the

system starts a backup.


https://www.alibabacloud.com/help/doc-detail/70005.htm

- The cross-region backup function is unavailable in some regions due to network
resonances. The following table describes the destination regions available to

each source region.

Source region Available destination regions

China (Hangzhou) |China (Shanghai), China (Qingdao), China (Shenzhen)

China (Shanghai) |China (Hangzhou), China (Qingdao), China (Shenzhen)

China (Qingdao) China (Hangzhou), China (Shanghai), China (Shenzhen)

China (Beijing) China (Hangzhou), China (Shanghai), China (Qingdao),
China (Shenzhen)

China (Shenzhen) |China (Hangzhou), China (Shanghai), China (Qingdao)

China (Hong Kong) | China (Hangzhou), China (Shanghai), China (Qingdao),
China (Shenzhen)

Method 1: Enable cross-region backup

1. Log on to the RDSconsole.
2. In the upper-left corner, select the region where the target RDS instance is

located.

China (Hangzhou) ~ |

i Cloud Account’s zll Resources

RDS instances in China(Zhangjiakou) wil Asls Padific Europe & Americas

Bl china (Hangzhou) BB Germany (Frankfurt)
RDS Management &l china (Shanghai) £ UK (London)

Bl chinz (Qingdao) &= ys (silicon valley)
Basic Information Tags BB china (Beijing) & s (virginia)

Bl china (Zhangjiakou)
Instance Name v Middle East & India

BB chinz (Hohhot) = India (Mumbai)

B china (Shenzhen) = UAE (Dubai)

3. Find the target RDS instance and in the Actions column choose More > Cross-
region Backup Settings.

4. Set the following parameters.

Parameter Description

Cross-region The status of the cross-region backup function. Select
Backup Status Enable.



https://rds.console.aliyun.com

Parameter

Description

Backup Region

The region where backup files are stored. Local backup
files are automatically replicated to an OSS bucket in the
region.

Cross-region
Retention Period

The period in which cross-region backup files are retained.
The retention period spans from 7 days to 1,825 days, which
is five years at most.

)
|:| Note:
The system retains the cross-region backup files within
the specified retention period even when the RDS instance
expires or after you release the RDS instance. You can log
on to the RDS console and go to the Cross-region Backup
page to view the cross-region backup files that have not
expired. For more information, see Back up data across regions.

Cross-region Log
Backup Status

The status of the cross-region log backup function. If you
enable this function, the system automatically replicates
local log backup files to an OSS bucket in the specified
destination region.

Cross-region Backup Settings

If cross-region backup is enabled, backup files are automatically stored to an 0SS bucket in the specified region.

Cross-region Backup
Status:

Backup Region:

(]
[1+]

ross-region Retention
Period:

Cross-region Log Backup
Status:

5. Click OK.

®'  Enable Disable

China (Qingdao) v

7 Days

®  Enable Disable
Learn more




Method 2: Enable cross-region backup

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.

3. Find the target RDS instance and click its ID.

4. In the left-side navigation pane, click Backup and Restoration.

5. On the Cross-region Backup tab, clickEdit.

Note:

If the Cross-region Backup tab is not displayed, check whether all the conditions

specified in the Prerequisites section are met.

6. Set the following parameters:

Parameter

Description

Cross-region Log
Backup Status

The status of the cross-region backup function. Select
Enable.

Backup Region

The region where backup files are stored. Local backup
files are automatically replicated to an OSS bucket in the
region.

Cross-region
Retention Period

The period in which cross-region backup files are retained.
The retention period spans from 7 days to 1,825 days, which
is five years at most.

Note:
The system retains the cross-region backup files within
the specified retention period even when the RDS instance
expires or after you release the RDS instance. You can log
on to the RDS console and go to the Cross-region Backup
page to view the cross-region backup files that have not
expired. For more information, see Back up data across regions.



https://rds.console.aliyun.com

Parameter

Description

Cross-region Log
Backup Status

The status of the cross-region log backup function. If you
enable this function, the system automatically replicates
local log backup files to an 0SS bucket in the specified
destination region.

Cross-region Backup Settings

If cross-region backup is enabled, backup files are automatically stored to an 0SS bucket in the specified region.

Cross-region Backup
Status:

Backup Region:

(]
[i+]

ross-region Retention
Period:

Cross-region Log Backup
Status:

7. Click OK.

®'  Enable Disable

China (Qingdao) v

7 Days

& Enable Disable
Learn more

Modify cross-region backup settings

A menu item named Cross-region Backup is added to the left-side navigation pane

on the RDS home page. With this menu item, you can modify cross-region backup

settings even after your RDS instance is released.

1. Log on to the RDSconsole.

2. In the left-side navigation pane, click Cross-region Backup.

3. Find the target RDS instance and in the Cross-region Backup Settings column

click Edit. Then modify the cross-region backup settings and click OK.

o
|:| Note:

If the RDS instance has been released, then you can reconfigure only the Cross-

region Retention Period parameter.



https://rds.console.aliyun.com

APIs

API Description

#unique_191 Used to check whether an RDS instance
has a cross-region backup set that can
be used for cross-region restoration.

#unique_192 Used to restore data to a new RDS
instance in the specified destination
region.

#unique_193 Used to modify cross-region backup
settings.

#unique_194 Used to query cross-region backup
settings.

#unique_195 Used to list cross-region data backup
files.

#unique_196 Used to list cross-region log backup files

#unique_197 Used to query the destination regions
available to a specified region.

#unique_198 Used to query the time period to which a
selected backup file can restore an RDS
instance.

#unique_199 Used to query the cross-region backup

settings in a specified region.




17 Database restoration

17.1 Restore the data of an RDS for MySQL instance

This topic describes how to restore the data of an RDS for MySQL instance by using
a data backup.

You can use one of the following methods to restore the data of an RDS for MySQL

instance:

- Method 1: Restore data to a new RDS instance, verify the data, and then migrate

the data to the original RDS instance. This topic introduces this method.

- Method 2: Restore single-database or -table data to the original RDS instance or a

new RDS instance. For more information, see Restore individual databases or tables for an

RDSfor MySQL instance.

Precautions

Fees

- The whitelist settings, backup settings, and parameter settings of the new RDS

instance must be the same as those of the original RDS instance.

- The data information of the new RDS instance must be the same as that of the

used backup file or that from the specified time point.

- The new RDS instance carries the account information in the used backup file or

that from the specified time point.

For more information, see ApsaraDB RDSfor MySQL pricing.

Prerequisites

The original RDS instance must meet the following conditions:

- The instance is in the Running state and is not locked.
- No migration task is being performed for the instance.

- If you want to restore the data from a time point, the log backup function is

enabled.

- If you want to restore the data from a backup set, at least one backup set is

available for the instance.


https://www.alibabacloud.com/product/apsaradb-for-rds#pricing

Restore data to a new RDS instance.

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
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3. Find the target RDS instance and click its ID.
4. In the left-side navigation pane, click Backup and Restoration.
5. In the upper-right corner, click Restore Database (Previously Clone Database).

6. On the displayed Restore Database (Previously Clone Instance) page, select a

billing method:

- Pay-As-You-Go: Fees are calculated by hour according to the actual job size.
This billing method is suitable to a short-term RDS instance, which can be
released immediately after you finish the data restoration.

- Subscription: Fees are estimated in advance, and the relevant usage allocation
is paid for when you create an RDS instance. This billing method is suitable
to a long-term RDS instance, which is cheaper than a pay-as-you-go instance.

Additionally, a longer duration of purchase indicates a higher discount rate.

-

Note:
You can change the billing method of an RDS instance from pay-as-you-go to

subscription but not from subscription to pay-as-you-go.


https://rds.console.aliyun.com/

7. Set the parameters of the new RDS instance.

Parameter

Description

Restore
Mode

- By Time: You can select any time point within the specified log
retention period. For more information about how to view or
change the log retention period, see Back up the data of an RDSfor
MySQL instance.

- By Backup Set

Note:
The By Time option is available only when the log backup function
is enabled.

Zone

A zone is a physical area within a region. Different zones in the same
region are basically the same.

You can create an RDS instance in the same or different zone from
the corresponding ECS instance.

Note:
The new RDS instance must be located in the same region as the
original RDS instance.

Edition

- Basic: The DB system has only one instance. In this edition,
compute is separated from storage, which is cost-effective.
However, we recommend that you do not use this edition in
production environments.

- High-availability: The DB system has two instances: one master
instance and one slave instance. The two instances work in a
classic high-availability architecture.

- Edition: The DB system has three instances: one master instance
and two slave instances. The three instances are located in
three different zones in the same region to guarantee service
availability. This edition is available to the China (Hangzhou),
China (Shanghai), China (Shenzhen), and China (Beijing) regions.

For more information about the product series, see #unique 22.

The product series available in the console vary depending on the

used DB engine version.




Parameter

Description

CPU and
Memory

The type (including the CPU and memory specifications) of the new
RDS instance. The CPU, memory, and storage capacity specificat
ions of the new RDS instance must be higher than hose of the
original RDS instance. Otherwise, the data restoration may take a

long time.

Each instance type supports a specific number of CPU cores,
memory size, maximum number of connections, and maximum

IOPS. For more information, see #unique 24.
RDS instances fall into the following three type families:

- General-purpose instance: A general-purpose instance owns
dedicated memory and I/0 resources, but shares CPU and storage
resources with the other general-purpose instances on the same
server.

- Dedicated instance: A dedicated instance owns dedicated CPU,
memory, storage, and I/0 resources.

- Dedicated host: A dedicated-host instance owns all the CPU,
memory, storage, and I/0 resources on the server where it is
located.

For example, 8 Cores, 32 GB indicates a general-purpose instance,
8 Cores, 32 GB (Dedicated Instance) indicates a dedicated instance,

and 30 Cores, 220GB (Dedicated Host)30 Cores, 220 GB (Dedicated
Host) indicates a dedicated-host instance.

Capacity

Used for storing data, system files, binlog files, and transaction files.

Network
Type

- Classic Network: a classic network.

- VPC (recommended): A VPC is an isolated network environment
that provides better security and performance than a classic
network.

8. Optional. If the new RDS instance uses the subscription billing method, set the

Duration and Quantity parameters.

9. Click Buy Now.

100n the Order Confirmation page, select Terms of Service, Service Level

Agreement,

and Terms of Use, then click Pay Now to complete the payment.




Verify data in the new RDS instance
For more information, see Connect to an RDSfor MySQL instance.
Migrate data to the original RDS instance

After verifying the data in the new RDS instance, you can migrate the data to the

original RDS instance.

Data migration refers to migrating data from one RDS instance (the source RDS
instance) to another (the destination RDS instance). The data migration operation

does not interrupt the source RDS instance.
Precautions

Do not perform DDL operations during the data migration. Otherwise, the data

migration may fail.
Procedure

1. Log on to the DTSconsole.
2. In the left-side navigation pane, click Data Migration.

3. In the upper-right corner, click Create Migration Task.


http://dts.console.aliyun.com/

4. Enter the migration task name, source database information, and destination

database information.
Parameter description:

- Task Name: By default, DTS automatically generates a name for each
migration task. You can change the name as needed.

- Source Database

- Instance Type: Select RDS Instance.

- Instance Region: Select the region where the new RDS instance is located.

- RDS Instance ID: Select the ID of the new RDS instance.

- Database Account: Enter the username of the account for the new RDS
instance.

- Database Password: Enter the password of the account for the new RDS

instance.

- Connection: Select Non-encrypted. If the new RDS instance supports
S3. encryption and has SSL encryption enabled, then you must select SSL-
encrypted.

Note:
The values of the Instance Type and RDS Instance ID parameters determine
which of the other parameters are displayed.

- Destination Database

- Instance Type: Select RDS Instance.

- Instance Region: Select the region where the original RDS instance is
located.

- RDS Instance ID: Select the ID of the original RDS instance.

- Database Account: Enter the username of the account for the original RDS
instance.

- Database Password: Enter the password of the account for the original RDS
instance.

- Connection: Select Non-encrypted. If the original RDS supports SS_ encryption

and has SSL encryption enabled, then you must selectSSL-encrypted.

Note:



The values of the Instance Type and RDS Instance ID parameters determine

which of the other parameters are displayed.

Source Database

RDS Instance v
China (Hangzh

m-1udar88uelel9j3x2 - RDS Instances of Other Apsara Stack Accounts

superuser_backup ‘
.................... @ ‘ Test Connectivity

* Non-encrypted SSL-encrypted

Destination Database

RDS Instance
hina (Hangz

............. | 9

Test Connectivity

* Non-encrypted S5L-encrypted

5. Click Set Whitelist and Next.
6. Select Schema Migration and Full Data Migration next to Migration Types.
7. In the Available section, select the objects you want to migrate. Then click > to

move the selected objects to the Selected section.

Note:
DTS checks for objects that have the same name. If the destination RDS instance
has an object whose name is the same as the name of an object to be migrated,

the data migration fails.
In such case, take one of the following two operations:

- In the Selected section, move the pointer over the object whose name you
want to change, click Edit, and in the displayed dialog box enter the new

object name.
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- Rename the object in the destination RDS instance.

*  Migration Types: Schema Migration Full Data Migration [ ] Incremental Data Migration

During full data migration, data updates in the source database are not migrated to the destination instance.
For data consistency, we recommend that you select Schema Migration, Full Data Migration, and Incremental Data Migration.

fvailable Selected (To edit an object name or its filter, hov
Edit.) Leam maore.
If you search globally, please expand the Q,
gys

test0l

8. Click Precheck.

276 Issue: 20191021
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9. Optional. If the migration task fails the precheck, click next to the check

item whose Result is Failed, and resolve the problem according to the failure

information.

Pre-check

Pre-check failed 90%

Check item Check content Check result
Check database Check whether the database for target database F—
availability to be migrated in is available

Check whether account permissions for the
source database meet the requirements for Success
migration

Check source
database permission

Check whether account permissions for the
target database meet the requirements for Success
migration

Check target database
permission

Check whether there are any structure objects
having the same names with objects to be Failed
migrated in the target database

Check objects with the
same name

Cancel

Issue: 20191021 277



100n the page that displays migration tasks, select the migration task you created,

then click Start.

v|  Task ID/Name: | D Status: Passed

Task ID/Name: Status: Migration Failed View Cause and Rectify
Task ID/Name: Status: Migration Failed View Cause and Rectify
Task ID/Name: Status: Migration Fziled View Cause and Rectify
Task ID/Name: Status: Migration Failed View Cause and Rectify

11 When the migration task passes the precheck, click Next.

121In the Confirm Settings dialog box, confirm the configuration, select Data

Transmission Service (Pay-As-You-Go) Service Terms, and click Buy and Start.

17.2 Restore individual databases or tables for an RDS for MySQL
instance

This topic describes how to restore individual databases or tables for an RDS for

MySQL instance.
Prerequisites
- The DB engine version and edition is one of the following:

- MySQL 5.6 High-availability Edition
- MySQL 5.7 High-availability Edition (with local SSDs)



- The Restore Individual Database/Table function is enabled in the console

(navigation path: Backup and Restoration > Backup Settings).

(2]
[ o]
]
[ ] (5
o
Note:

After the Restore Individual Database/Table function is enabled, the backup file
format changes to support database and table restoration. This function cannot
be disabled once it is enabled.

- If you want to restore data to the current RDS instance, the current RDS instance

must meet the following conditions:

The instance is in Running state and is not locked.
- The instance is not involved in any migration task.
- If you want to restore data by time, the log backup function is enabled.

- If you want to restore data by backup set, the instance must have at least one

backup set.

- If you want to restore data to a new RDS instance, the current RDS instance must

meet the following conditions:

- The instance is in Running state and is not locked.
- If you want to restore data by time, the log backup function is enabled.

- If you want to restore data by backup set, the instance must have at least one

backup set.
Precautions

- The Restore Individual Database/Table function changes the format of backup
files from .tar to .xbstream. After this change, the storage space occupied by

backup files slightly increases. If the occupied storage space exceeds the quota of



free backup space, additional fees are incurred. For more information, see View
the quota of free backup space for an RDSfor MySQL instance. We recommend that you plan
the backup cycle properly to meet your business needs while also maximizing
backup space utilization.

- The Restore Individual Database/Table function is available only when the
number of tables in the RDS instance does not exceed 50,000.

+ You can select and restore up to 50 databases or tables.
Procedure

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is
located.

3. Find the target RDS instance and click the instance ID.

4. In the left-side navigation pane, click Backup and Restoration.

5. In the upper-right corner, click Restore Individual Database/Table. In the

displayed dialog box, set the following parameters.

Note:


https://rds.console.aliyun.com/

If the Restore Individual Database/Table button is unavailable, you must enable
the Restore Individual Database/Table function. For more information, see

Prerequisites.

< ® rm-1udeg5403... (Runing) | 2Back to Instances

EESTE ITTIE £27 Operation Guide Log On to DB Create Data Migration Task Restart Instance Back Up Instance CRefresh | 1=

Accounts

" Backup and Restoration @ Restore Database (Previously Clone Database) Restore Individual Database/Table Upload Binary Log
Databases
Backup and Restorati.. Data Backup Log Backup Backup Settings Local Log Settings Cross-region Backup

Database Connection
Select Time Range Aug 30,2019 | To | Sep 6, 2019

Backup Start/End Time Backup Policy Backup Size

Database Proxy

Monitoring and Alert.

nt @ Backup Method Backup Type Status Instance No. @ Actions



Restore Individual Database/Table

Restore To ® Current Instance Mew Instance
Restore Method By Backup Set |®] By Time
Restore Time Sep 6, 2019 16 1 53

Databases and Tables to Restore (@

Q, — SelectDat ~ Q
® 0
Could not find any record that Could not find any record that
met the condition. met the condition.

Selected Databases and Tables

Total Storage of Selected: OM
Available Storage of Current Instance: 29487M

Cancel

Parameter Description

Restore To - Current Instance: restores the selected databases or tables to
the current RDS instance.

- New Instance: purchases a new RDS instance and restores
the selected databases or tables to the new RDS instance.




Parameter

Description

Restore
Method

- By Backup Set

- By Time: You can specify any time point within the log
retention period. For information about how to view or
change the log retention period, see Back up the data of an RDSfor
MySQL instance.

Note:
The By Time option is available only when the log backup
function is enabled.

Backup Set

Select the backup set used for restoring databases or tables.

Note:
This parameter is available when you set the Restore Method
parameter to By Backup Set.

Restore Time

Select the time point from which you want to restore databases
or tables.

Note:
This parameter is available when you set the Restore Method
parameter to By Time.

Databases
and Tables to
Restore

Select the databases or tables you want to restore.

Selected
Databases and
Tables

- Displays the selected databases or tables. You can specify the
names of the databases or tables to which data is restored.

- Displays the total size of the selected databases or tables, and
the remaining storage space of the instance. Make sure that
the remaining storage space is sufficient.

6. Click OK.

Note:




If you set Restore To to New Instance, you are directed to the page for

purchasing a new RDS instance. You must set the instance parameters and

complete the payment.

Parameter

Description

Edition

- Basic: The DB system has only one instance. In this edition,
compute is separated from storage, which is cost-effective.
However, we recommend that you do not use this edition in
production environments.

- High-availability: The DB system has two instances: one master
instance and one slave instance. The two instances work in a
classic high-availability architecture.

- Edition: The DB system has three instances: one master instance
and two slave instances. The three instances are located in
three different zones in the same region to guarantee service
availability. This edition is available to the China (Hangzhou),
China (Shanghai), China (Shenzhen), and China (Beijing) regions.

For more information about the product series, see #unique 22.

The product series available in the console vary depending on the

used DB engine version.

Zone

A zone is an independent physical location in a region. Zones in the
same region are basically the same.

You can create an RDS instance in the same or different zone from
your ECS instance.

Note:
The new RDS instance must be in the same region as the current
RDS instance.




Parameter

Description

CPU and
Memory

Each instance type corresponds to specific number of CPU cores,
memory space, maximum number of connections, and maximum

IOPS. For more information, see #unique _24.
RDS instances fall into the following types:

- General-purpose instance: A general-purpose instance owns
dedicated memory and I/0 resources but shares CPU and storage
resources with the other general-purpose instances on the same
server.

- Dedicated instance: A dedicated instance owns dedicated CPU,
memory, storage, and I/0 resources.

- Dedicated host: A dedicated-host instance owns all the CPU,
memory, storage, and I/0 resources on the server where it is
deployed.

For example, 8 Cores, 32 GB is the specification for a general-
purpose instance, 8 Cores, 32 GB (Dedicated instance) is the

specification for a dedicated instance, and 30 Cores, 220 GB
(Dedicated host) is the specification for a dedicated-host instance.

Capacity

Used to store data files, system files, binary log files, and transaction
files.

Network
Type

- Classic Network: a classic network.

- VPC (recommend): A Virtual Private Cloud (VPC) is an isolated
network that is superior to a classic network in terms of security
and performance.

17.3 Restore the data of an RDS for MySQL instance across

regions

This topic describes how to restore the data of an RDS for MySQL instance across

regions. Specifically, you can restore data to a new RDS instance in the source or

destination region.

Prerequisites

You have completed a cross-region backup. For more information, see Back up data

across regions.




Precautions

- If the original RDS instance has the database proxy enabled and does not have
a superuser account, you may need to reset the password to connect to the new
RDS instance to which data is restored.

- You cannot restore data to the original RDS instance by using a cross-region

backup file.
Procedure

1. Log on to the RDSconsole.
2. In the left-side navigation pane, click Cross-region Backup.

3. Find the target RDS instance and click its ID.

Cross-region Backup Instances

Cross-region Backup
Insance 10 ¥
Locked Instances (0)

Pending Events

Event History MySQL 5.6 Deleted  Close China (Shanghai) 15 Days Edit

l:l MySQL 5.6 Running  Enable China (Qingdao) Jun 12, 2019, 08:41 15 Days Edit

4. On the Data Backup tab, find the target backup set and in the Actions column

click Restore.

Instances

Cross-region Backup and Restoration

China (Qingdao) 8907733 Download
5. On the Restore Database page, click the Subscription or Pay-As-You-Go tab and
set the following parameters.
Parameter Descripition
Restore Mode - By Backup Set: You can restore the data in the selected
backup set to the new RDS instance.

- By Time: You can select any time point within the log
backup retention period to restore the data from this
time point to the new RDS instance.

Backup Set When the Restore Mode parameter is set to By Backup Set,
you must select a backup set for data restoration.



https://rds.console.aliyun.com

Parameter

Descripition

Restore Point

When the Restore Mode parameter is set to By Time, you
must select a time point from which you want to restore
data.

Note:
Both local and cross-region log backup sets can be used
for time-based data restoration.

Region

The ID of the region where the new RDS instance is located
. You can use a cross-region backup set to restore data only
to a new RDS instance in the source or destination region.

Zone

An independent physical area within a region. Different
zones in the same region are basically the same. The new
RDS instance can be located in the same region or in a
different region from the ECS instance.

CPU and Memory

The type (including CPU and memory specifications) of the
new RDS instance. Each instance type supports a specific
number of CPU cores, memory size, maximum number of
connections, and maximum IOPS. For more information,
see #unique_24.

Capacity

Used for storing data, system files, binary log files, and
transaction files.

Network Type

- Classic Network: a classic network.

- VPC (recommended): A VPC is an isolated network
environment that provides better security and
performance than a classic network. If you select VPC,
you must also select a VSwitch.

6. Optional. If the new RDS instance uses the Subscription billing method, set the

Duration and Quantity parameters.

7. Click Buy Now.

8. On the Order Confirmation page, select Terms of Service, Service Level

Agreement, and Terms of Use, then click Pay Now to complete the payment.

What to do next

In the upper-left corner of the RDS console, select the region where the new RDS

instance is located, then you can view the new RDS instance.




APIls

After the new RDS instance is created, you must configure a whitelist and create accounts.

If you want to connect to the new RDS instance through the Internet, you must also

apply for a public IP address. Then you can connect to the new RDSinstance.

API Description

#unique_191 Used to check whether an RDS instance
has a cross-region backup set that can
be used for cross-region restoration.

#unique_192 Used to restore data to a new RDS
instance in the specified destination
region.

#unique_193 Used to modify cross-region backup
settings.

#unique_194 Used to query cross-region backup
settings.

#unique_195 Used to list cross-region data backup
files.

#unique_196 Used to list cross-region log backup files

#unique_197 Used to query the destination regions
available to a specified region.

#unique_198 Used to query the time period to which a
selected backup file can restore an RDS
instance.

#unique_199 Used to query the cross-region backup

settings in a specified region.




18 Disable the database proxy mode

This topic describes how to disable the database proxy mode for an RDS for MySQL
instance. Disabling the database proxy mode means switching to the standard

mode, which helps improve the performance of the RDS instance.

Notice:
The database proxy mode may cause service instability in certain circumstances.
For smooth service operation, we recommend that you upgrade the network
connection mode of your RDS instance as soon as possible. For more information,

see #unique 203.
Precautions

- In the database proxy mode, the multi-statement function is enabled by default
at the protocol layer. Therefore, after you disable the database proxy mode, if
you do not enable the multi-statement function but run multiple SQL statements,
the system reports errors in the SQL statements. To prevent this problem, you
must check and add connection parameters in advance. For example, you can

add the allowMultiQueries parameter to JDBC as follows:

dbc:mysql:///test?allowMultiQueries=true

- You can only disable the database proxy mode (that is, switch from the database
proxy mode to the standard mode). You cannot enable the database proxy mode (
that is, switch from the standard mode to the database proxy mode).

- Switching the access mode may cause a 30-second transient disconnection.
Therefore, we recommend that you switch the access mode during off-peak
hours or make sure that your application can automatically reconnect to the RDS

instance.
Prerequisites

The database proxy mode is enabled for your RDS instance.

Note:

- If the Database Proxy tab is displayed, the database proxy mode is enabled and

you can proceed with the operations described in this topic.



- If the Database Proxy tab is not displayed, the database proxy mode is not
displayed and you can skip this topic.

Accounts
ensparen: Switch Read/Write Splitting Persistent Connections Brute-force Attacks Protection
Databases

Backup and Restorati...

Database Connection

I Status

Monitoring and Alert... Database Proxy Status ") Enabled

Procedure

Method 1

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.
= () Alibaba Cloud  cvina tHancen Q  BlingMansgement Mo (I A @y Engish (0
RDS inst; oo
‘ApsaraDB for RDS
RDS Mal Learning Path Log On to DB < Refresh _
Cross-region Backup Basic Inf

Locked Instances (0)

¢« 1 EiINEEEEEEEE

Instance & 2
VPC
- china P, .
30N ZoneH x You-Go
q china vee
Hangzho { weeze Pa‘j_c 0 an: Subscription Billing | More
ZoneH “

3. Find the target RDS instance and click the instance ID.
4. In the left-side navigation pane, click Database Connection.

5. Click Switch Access Mode and in the displayed dialog box, click Confirm.

Instance Connection | Read/Wiite Spliitting
I Database Connection How to connect to RDS @ Can't Connect?  Switch VSwitch  Switch to Classic Network
VPC (VPCivE ) Enabled
m- 3306

Note: Use the preceding connection string to connect to the instance. You need to change the VIP in the connection string to the one used in your environment.

E] Note:

This button is available only when you have enabled the database proxy mode.
Method 2

1. Log on to the RDSconsole.


https://rds.console.aliyun.com/
https://rds.console.aliyun.com/

2. In the upper-left corner, select the region where the target RDS instance is

located.
= () Alibaba Cloud  cnina tHangzhou « Q  BilingManagement More [ A ¢y Engish (0
ROS instz Europs stics. You can save data by OpenAP] for long-term queries. Ignore
ApsarabB for RDS
RDS M: L g O B T Refresh
Cross-region Backup gasic
Locked Instan [(

IR IEEEE

Japan (Tokyo)

3. Find the target RDS instance and click the instance ID.

4. In the left-side navigation pane, click Database Proxy.

5. On the Database Proxy tab, click the slider next to the database proxy status and
in the displayed dialog box, click Confirm.

E] Note:

This tab page is available only when you have enabled the database proxy mode.



19 Manage logs

This topic describes how to manage logs through the RDS console or by using SQL

statements. You can query error logs and slow query logs. The log query results

help you to locate faults. All RDS for MySQL instances except those in the Basic

Edition support log management.

- For information about log backup policies and rules, see Back up the data of an RDS for

MySQL instance.
- For information about how to download log backup files, see Download the data
backup files and log backup files of an RDSfor MySQL instance.

- For information about how to restore data through log backup files, see:
- Restore the data of an RDSfor MySQL instance
- #unique 187
Procedure

1. Log on to the RDSconsole.

2. In the upper-left corner, select the region where the target RDS instance is

located.

: (-] Alibaba Cloud

RDS instz
ApsaraDB for RDS

RDS Mal

cIBE IEEEEEEEEE; ¢

3. Find the target RDS instance and click the instance ID.

4. In the left-side navigation pane, click Log Management.


https://rds.console.aliyun.com/

5. On the Log Management page, select Error Log, Slow Query Log, Slow Query Log

Summary, or Primary/Secondary Instance Switch Log, select a time range, and

click Search.

Query item

Description

Error Log

Records the SQL statements that are failed to be
executed within the last one month.

Slow Query Log

Records the SQL statements that lasted for more than 1
second within the last one month. (You can reconfigure
the long_query_time parameter to change this time
threshold according to Reconfigure parameters for an RDS for
MySQL instance.) Similar SQL statements are displayed
once only.

Note:
The slow query logs are updated in the console once
every minute. You can view the mysql.slow_log table
to obtain real-time slow query logs.

Slow Query Log
Summary

Provides statistics and analysis reports for SQL
statements that lasted for more than 1 second

within the last one month. (You can reconfigure the
long_query_time parameter to change this time
threshold according to Reconfigure parameters for an RDSfor
MySQL instance.)

Primary/Secondary
Instance Switch Log

Available to RDS instances in the MySQL High-availabili
ty Edition.

Note:

For each RDS instance in the China (Zhangjiakou) region, the system retains

only the error logs, slow query logs, and slow query log summary generated

within the last nine days.




20 Tag management

20.1 Create tags

This topic describes how to create tags for one or more RDS instances. If you have
a large number of RDS instances, you can create tags and then bind the tags to
the instances so that you can classify and better manage the instances. Each tag

consists of a key and a value.
Limits
- Up to 10 tags can be bound to each RDS instance, and each tag must have a
unique key. Tags with the same key are overwritten.
- You can bind up to five tags at a time.
- Tag information is independent in different regions.

- After you unbind a tag from an RDS instance, the tag is deleted if it is not bound

to any other RDS instance.
Procedure

1. Log on to the RDSconsole and in the left-side navigation pane, click Instances.

2. In the upper-left corner, select the region where the target RDS instance is

located.

: (- AlibabaCloud  china tHengzhou) « Q  BilingManagement More [ A £y  Englis "’

RDS instz
ApsaraDB for RDS

RDS Mai
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3. Specify the method of adding tags.

- If you want to add tags to only one RDS instance, find the RDS instance and in

the Actions column choose More > Edit Tag.

- If you want to add tags to more than one RDS instance, select the RDS

instances and click Edit Tag

Instance Name 7 m W Tag

A
China i
v rm-1udycae74695n16d8 - Aug 26, 2019, Primary oo e [ VPC:vpe- Pay-s- [ cubecrnton Bl —
rm-1udycae74699n... # LD 16:18 Instance YSQL 5. ¢ EZ:‘]”’E:”' bplb8cddhh2bBOodday6  You-Go o anage | Subscription Biling
) Change Specification
Release Instance
China e
@ vm'lndglﬁfnﬂe@@ﬁx? Running Aru; 22, 2019, Primary MySQL 5.7 (Hangzhou) ) ‘IVPC‘VPf' . Pay-As- Restore Database (Previously Clone Database)
rm-1udgreBue1e09... 10:54 Instance : bp1b8cd4hh2biB90dd3y6  You-Go
9 ZoneH "
»
Cross-region Backup Settings
China e -
-1udinzb7781830y1 Aug 14, 2019, Primary . [ VPCivpe- Pay-s-
:Eﬂ::dj:iw?;ms..t ‘ Running 1:?45 T IQLT;“@ MysQL 5.7 ‘-HEZ:‘JHZE"‘:”:‘ it o Manage | Subscription Biling | More +

bp1b8cd4hh2bl89odd3ys  You-Go

Edit Tag Total: 3 item(s), Per Page: 30 item(s)

4. Click Add, enter the Key and Value, and click Confirm.

E] Note:

If you have already created tags, you can click Available Tags and select an

existing tag.

Edit Tags

Add: Available Tags Create

5. After you add all the tags you need, click Confirm.



APIs

API

Description

AddTagsToResource

Used to bind a tag to RDS instances.

20.2 Delete tags

This topic describes how to delete tags from an RDS instance when you no longer

need the tags or due to adjustments to the instance.

Limits

After you unbind a tag from an RDS instance, the tag is deleted if it is not bound to

any other instance.

Procedure

1. Log on to the RDSconsole and in the left-side navigation pane, click Instances.

2. In tne upper-left corner, select the region where the target RDS instance is

located.

= (-] Alibaba Cloud

RDS insta A3 Paciic
ApsaraDB for RDS

RDS Mal
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Japan (Tokyo)

3. Find the target RDS instance and in the Actions column, choose More > Edit Tag.



https://rdsnew.console.aliyun.com/

4. Find the tag you want to delete, and click the X button following the tag.

Edit Tags

( System01 : DBO1

Add: Available Tags Creats
5. Click Confirm.
APIs
API Description
#unique_209 Used to unbind a tag from an RDS
instance.

20.3 Filter RDS instances by tag

This topic describes how to filter RDS instances by tag.

1. Log on to the RDSconsole.
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2. In the upper-left corner, select the region where the target RDS instance is

located.

H () Alibaba Cloud  crine tengzneuy «

ROS inste 252 P2

ApsaraDB for RDS @@ china (Hangzhou)

rDs Mar @l China (Shanghai)

Instances

Bl china (Qingdzo)
Cross-region Backup gasicn G
) i c
Locked Instances (0) Instance
;|
]
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2 (Sydney)

Malaysia (Kuala Lumpur)

== Indonesia (Jakarta)

@ Japan (Tokyo)

Q  BilingManagement More [ A ¢y English (N
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Learning Path Log On to DB T Refresh Create Instance
&2
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China '
017 (VPCw y-As-
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30N , You-Go
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vee
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(Hangzhou} (VPCivpe Pay-As- o Manage | Subscription Biling | More =
You-Go
ZoneH

3. On the Basic Information tab, click the Tag button next to Search and select a tag

key and a tag value.

@ Note:

You can click the X button following the tag key to cancel the filter operation.

Basic information Tags Performance
Instance name ﬂ Please enter instance ID for search
rdso0pl6vnwl2euabs2b Runni 2016-04-01
rdso0pl6vnwl2eua... unning ;5.5

APIls

- [

system01

PostgreSQL Singapore Classic Pay-as-  system02:db01 ,

o4 ZoneA yougo  systemOlbor  enege | More -

Regular

API

Description

DescribeTags

Used to query tags.




21 Appendixes

21.1 Commonly used SQL statements for MySQL

This topic lists some of the commonly used SQL statements.

For more information about the SQL statements including parameters and

restrictions, see MySQL 5.7 Reference Manual.

Database-related SQL statements

Operation Example

Create a database and create database db®l DEFAULT CHARACTER SET
designate a character set. gbk COLLATE gbk_chinese_ci;

Delete a database. e deEinsa @O

Account-related SQL statementss

Note:
If an RDS instance has a premier account, the passwords of the other accounts

under this instance cannot be changed by using the premier account. To change


http://dev.mysql.com/doc/refman/5.7/en/

the password of another account, you must delete this account and create a new

one.

Operation Example

Create an account. CREATE USER 'username'@'host' IDENTIFIED BY '

1.
password';

Delete an account. DROP USER 'username'@'host';

Authorize the account. GRANT SELECT ON db0@l. * TO 'username'@'host';

Querythg(neaied SELECT user,host,password FROM mysql.
accounts in the database. user_view;

or

show grants for xxx

Reclaim permissions. - Reclaim all permissions:

REVOKE ALL PRIVILEGES,GRANT OPTION FROM '
username'@'host';

- Reclaim specific permissions:

REVOKE UPDATE ON *. * FROM 'username'@'host
1 .

)

21.2 Grant backup file download permissions to a RAM user with
only read-only permissions

This topic describes how to grant backup file download permissions to a RAM user
who only has read-only permissions. For security purposes, a typical RAM user

cannot download backup files.
Procedure

1. Log on to the RAM console.

2. In the left-side navigation pane, choose Permissions > Policies.


https://ram.console.aliyun.com/overview

3. Click Create Policy and set the parameters.

RAM RAM / Policies

¢ Create Custom Policy
tities
F— Policy Name
u [ ]

7 ¥
8 1
a “Version: "1"

1@

The policy content is as follows:

"Statement": [

"Effect": "Allow",

"Action": [
"rds:Describex",
"rds:ModifyBackupPolicy"

1,
"Resource": "x"
}
1,
"Version": "1"

}
4. Click OK.

5. In the left-side navigation pane, choose Permissions > Grants.
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6. Click Grant Permission and add the new permission policy to the target RAM

user.

7. Click OK.

21.3 Cached data persistence

ApsaraDB RDS can be used together with ApsaraDB Memcache and Redis to form
storage solutions with high throughput and low delay. This document describes the

cached data persistence solution based on the combined use of RDS and Memcache

Background information
Compared with RDS, Memcache and Redis have the following features:

- Quick response: The request delay of ApsaraDB Memcache and Redis is usually

within several milliseconds.

- The cache area supports a higher Queries Per Second (QPS) than RDS.
System requirements

- bmemcached (with support for SASL extension) has been installed in the local

environment or ECS.
bmemecached download address: Click Here to download.
The bmemcached installation command is as follows:

pip install python-binary-memcached

- Python is used as an example. Python and pip must be installed in the local

environment or ECS.
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https://github.com/jaysonsantos/python-binary-memcached

Sample code

The following sample code realizes the combined use of ApsaraDB RDS and

Memcache:

/usr/bin/env python
import bmemcached
Memcache_client = bmemcached.Client((‘ip:port’), ‘user’, ‘passwd’)
#Search for a value 1in ApsaraDB Memcache
res = os.client.get(‘test’)
if res is not None:
return res #Return the value found
else:
#Query RDS if the value is not found
res = mysql_client.fetchone(sql)
Memcache_client.put(‘test’, res) #Write cached data to ApsaraDB
for Memcache
return res

21.4 Multi-structure data storage

0SS is a cloud storage service provided by Alibaba Cloud, featuring massive
capacity, security, low cost, and high reliability. RDS can work with OSS to form

multiple types of data storage solutions.

For example, when the business application is a forum and RDS works with 0SS,
resources such as registered users' images and post content images can be stored in

0SS to reduce the storage pressure of RDS.
Sample code

0SS works with the RDS.

1. Initialize OssAPI.

from oss.oss_api import *
endpoint="0oss-cn-hangzhou.aliyuncs.com”

accessKeylId, accessKeySecret="your id”,”your secret”
oss = 0ssAPI(endpoint, accessKeyId, accessKeySecret)

2. Create a bucket.

#Set the bucket to private-read-write
res = oss.create_bucket(bucket,"private")
print "%s\n%s" % (res.status, res.read())

3. Upload an object.

res = oss.put_object_from_file(bucket, object, "test.txt")



print "%s\n%s" % (res.status, res.getheaders())
4. Obtain the corresponding object.

res = oss.get_object_to_file(bucket, object, "/filepath/test.txt")
print "%s\n%s" % (res.status, res.getheaders())

In the ECS application code, RDS stores the ID of each user, and OSS stores the

avatar resource of the user. The Python code is as follows:

/usr/bin/env python

from oss.oss_api import *

endpoint="oss-cn-hangzhou.aliyuncs.com”

accessKeyld, accessKeySecret="your id”,”your secret”

0oss = 0ssAPI(endpoint, accessKeyId, accessKeySecret)

User_id = mysql_client.fetch_one (SQL) # Search for user_did in RDS
#0btain and download the user avatar to the corresponding path
oss.get_object_to_file(bucket, object, your_path/user_id+’.png’)
#Process the uploaded user avatar

oss.put_object_from_file(bucket, object, your_path/user_id+’.png’)
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