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Legal disclaimer

Alibaba Cloud reminds you to carefully read and fully understand the terms and
conditions of this legal disclaimer before you read or use this document. If you have
read or used this document, it shall be deemed as your total acceptance of this legal

disclaimer.

1. You shall download and obtain this document from the Alibaba Cloud website
or other Alibaba Cloud-authorized channels, and use this document for your
own legal business activities only. The content of this document is considered
confidential information of Alibaba Cloud. You shall strictly abide by the

confidentiality obligations. No part of this document shall be disclosed or provided
to any third party for use without the prior written consent of Alibaba Cloud.

2. No part of this document shall be excerpted, translated, reproduced, transmitted,
or disseminated by any organization, company, or individual in any form or by any
means without the prior written consent of Alibaba Cloud.

3. The content of this document may be changed due to product version upgrades
, adjustments, or other reasons. Alibaba Cloud reserves the right to modify
the content of this document without notice and the updated versions of this

document will be occasionally released through Alibaba Cloud-authorized
channels. You shall pay attention to the version changes of this document as they
occur and download and obtain the most up-to-date version of this document from
Alibaba Cloud-authorized channels.

4. This document serves only as a reference guide for your use of Alibaba Cloud
products and services. Alibaba Cloud provides the document in the context that
Alibaba Cloud products and services are provided on an "as is", "with all faults
" and "as available" basis. Alibaba Cloud makes every effort to provide relevant
operational guidance based on existing technologies. However, Alibaba Cloud
hereby makes a clear statement that it in no way guarantees the accuracy, integrity
, applicability, and reliability of the content of this document, either explicitly
or implicitly. Alibaba Cloud shall not bear any liability for any errors or financial
losses incurred by any organizations, companies, or individuals arising from
their download, use, or trust in this document. Alibaba Cloud shall not, under any
circumstances, bear responsibility for any indirect, consequential, exemplary,

incidental, special, or punitive damages, including lost profits arising from the use



or trust in this document, even if Alibaba Cloud has been notified of the possibility
of such a loss.

5. By law, all the content of the Alibaba Cloud website, including but not limited to
works, products, images, archives, information, materials, website architecture,
website graphic layout, and webpage design, are intellectual property of Alibaba

Cloud and/or its affiliates. This intellectual property includes, but is not limited
to, trademark rights, patent rights, copyrights, and trade secrets. No part of the
Alibaba Cloud website, product programs, or content shall be used, modified

, reproduced, publicly transmitted, changed, disseminated, distributed, or
published without the prior written consent of Alibaba Cloud and/or its affiliates

. The names owned by Alibaba Cloud shall not be used, published, or reproduced
for marketing, advertising, promotion, or other purposes without the prior written
consent of Alibaba Cloud. The names owned by Alibaba Cloud include, but are
not limited to, "Alibaba Cloud", "Aliyun", "HiChina", and other brands of Alibaba
Cloud and/or its affiliates, which appear separately or in combination, as well as
the auxiliary signs and patterns of the preceding brands, or anything similar to
the company names, trade names, trademarks, product or service names, domain
names, patterns, logos, marks, signs, or special descriptions that third parties

identify as Alibaba Cloud and/or its affiliates).

6. Please contact Alibaba Cloud directly if you discover any errors in this document.
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Generic conventions

Table -1: Style conventions

Style Description Example
This warning information
indicates a situation that will Danger:
cause major system changes, Resetting will result in the loss of
faults, physical injuries, and other | user configuration data.
adverse results.
This warning information
indicates a situation that may . Warning:
cause major system changes, Restarting will cause business
faults, physical injuries, and other | interruption. About 10 minutes are
adverse results. required to restore business.
This indicates warning informatio
n, supplementary instructions, Notice:
and other content that the user Take the necessary precautions
must understand. to save exported data containing

sensitive information.

This indicates supplemental
instructions, best practices, tips, Note:
and other content that is good to | You can use Ctrl + A to select all
know for the user. files.

> Multi-level menu cascade. Settings > Network > Set network

type

Bold It is used for buttons, menus Click OK.
, page names, and other Ul
elements.

Courier |Itis used for commands. Runthe cd / d C :/ windows
font command to enter the Windows
system folder.

Italics |Itisused for parameters and bae log list --
variables. instanceid Instance_ID

[] or [a|b] |Itindicates that it is a optional ipconfig [-all|-t]
value, and only one item can be
selected.




Style

Description

Example

{} or {a|b}

It indicates that it is a required
value, and only one item can be
selected.

swich {stand | slave}
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1 Kubernetes cluster

1.1 Overview

Kubernetes is a popular open-source container orchestration technology. To allow
you to use Kubernetes to manage container applications in Alibaba Cloud, Alibaba

Cloud Container Service provides support for Kubernetes clusters.

You can create a safe and high-availability Kubernetes cluster in the Container
Service console. The Kubernetes cluster integrates with the virtualization, storage
, network, and security capabilities of Alibaba Cloud to provide scalable, high-
performance container application management, simplify cluster creation and
expansion, and focus on the development and management of containerized

applications.

Kubernetes supports the deployment, expansion, and management of containerized

applications, and provides the following features:

- Elastic expansion and self-reparation.
- Service discovery and server load balancing.
- Service release and rollback.

- Secret and configuration management.
Limits
- Currently, Kubernetes clusters only support Linux containers. The support for

Kubernetes Windows containers is in the works.

- Currently, Kubernetes clusters only support Virtual Private Cloud (VPC). You can

select to create a VPC or use an existing VPC when creating a Kubernetes cluster.
Related open-source projects

- Alibaba Cloud Kubernetes Cloud Provider: https://github.com/AliyunCont

ainerService/kubernetes.

- Alibaba Cloud VPC network drive for Flannel: https://github.com/coreos/flannel/

blob/master/Documentation/alicloud-vpc-backend.md.

If you have any questions or suggestions regarding a specific project, you are welcome

to raise an issue or pull a request in the community.


https://github.com/AliyunContainerService/kubernetes
https://github.com/AliyunContainerService/kubernetes
https://github.com/coreos/flannel/blob/master/Documentation/alicloud-vpc-backend.md
https://github.com/coreos/flannel/blob/master/Documentation/alicloud-vpc-backend.md

1.2 Alibaba Cloud Kubernetes vs. self-built Kubernetes

Advantages of Alibaba Cloud Kubernetes

Convenient

- Supports creating Kubernetes clusters with one click in the Container Service
console.

- Supports upgrading Kubernetes clusters with one click in the Container Service

console.

You may have to deal with self-built Kubernetes clusters of different versions at the
same time, including version 1.8.6, 1.9.4, and 1.10 in the future. Upgrading clusters
each time brings you great adjustments and Operation & Maintenance (O&M) costs
. Container Service upgrade solution performs rolling update by using images and
uses the backup policy of complete metadata, which allows you to conveniently roll
back to the previous version.

- Supports expanding or contracting Kubernetes clusters conveniently in the

Container Service console.

Container Service Kubernetes clusters allow you to expand or contract the capacity
vertically with one click to respond to the peak of the data analysis business

quickly.

Strong

Function Description

Network - High-performance Virtual Private

Cloud (VPC) network plug-in.

- Supports network policy and flow
control.

Container Service can provide you with

continuous network integration and the

best network optimization.




Function

Description

Server Load Balancer

Supports creating Internet or intranet

Server Load Balancer instances.

If your self-built Kubernetes clusters

are implemented by using the self-

built Ingress, publishing the business
frequently may cause the Ingress to have
pressure about configuration and higher
error probabilities. The Server Load
Balancer solution of Container Service
supports Alibaba Cloud native high-
availability Server Load Balancer, and
can automatically modify and update the
network configurations. This solution
has been used by a large number of users
for a long time, which is more stable and

reliable than self-built Kubernetes.

Storage

Container Service integrates with
Alibaba Cloud cloud disk, NAS, and EBS
, and provides the standard FlexVolume

drive.

Self-built Kubernetes clusters cannot
use the storage resources on the cloud
. Alibaba Cloud Container Service

provides the best seamless integration.

o&M

- Integrates with Alibaba Cloud Log
Service and CloudMonitor.

- Supports auto scaling.




Function

Description

Image repository

- High availability. Supports high
concurrency.
- Supports speeding up the pull of

images.

- Supports P2P distribution.

The self-built image repository may
crash if you pull images from millions
of clients at the same time. Enhance
the reliability of the image repository
by using the Apsara Stack version of
Container Service image repository,
which reduces the O&M burden and

upgrade pressure.

Stable

- Special teams to guarantee the
stability of containers.

- Each Linux version and Kubernetes
version are provided to you after the
strict test.

Container Service provides the Docker
CE to reveal all the details and promotes
the repair capabilities of Docker. If

you have issues such as Docker Engine
hang, network problems, and kernel
compatibility, Container Service

provides you with the best practices.

High availability

- Supports multiple zones.
- Supports backup and disaster
recovery.




Function Description

Technical support - Provides the Kubernetes upgrade
capabilities. Supports upgrading
a Kubernetes cluster to the latest
version with one click.

- Alibaba Cloud container team is
responsible for solving problems
about containers in your environment.

Costs and risks of self-built Kubernetes
- Building clusters is complicated

You must manually configure the components, configuration files, certificates,
keys, plug-ins, and tools related to Kubernetes. It takes several days or weeks for
professional personnel to build the cluster.

- For public cloud, it takes you significant costs to integrate with cloud products.

You must devote your own money to integrate with other products of Alibaba
Cloud, such as Log Service, monitoring service, and storage management.

- The container is a systematic project, involving network, storage, operating system
, orchestration, and other technologies, which requires the devotion of profession
al personnel.

- The container technology is continuously developing and the version iteration is

fast, which requires continuous upgrade and test.

1.3 Clusters

1.3.1 Create a cluster
You can create a Kubernetes cluster quickly and easily in the Container Service

console.
Instructions
During cluster creation, the Container Service performs the following operations:

- Create Elastic Compute Service (ECS) instances and configure to log on to other
nodes from management nodes with the SSH public key. Install and configure the

Kubernetes cluster by using CloudInit.



- Create a security group. This security group allows the Virtual Private Cloud (VPC)
inbound access of all the ICMP ports.

- Create a new VPC and VSwitch if you do not use the existing VPC, and then create
SNAT for the VSwitch.

- Create VPC routing rules.

- Create NAT gateway and Elastic IP (EIP).

- Create a Resource Access Management (RAM) user and the AccessKey. This RAM
user has the permissions of querying, creating, and deleting ECS instances,
adding and deleting cloud disks, and all the permissions of Server Load Balancer
instances, CloudMonitor, VPC, Log Service, and NAS. Kubernetes clusters
dynamically create the Server Load Balancer instances, cloud disks, and VPC
routing rules according to your configurations.

- Create an intranet Server Load Balancer instance and expose the port 6443.

- Create an Internet Server Load Balancer instance and expose the ports 6443, 8443,
and 22. (If you select to enable the SSH logon for Internet when creating the cluster

, port 22 is exposed. Otherwise, port 22 is not exposed.)
Prerequisites

Activate the following services: Container Service, Resource Orchestration Service (
ROS), and RAM.

Log on to the Container Service console, ROS console, and RAM console to activate

the corresponding services.

Note:
The deployment of Container Service Kubernetes clusters depends on the
application deployment capabilities of Alibaba Cloud ROS. Therefore, activate ROS

before creating a Kubernetes cluster.
Limits
- The Server Load Balancer instance created with the cluster only supports the Pay-

As-You-Go billing method.
- Kubernetes clusters only support the network type VPC.


https://cs.console.aliyun.com/
https://ros.console.aliyun.com/
https://ram.console.aliyun.com/

By default, each account has a certain quota for the cloud resources they can
create. The cluster fails to be created if the quota is exceeded. Make sure you have

enough quota before creating the cluster. To increase your quota, open a ticket.

- By default, each account can create at most five clusters in all regions and add
up to 40 worker nodes to each cluster. To create more clusters or nodes, open a

ticket. To create more clusters or nodes, open a ticket.
- By default, each account can create at most 100 security groups.

- By default, each account can create at most 60 Pay-As-You-Go Server Load

Balancer instances.
- By default, each account can create at most 20 EIPs.

Limits for ECS instances are as follows:

- Only support the CentOS operating system.

- Creating Pay-As-You-Go and Subscription ECS instances is supported.

Procedure

. Log on to the Container Service console.
. Under Kubernetes, click Clusters in the left-side navigation pane to enter the
Cluster List page.

. Click Create Kubernetes Cluster in the upper-right corner.

Kubernetes ~
Overview Help: e
| Clusters Name v
Clusters a

Nodes VPC Manage View Logs Dashboard
Kubernetes  China East 1 (Hangzhou) @ Running 06/22/2018,10:46:53  1.9.7
vpe-bpthmxfaicd.. Scale Cluster | Morew

Storage

Namespace

. Enter the cluster name.

The cluster name can be 1-63 characters long and contain numbers, Chinese

characters, English letters, and hyphens (-).

. Select the region and zone in which the cluster resides.

China North 3 China East 1 China East 2 China South 1 Asia Pacific SE 1 Asia Pacific SE 3 Asia Pacific SE5  Asia Pacific SOU 1
(Zhangjiakou) (Hangzhou) (Shanghai) (Shenzhen) Hong Kong (Singapore) (Kuala Lumpur) (Jakarta) (Mumbai)
US West 1 (Silicon Middle East 1 EU Cenfral 1

US East 1 (Virginia) Valley) (Dubai) (Frankfurt)



https://cs.console.aliyun.com

6. Set the cluster network type. Kubernetes clusters only support the VPC network
type.

You can select Auto Create to create a Virtual Private Cloud (VPC) together with
the Kubernetes cluster or Use existing to use an existing VPC. With Use Existing

selected, choose the VPC and VSwitch from the appeared drop-down list.

- With Auto Create selected, the system automatically creates a NAT gateway for
your VPC when the cluster is created.

- With Use Existing selected, if the selected VPC already has a NAT gateway,
Container Service uses the existing NAT gateway. Otherwise, the system
automatically creates a NAT gateway by default. If you do not want the system
to automatically create a NAT gateway, clear the Configure SNAT for VPC check

box.

Note:
If you select to not automatically create a NAT gateway, configure the NAT
gateway on your own to implement the VPC public network environment with
secure access, or manually configure the SNAT. Otherwise, instances in the VPC

cannot access public network normally, which leads to cluster creation failure.

Auto Create

7. Configure the node type, Pay-As-You-Go and Subscription types are supported.

8. Configure the master nodes.

Select the generation, family, and type for the master nodes.

Note:

- Currently, master nodes only support CentOS operating system.

- Currently, you can only create three master nodes.



Container Service User Guide / 1 Kubernetes cluster

- Supports mounting system disks for the master node, SSD and high-efficiency

cloud disks are supported.

MASTER. Configuration

Instance Type 4 Core(s) B G ( ecs.nl.large ) hd ? Quantity Junit(s)
System Disk Ultra Cloud Disk hd 40 GB =

9. Configure the worker nodes. Select whether to create a worker node or add an

existing ECS instance as the worker node.

@ Note:

- Currently, worker nodes only support the CentOS operating system.

- Each cluster can contain up to 37 worker nodes. To create more nodes, open a
ticket.

- Supports mounting system disks for the worker node, SSD, high-efficiency, and

basic cloud disks are supported.

a. If you want to add an instance, you must generation, family, and type for the
worker node., and number for the worker nodes (in this example, select to

create one worker node).

Worker Instance Add

You can now convert a paid instance to an example of an annual subscription through the ECS Management Console. View details

WORKER Configuration

Instance Type 4 Core(s) B G ( ecs.nl.large ) > B Quantity 3 unit(s) 5

b. To add an existing ECS instance as the worker node, you must create an ECS

instance in the current region in advance.

Worker Instance Create “

You can now convert a paid instance to an example of an annual subscription through the ECS Management Console. View details

Add Existing Instanca

Issue: 20190911 9



10.Configure the logon mode.
- Set the secret.

Select the key pair logon mode when creating the cluster, click New Key Pair.
Go to the ECS console, and create a key pair, see #unique_8. After the key pair is

created, set the key pair as the credentials for logging on to the cluster.

Password

Create a2 new key pair

- Set the password.

- Logon Password: Configure the node logon password.
- Confirm Password: Confirm your node logon password.

11 Configure the Pod Network CIDR and Service CIDR.

il
|:| Note:

This option is available when you select to use an existing VPC.

Specify the Pod Network CIDR and Service CIDR. Both of them cannot overlap
with the Classless Inter-Domain Routing (CIDR) block used by VPC and the existing
Kubernetes clusters in VPC, and you cannot modify the values after the cluster

is created. Service address segment cannot be repeated with the Pod address
segment. Besides, the service CIDR block cannot overlap with the pod CIDR

block. For more information about how to plan the Kubernetes CIDR blocks, see
#unique_9.

12Set whether to configure a SNAT gateway for a private network.

il
|:| Note:
SNAT must be configured if you select Auto Create VPC. If you select Use existing
VPC, you can select whether to automatically configure SNAT gateway. If you

select not to configure SNAT automatically, you can configure the NAT gateway



to implement VPC security access to the public network. You can also configure

SNAT manually. Otherwise, the VPC cannot access the public network.

Configure SNAT for VPC

13Select whether to enable SSH logon for Internet.

- With this check box selected, you can access the cluster by using SSH.

- If this check box is not selected, you cannot access the cluster by using SSH or
connect to the cluster by using kubectl. To access the cluster by using SSH,
manually bind EIP to the ECS instance, configure security group rules, and open

the SSH port (22). For more information, see #unique_10.

Enable S5H access for Intemet

SSH access to Kubernetes cluster

14 Sets whether the cloud monitoring plug-in is enabled.

You can select to install the cloud monitoring plug-in on the ECS instance and then
view the monitoring information of the created ECS instance in the CloudMonitor

console.

Install cloud monitoring plug-in on your ECS.

15Select to add the IP addresses of the ECS instances to the RDS instance whitelist.

It facilitates the ECS instances to access the RDS instances.

)
|:| Note:
This option is available if you are using an existing VPC. The ECS instance must be
in the same region and same VPC environment as the RDS instance so that the IP

address of the ECS instance can be added to the RDS instance whitelist.

a. Click Select RDS Instances.

b. The Add to RDS instance whitelist dialog box appears. Select the RDS instances
and then click OK.



16Select whether to enable the advanced configurations.

a. Enable the network plug-ins, Flannel and Terway network plug-ins are

supported.

- Flannel: The Flannel cni plug-in for simple and stable communities.

- Terway: Alibaba Cloud Container Service self-developed network plug-in,
which supports Alibaba Cloud flexible network card to be distributed to
the container, and supports Kubernetes NetworkPol icy to define the
inter-container access policy. Supports bandwidth limiting for the separate
containers. Currently it is in the public beta.

b. Set the number of nodes pod, which is the maximum number of pods that can

be run by a single node. We recommend to maintain the default value.

c. Select whether or not to use the custom image. The ECS instance installs the

default CentOS version if no custom image is selected.

Currently, you can only select an image based on CentOS to deploy the
environment you need quickly. For example, the image deployed and tested
based on the CentOS 7.2 LAMP.

d. Select whether to use custom cluster CA. With this check box selected, the CA
certificate can be added to the Kubernetes cluster, which enhances the security

of information exchange between server and client.

Custom Cluster CA

17 Click Create cluster to start the deployment.

)
=1 Note:

Creating a Kubernetes cluster with multiple nodes lasts more than 10 minutes.
Subsequent operations

After the cluster is successfully created, you can view the cluster in the Kubernetes

Cluster List of the Container Service console.



e Cluster List o can create up to 5 clusters and can add Up to 40 nodes 1 each cluster.  Refresh Create Kubemetes Cluster  ~
Kubernetes ~.

Overview Help: § Create cluster & Scale

via kubect! 8 Manage applications with commands
[~ Clusters Mame v

Custers Cluster Name/ID Cluster Type Region (Al) Network Type Cluster Status Time Created Kubernetes Version Action

Nodes o -
est Manage View Logs Dashboard
st Kubemetzs China Esst 1 (Hangzhou) Ve @running 06/22/2018, 10:46:52 107 “ J(ﬂ o

Storage.

Click View Logs at the right of the cluster to view the cluster logs. To view more

detailed information, click Stack Events.

Detailed resource deployment logs: Stack Events
Time Information
06/22/2018,11:13:50 0622db638720406080d495:243649a7h | Start to Describek8sUserCertConfig
06/22/2018,11:03:39 0622db63872c40608004952243649a70b | Set up kBs DNS configuration successfully
06/22/2018,11:02:30 06eadb6387ac40608004952243649a7b | Stack CREATE completed successfully:o
06/22/2018,11:02:30 c062adb638 7ac4c6080d495:243649a7h | Start describeStackInfo
06/22/2018,11:02:29 0622db638720406080d495:243649a7h | Start describeStackInfo
06/22/2018,10:46:55 0622db63872c40608004952243649a70b | Successfully to CreateStack
06/22/2018,10:46:55 0622db638720406080d495e243649570 | Start to wait stack ready
05/22/2018,10:46:53 c062adb638 7acdc6080d495:243649a7h | Start to create cluster task
06/22/2018,10:46:53 0622db638720406080d495:243649a70 | Start to CreatekasCluster
05/22/2018,10:46:53 cD6eadb638 7ac4c6080d495:243649a7h | Start to CreateStack
05/22/2018,10:46:50 C062adb638 7ac4c6080d495:243649a7h | Start to validateCIDR.
06/22/2018,10:46:41 06eadb6387ec406080d4952243649a7b | Start create cluster certificate

You can also click Manage at the right of the cluster to view the basic information and

connection information of this cluster.




I Basic Information

VPC @Running China East 1 (Hangzhou)

I Connection Information

API Server Intemet endpoint https:// 16443

API Server Intranet endpoint https://: TIN6443

Master node SSH IP address

Service Access Domain & F .cn-hangzhou.alicontainer.com
Cluster resource

ROS kBs-for-cs+

Internet SLB Ib-

VPC vpc

NAT Gateway ngw-

Connect to Kubernetes duster via kubect!

1. Download the latest kubect! client from the Kubernetes Edition page
2. Install and set up the kubect! client. For more information, see Installing and Setting Up kubact!

3. Configure the cluster credentials:

KubeConfig SSH

In the Connection Information section:

API Server Internet endpoint: The address and port used by the Kubernetes API
server to provide the service for the Internet. You can use kubectl or other tools on
the user terminal by means of this service to manage the cluster.

API Server Intranet endpoint: The address and port used by the Kubernetes API
server to provide the service for the intranet. This IP address is the address of
the Server Load Balancer instance, and three master nodes in the backend are
providing the service.

Master node SSH IP address: You can directly log on to the master nodes by using
SSH to perform routine maintenance for the cluster.

Service Access Domain: Provides the service in the cluster with access domain
name for testing. The suffix of the service access domain name is < cluster_id

>.< region_id >. alicontain er . com .

For example, you can log on to the master nodes by using SSH, and run the kubectl

get node toview the node information of the cluster.




As shown in the preceding figure, the cluster has four nodes, including three master

nodes and one worker node configured when creating the cluster.

1.3.2 Access Kubernetes clusters by using SSH

If you select not to enable SSH access for Internet when creating the Kubernetes
cluster, you cannot access the Kubernetes cluster by using SSH or connect to the
Kubernetes cluster by using kubectl. To access the cluster by using SSH after creating
the cluster, manually bind Elastic IP (EIP) to the Elastic Compute Service (ECS)

instance, configure security group rules, and open the SSH port (22).
Procedure

Log on to the Container Service console.
Under Kubernetes, click Clusters in the left-side navigation pane.

Click Manage at the right of the cluster.

B L=

In Cluster resource, click the ID of the Internet SLB. Then, you are redirected to the

Instance Details page of your Internet Server Load Balancer instance.

| Basic Information

VPC Running China East 1 (Hangzhou)

| Connection Information
API Server Internst endpoint
API Server Intranet endpoint
Master node SSH IP address

Service Access Domain

Cluster resource

ROS

Intermet SLB

VPRC

NAT Gateway

5. Click Listeners in the left-side navigation pane and then click Add Listener in the

upper-right corner.


https://cs.console.aliyun.com
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6. Add the SSH listening rule.

a. Front-end Protocol [Port]: Select TCP and enter 22.

b. Backend Protocol [Port]: Enter 22.

¢. Turn on the Use Server Group switch and select VServer Group.
d. Server Group ID: Select sshVirtualGroup.

e. Click Next and then click Confirm to create the listener.

Front-end TCP Y| - |22
Protocol [Port]:*  port range is 1-65535.

Backend TCP c |22
Protocol [Port]:*  port range is 1-65535.

Peak Mo Limits Configurs

Bandwidth: Instances charged by traffic are not limited by peak
bandwidth. Peak bandwidth range is 1-5000.

Scheduling Weighted | ¥
Algorithm:

Use Server 8
Group: @

Server Group ™ WServer Group  ~ Master-Slave Server Group
Type:

Server Group sshivirtualGn -
ID:

Automatically @) Enzble
Enable Listener
After Creation:

[«] Show
Advanced
Options

16 Issue: 20190911



7. Then, you can use the Server Load Balancer instance IP address to access your

cluster by using SSH.

I Basic Information
@ Running

China East 1 (Hangzhou)

Public IP

cn-hangzhou-h /cn-hanazhou-d

Classic Netwark
Billing Information

Pay by Traffic

Billing Details

1.3.3 Access Kubernetes clusters by using SSH key pairs

Alibaba Cloud Container Service allows you to log on to clusters by using SSH key

pairs, which guarantees the security of SSH remote access.
Context

Procedure
1. Log on to the Container Service console.
2. Under Kubernetes, click Clusters in the left-side navigation pane.

3. Click Create Kubernetes Cluster in the upper-right corner.

Container Service | Cluster List You can create up to 5 clusters and can add up to 40 nodes in each dluster.

Kubernetes  Swarm

Help:

o Name ¥

i test . VPC
ubernetes

Overview

Clusters

Clusters

Manage | View Logs

@Running 06/08/2018,13:27:45 197

Storage

Scale Cluster

Dashboard

More~-

4. Select Key Pair in the Login field. Complete the other configurations. For more

information, see #unique_13. Then, click Create.

a. If you have created key pairs in the Elastic Compute Service (ECS) console, select

a key pair from the Key Pair Name drop-down list.

b. If you have no key pair, click Create a new key pair to create one in the ECS

console. For more information, see #unique_8.

Password

Create a new key pair



https://cs.console.aliyun.com/

5. After the cluster is created, click Manage at the right of the cluster on the Cluster

List page. View the Master node SSH IP address under Connection Information.

Basic Information I Basic Information

I Connection Information
APT Server Internet endpoint

APT Server Intranet endpoint

Master node SSH IP address

Sernvice Access Domain

6. Download the . pem private key file. Complete the configurations based on
your local operating system environment, such as Windows or Linux. For more
information, see #unique_14. Take Linux as an example.
a) Find the path where your downloaded .pem private key file is stored on your
local machine. For example, / root / xxx . pem .
b) Run the following command to modify the attributes of the private key file:
chmod 400 [ path where the . pem private key file
is stored on the local machine ].For example, chmod 400
/ root / xxx . pem .
¢) Run the following command to connect to the cluster: ° ssh - i [ path
where the . pem private key file is stored on the
local machine ] root @[ master - public - ip ]. Wherein, master-
public-ip is the master node SSH IP address. For example, ssh - i / root

/ XXX . pem root @ 16 . 10 . 10 . 100 .

1.3.5 Add an existing ECS instance

You can add existing Elastic Compute Service (ECS) instances to a created Kubernetes

cluster. Currently, Kubernetes clusters only support adding worker nodes.

Prerequisites



- If you have not created a cluster before, create a cluster first. For how to create a
cluster, see #unique_13.

- Add the ECS instance to the security group of the Kubernetes cluster first.
Context
Instructions

- By default, each cluster can contain up to 40 nodes. To add more nodes, open a
ticket.

- The ECS instance to be added must be in the same Virtual Private Cloud (VPC)
region as the cluster.

- When adding an existing instance, make sure that your instance has an Elastic IP
(EIP) for the VPC network type, or the corresponding VPC is already configured
with the NAT gateway. In short, make sure the corresponding node can access

public network normally. Otherwise, the ECS instance fails to be added.
- The ECS instance to be added must be under the same account as the cluster.

- Only nodes with a CentOS operating system are supported.

Procedure
1. Log on to the Container Service console.
2. Under Kubernetes, click Clusters in the left-side navigation pane.
3. Select the target cluster and click More > Add Existing Instance.

On the Add Existing ECS Instance page and you can automatically or manually add

an existing instance.

If Automatically Add is selected, select the ECS instances to add them to the cluster
automatically. If Manually Add is selected, you must obtain the command and then
log on to the corresponding ECS instance to add the ECS instance to this cluster.

You can only add one ECS instance at a time.

Container ice Cluster List You can create up to 5 clusters and can add up to 20 nodes in each cluster.  Refresh Creatg e ——
a
~ Clusters Help:
Mame *
Nodes o e
: = Manage | View Logs | Dashiboard

Storage ‘ . 207 - o
China East 1 (Hangzhou) @Running 04/20/2018,10:01:07 1.9..
Hengzhou) - : . Scale Cluster || More

~ Application
App! Delete

Deployment o Add Existing Instznce

Service Upgrade Cluster

Release = Upgrade monitoring service
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4. Select Automatically Add to add multiple ECS instances at a time.

a) In the list of existing cloud servers, select the target ECS instance, and then click

Next Step.

Add Existing ECS Instance - test | + Back to Cluster List

Selact Existing ECS Instance(s)

Adding Method:

# Automatically Add Manually Add

Adding an existing ECS instance to the Confainer Service will change the insnce system disk, The disk 1D will change and the previous system disk will be released.

Delete a @ ng disk Y
Selact Bxisting ECS Instance(s):
Instance ID v | | Enter
@ Instance ID Address Zone Network Type Instance Type
l« i-bpidivisevapbacqnks fest | o . B (Ela en-hangzhou-g VPC ecs.sn2ne.large

® ]
Next Step

b) Enter the instance information, set the logon password, and then click Next

Step.

£EWID/ER: el el | test-gpu

SEBEEREE

BEAT: © 9EER

N TE: =R - |

830N BAREAAATH (A, ISFF . BFEEES), FoS\RIES

=] SEID e
test

shukun-ECS

=

¢) In the displayed dialog box, click OK, the selected ECS instance is automatically
added to the cluster.
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Confirm adding existing instance to cluster X

Areyou sure you want to add the selected ECS instznce to the clu
tar ¥ A A b A d o e rlrden T ] st

Adding an existing ECS instance will change the systermn disk.

The disk ID will change and the previous systemn disk will be re
leased.

1. After the systern disk is changed, the user snapshots on the
previous systemn disk will be retained, but the autormatic snaps
hots will be released with the disk.

2. To retain enough snapshot guota for the autormatic snapsho
t policy of the new disk, you can delete unwanted snapshots.

3.Back up data before performing this operation to avoid data
loss. Alibaba Cloud is not liable for any data losses caused by
your failure to back up personal data in the system.

Confirm Cancel

Issue: 20190911 21



5. You can also select Manually Add to manually add an existing ECS instance to the

cluster.

a) Select the ECS instance to be added and then click Next Step. You can only add

one ECS instance at a time.

Add Existing ECS Instance - test | =+ Back to Cluster List

Select Existing ECS Instance{s)

Adding Method:

Automatically Add ® Manually Add o
Selact Bxisting ECS Instance(s):

Instance ID v | | Enter

I« i-bp1divisevapbacqnoks test l e A . 8 S ', . cn-hangzhou-g VPC ecs.sn2ne.large

o MNext Step

b) Confirm the information and then click Next Step.

Add Existing ECS Instance - test | = Back to Cluster List

Enter Instance Information

Cluster ID/Name : E ] el "I / test
Information of the duster to which to add the ECS instance(s).

Instance Information : Instsnce D Instance

test

Pre Step Next Step

¢) Go to the Add Existing ECS Instance page and copy the command.

Add Existing ECS Instance - test | + Back to Cluster List

Added Successfully

Only supports adding nodes in the same VPC with CentOS operating system

Log in to the node you want to add, execute the following command:

curl http://aliacs-k8s-en-hangzhou.oss-cn-hangzhou.aliyuncs.com/public/pkg/run/attach/attach node.sh | bash -s -- --docker-version 17.86.2-c¢

@3 ——token 4fac4®.@98624874bB47a] ——endpoint LAL. .1 43 - cluster-dns 171008180

d) Log on to the ECS console. Select the region in which the cluster resides.
e) Click Connect at the right of the ECS instance to be added. The Enter VNC
Password dialog box appears. Enter the VNC password and then click OK. Enter

the copied command and then click OK to run the script.


https://ecs.console.aliyun.com/

Copy Commands

Copy and paste content into the text box. Up to 2000 characters are allowed. Mon-
standard keyboard characters are not supported.

* Commands
Content:

curl http:faliacs-k8s-cn-hangzhou.oss-cn-

hangzhou aliyuncs.com/public/pkgiruniattachiattach_node sh |
bash -5 — —docker-version 17.06.2-ce-3 —token
4fac40.0986a48714b047 a1 —endpoint T B0 00 0 Fab -

cluster-dns 113 LK

f) After the script is successfully run, the ECS instance is added to the cluster.

You can click the cluster ID on the Cluster List page to view the node list of the

cluster and check if the ECS instance is successfully added to the cluster.

1.3.6 Scale out orin a cluster

In the Container Service console, you can scale out or scale in the worker nodes of a

Kubernetes cluster according to your actual business requirements.

Context

- Currently, Container Service does not support scaling in and out the master nodes

in a cluster.

- Container Service only supports scaling in the worker nodes that are created when

you create the cluster or added after you scale out the cluster. The worker nodes

that are added as existing #unique_17 when you create the cluster cannot be scaled

in.

- When you scale in a cluster, the worker nodes are removed from the cluster in the

order that they are added after you scale out the cluster.

- You must have more than 1 node that is not manually added to perform scaling in.

Procedure




1. Log on to the Container Service console.
2. Under Kubernetes, click Clusters in the left-side navigation pane.

3. Click Scale Cluster at the right of the cluster.

Container Service - Cluster List You can create up to 5 clusters and can add up to 40 nodes in each cluster.  Refresh Create Kuberetes Cluster
Kubernetes +
Overview Help

Manage o View Log:
Kubemetes China Esst 1 (Hangzhou) e @ruming 06/22/2018,10:46:53 197 ge s

4. Select Scale out or Scale in in the Scale field and then configure the number of

worker nodes.

In this example, scale out the cluster to change the number of worker nodes from

one to four.

Cluster Name kBs-test

Region China East 1 {Hangzhou) ZoneG

Existing 1

Scale Scale in

Instance Type

Scaling Number 3

Number of workers after scaling: 4

*  Logon Password PrrTr— |

RDS Whitelist Select RDS Instances

5. Enter the logon password of the node.

E] Note:

Make sure this password is the same as the one you entered when creating the
cluster because you have to log on to the Elastic Compute Service (ECS) instance to

copy the configuration information in the upgrade process.
6. Click Submit.
What's next

After scaling is complete, go to the Kubernetes Clusters Node List page to view that

the number of worker nodes changes from one to four.
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1.3.7 Upgrade a cluster

You can upgrade the Kubernetes version of your cluster in the Container Service

console.

View the Kubernetes version of your cluster in the Kubernetes cluster list.

Name ¥

China East 1 (Hangzhou)

VPC

@Running 04/24/2018,09:58:28 1.9.3

Manags

aw Logs Dashboard

Scale Cluster | More~

Instructions

- To upgrade the cluster, make sure your machine can access the Internet to

download the necessary software packages.

- The upgrade may fail. We recommend that you back up snapshots before
upgrading the cluster to guarantee your data security. For how to create a

snapshot, see #unique_19.

- During the upgrade, your applications are not affected, but we recommend that

you do not manage the cluster by using kubectl or the Container Service console.

The upgrade lasts 5-15 minutes. The cluster status changes to Running after the

upgrade.

Prerequisites

Check the health status of the cluster before upgrading the cluster. Make sure the

cluster is healthy.

Log on to the master node. For more information, see #unique_10 and #unique_20.

cs . Make sure all the modules are healthy.

nodes . Make sure all the nodes are in the

1. Run the command kubectl get
NAME STATUS MESSAGE ERROR
scheduler Healthy ok
controller - manager Healthy ok
etcd - 0 Healthy {" health ": " true "}
etcd - 1 Healthy {" health ": " true "}
etcd - 2 Healthy {" health ": " true "}

2. Run the command kubectl get

Ready status.

kubectl get nodes
NAME STATUS ROLES AGE VERSION
cn - shanghai T = XXXXXX Ready master
cn - shanghai T = XXXXXX Ready < none >
cn - shanghai T = XXXXXX Ready < none >
cn - shanghai T = XXXXXX Ready < none >
cn - shanghai T = XXXXXX Ready master

38d
38d
38d
38d
38d

vl .
vl .
vl .
vl .
vl .

O O wOwwoo

wWwwww




cn - shanghai . i - XXXXXX Ready master 38d vi . 9 . 3

If nodes are abnormal, you can fix them by yourself or open a ticket to ask Alibaba
Cloud engineers to fix them.

Procedure
1. Log on to the Container Service console.

2. Under Kubernetes, click Clusters in the left-side navigation pane.

3. ClickMore > Upgrade Cluster at the right of the cluster.

Container ice Cluster List You can create up to 5 dusters and can add up to 20 nodes in each cluster.  Refresh Create Kubernetes Cluster

Kubernetes I
- Clusters ok

Nodes e

2 test VPC M = fiew Logs as|
TEELR = China East 1 (Hangzhou) @ Running 04/24/2018,09:58:28 Manage Vie s:L:\'! 'Iu:t'tr
le Cluster | More

~ Application

Deployment

Service

Release = Upgrade monitoring service

4. Click Upgrade in the displayed dialog box.
The system starts to upgrade the Kubernetes version.

After the upgrade, you can check the Kubernetes version of this cluster in the

Kubernetes cluster list to make sure whether or not the upgrade is successful.

1.3.8 Delete a cluster

In the Container Service console, you can delete clusters that are no longer in use.
Procedure

1. Log on to the Container Service console.

2. Click Kubernetes > Clusters in the left-side navigation pane.

3. ClickMore at the right of the cluster and then select > Delete.

Container Service Cluster List YYou can create up to 5 clusters and can add up to 40 nodes in each duster. | Refresh Create Kubemetes Cluster
Overview Help:
= Clusters o Name ¥
Clusters Q
Nodes et il N . -
test VPC M e view 5 ag|
= Kubernetes  China East 1 (Hangzhou) . . @Running 05/18/2018,11:11:05  1.9.3 Manags Vie Lg%'}_ F._hbr;/a/r;
Storage le Cluster
Namespace o
Add Existing Instance
= Application
Upgrade Cluster
Deployment = )
Upgrade monitoring service
Pods
What's next

Failed to delete a cluster
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If you manually add some resources under the resources created by Resource
Orchestration Service (ROS), ROS does not have permissions to delete these manually
added resources. For example, manually add a VSwitch under the Virtual Private
Cloud (VPC) created by ROS. ROS fails to process this VPC when deleting the

Kubernetes resources and then the cluster fails to be deleted.

Container Service allows you to force delete the cluster. You can force delete the
cluster record and ROS stack if the cluster fails to be deleted. However, you must

release the manually created resources manually.

The cluster status is Failed to delete if the cluster fails to be deleted.

Cluster List You can create up to 5 clusters and can add up to 40 nodes in each cluster.  Refresh Create Kubernetes Cluster
Help:

Name ¥

test VPC Manage | View Logs

o Kubernetes  China East 1 (Hangzhou) ) |:| 05/18/2018,11:11:05 193 Manage - View Log ore

ClickMore at the right of the cluster and then select > Delete.In the displayed dialog
box, you can see the resources that failed to be deleted. Select the Force Delete check
box and then click OK to delete the cluster and ROS stack.

@ Note:

You must manually release the resources that failed to be deleted. To find these

resources, see #unique_22.

Delete Cluster - tast

Are you sure to delete the cluster test 7

¢ Force Delete Delete the cluster record and stack only, you nesed to manuzlly relezss the
following resources

Resource ID Resource Type Status Updated At

i Celete B 2018-05-18 13:07:2
ALTYUM:ECSHVPC ® ) = -
ailed 4

Coc I




1.3.9 View cluster overview
You can view the application status, component status, and resource monitoring
charts on the Overview page of Alibaba Cloud Container Service Kubernetes clusters,

which allows you to quickly understand the health status of clusters.

Procedure
1. Log on to the Container Service console.

2. Under Kubernetesu, click Overview in the left navigation bar to enter the

Kubernetes cluster overview page.

3. Select the cluster and namespace from the Clusters and Namespace drop-down
lists. You can view the application status, component status, and resource

monitoring charts.

- Application status: The status of deployments, pods, and replica sets that are
currently running. Green indicates the normal status and orange indicates an
exception.

- Node status: Displays the node status of the current cluster.

- Component status: The components of Kubernetes clusters are generally
deployed under the kube-system namespace, including the core components
such as scheduler, controller-manager, and etcd.

- Resource monitor: Provides the monitoring charts of CPU and memory. CPU is
measured in cores and is accurate to three decimal places. The minimum unit

is millicores, that is, one thousandth of one core. Memory is measured in G and


https://cs.console.aliyun.com

is accurate to three decimal places. For more information, see Meaning of CPU

and Meaning of memory.

Event: Displays event information of the cluster, such as warnings and error

events.

Container Service -
Kubernetes ~
Clusters | ks-cluster v | Namespace | all namespace ¥ @Running
Qverview
Application status Node Status Component Status
~ Clusters PP P
Deployments Pods Replica Sets
etcd-2
Clusters 1 0 3 6 1 []
Normal: 4
Nodes Normal Mormal Normal scheduler @ Online
T controller-manager @ oniine
amespace eted-0 Online
CEUEEE @ online 10 @ online 36 @ online 10 ®
* Application 0 0 2 eted-1 @ Online
Deployment
Resource Monitor
Pods
CPU Memary
Service
= 20
Ingress
Volumes Claim 10 20
Release
. 11:05:00 11:10:00 11:15:00 11:05:00 11:10:00 11:15:00
Config Maps
CPU usage(Cores) @ CPU request(Cores) @ CPU total(Cores) Memory usage(Gi) ® Memory usage(Gi) @ Memory total{Gi)
Secret
 Store Events
Docker Images Type InvolvedObject Information Reason Time
N ~ = unable to get metrics for resource cpu: no metrics returned from he
App Catalog Warning t{g@zﬂrta\%dﬂutﬂs{alzr FailedGetResourceMeatric 07/10/2018,11:12:32
- apster
Service Catalog
- failed to get cpu utilization: unable to get metrics for resource cpu:
‘Warning t{g@zorta\PodAutoscaltr - FailedComputeMetricsReplicas 07/10/2018,11:07:32
no metrics returned from heapster

1.4 Application Management

1.4.1 Create an application in Kubernetes dashboard

You can create an application in the Kubernetes dashboard.

Procedure
1. Log on to the Container Service console.
2. Under Kubernetes, click Clusters in the left-side navigation pane.

3. Click Dashboard at the right of the cluster to enter the Kubernetes dashboard.

TR e Cluster List You can create up to 5 clusters and can add up to 40 nodes in each dluster.  Refresh Create Serverless Kubemnetes Cluster Create Kubemetes Cluster ~ ~
Kubernetes ~

Overview Help: & Create duster & Scale clusts

- | clusters Name ¥
Clusters N e
Nodes

kBs-blockchain

Manage | View Logs board
@Runiing  06/27/2018,17:48:29 197 o g ”

veC
Kubernets China East 1 (Hangzhou)
L= e {Hangzhou vpc-bpikdZyndan... Scale Cluster More~

Volumes
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4. In the Kubernetes dashboard, click CREATE in the upper-right corner to create an

application
ppl .
< = Overview

Cluster Workloads

Namespaces

Workloads Statuses

Nodes

Persistent Volumes

Roles

Storage Classes

Namespace Deployments Pods Replica Sets

default -

30 Issue: 20190911



5. The Resource creation page appears. Configure the application information.
Create an application in any of the following three ways:

- CREATE FROM TEXT INPUT: Directly enter the orchestration codes in the YAML
or JSON format to create an application. You must know the corresponding

orchestration format.

= Resource creation =+ CREATE

CREATE FROM TEXT INPUT

Enter YAML or JSON content specifying the resources to deploy to the currently selected namespace. Learn more &

1 apiversion: apps/vlbetaz # for versions before 1.8.9 use apps/vlbetal

labels:

11 app: nginx

12 template:

13 metadata:

14 labels:

15 app: nginx

16 spec:

17 # nodeSelector:

13 £ st-team
19 con st

20 - name: nginx

21 image: nginx:1.7.9 # replace it with your exactly <image_name:tags>
UPLOAD CANCEL

- CREATE AN APP: Complete the following configurations to create an

application.

- App name: Enter the name of the application you are about to create. In this
example, enter nginx - test .

- Container image: Enter the URL of the image to be used. In this example, use
Docker Nginx.

- Number of pods: Configure the number of pods for this application.

- Service: Select External or Internal. External indicates to create a service that
can be accessed from outside the cluster. Internal indicates to create a service
that can be accessed from within the cluster.

- Advanced options: To configure the information such as labels and
environment variables, click SHOW ADVANCED OPTIONS. This configuration
distributes the traffic load evenly to three pods.


https://hub.docker.com/_/nginx/

CREATE FROM TEXT INPUT CREATE FROM FILE CREATE AN APP

An 'app’ label with this value will be added to the Deployment and Service that get

nginx-test
deployed. Learn more &
10/24
nignx Enter the URL of a public image on any registry, or a private image hosted on Docker
Hub or Google Container Registry. Learn more @&
A Deployment will be created to maintain the desired number of pods across your
cluster. Learn more &
None - Optionally, an internal or external Service can be defined to map an incoming Port to a
e

target Port seen by the container. The internal DNS name for this Service will be:
nginx-test. Learn more &

SHOW ADVANCED OPTIONS

DEPLOY CANCEL

CREATE FROM FILE: Upload an existing YAML or JSON configuration file to

create an application.

6. Click UPLOAD or DEPLOY to deploy the containers and services.
You can also click SHOW ADVANCED OPTIONS to configure more parameters.
What's next

After clicking UPLOAD or DEPLOY, you can view the services and containers of the

application.

Click Pods in the left-side navigation pane. You can check the status of each

Kubernetes object according to the icon on the left. .-""j‘\ indicates the object is still
=

being deployed. @ indicates the object has completed the deployment.



< = OrKloads Pods
Cluster
CPL usage
MNamespaces
0.007
Modes 0005
Persistent Vol —
ersistent Volumes 0004
Roles 2
;D.DDE
Storage Cl 5
rage Classes S 4 000
Mamespace
2%:35 20:36 20:40 20:4:
defanlt - Time
Crverview
Jorkloads Pods
Cron Jobs Mame = Mode
Daemon Sefs _ cn-han
nginx-test-70cB847 cd6d-knsB4 bp 10yic
Deploymen s
Tobs S ] crn-hang
nginx-test-79c847 cd6d-knxtz bp 1 0yic
Pods
. cn-hant
Replica Sets nginx-test-79c847 cdbd-tgsfv bp 10yic

1.4.2 Create an application by using an image

Prerequisites

Create a Kubernetes cluster. For more information, see #unique_13.

Procedure

1. Log on to the Container Service console.


https://cs.console.aliyun.com

2. Click Kubernetes >Application > > Deployment in the left-side navigation
pane.Click Create by image in the upper-right corner.
3. Enter the application Name, and then select the Cluster and Namespace. Click Next

to go to the Configuration step.

By default, the system uses the default namespace if the namespace is not

configured.

Create Application

Basic Information

Name: ‘ nginx

The name should be 1-64 characters long, and can contain numbers, lower case English letters and hyphens, but cannot start with a hyphen

Cluster: test-ks

Namespace : default

-

4. Configure the general settings for the application.

- Image Name: You can click Select image to select the image in the displayed

dialog box and then click OK. In this example, the image name is nginx.

You can also enter the private registry in the format of domainname /
namespace / imagename : tag .
- Image Version: Click Select image version to select the image version. If the
image version is not specified, the system uses the latest version by default.

- Scale: Specify the number of containers. In this example, only one container is

in the pod. If multiple containers are specified, the same number of pods will be

started.
Image Name: naging Image Version:
Select image Select image version
Scale: 1

5. Configure the resource limit and resource reserve for the container.

- Resource Limit: Specify the upper limit for the resources (CPU and memory)
that can be used by this application to avoid occupying excessive resources.

- Resource Request: Specify how many resources (CPU and memory) are reserved
for the application, that is, these resources are exclusive to the container.

Other services or processes will compete for resources when the resources



are insufficient. By specifying the Resource Request, the application will not

become unavailable because of insufficient resources.

CPU is measured in millicores (one thousandth of one core). Memory is measured

in bytes, which can be Gi, Mi, or Ki.

Resource Limit  cpu Mermory

Resource Reguest cpy) Memory

. Configure the data volumes.

The hostPath data volumes can be configured. The hostPath data volumes mount
the files or directories in the host file system to the pod. For more information, see

hostPath in volumes.

In this example, configure a hostPath data volume named data. Use the host

directory / tmp and mount the data volume data tothe var / 1ib / docker

directory in the container.

Data Volume: © Add local storage

© Add doud storage

Disk v puyurpan-test v | o [-]

. Configure the environment variable.

You can configure the environment variable for the pod in the format of key-value
pairs to add the environment label or pass the configurations for the pod. For more

information, see Pod variable.
. Configure the container.

You can configure the Command, Args, and Container Config for the container

running in the pod.

- Command and Args: If not configured, the default settings of the image are
used. If configured, the default settings of the image are overwritten. If only

the Args is configured, the default command will run the new arguments when


https://kubernetes.io/docs/concepts/storage/volumes/?spm=0.0.0.0.8VJbrE
https://kubernetes.io/docs/tasks/inject-data-application/environment-variable-expose-pod-information/?spm=0.0.0.0.8VJbrE

the container is started. Command and Args cannot be modified after the pod is
created.

- Container Config: Select the stdin check box to enable standard input for the
container. Select the tty check box to assign an virtual terminal to send signals
to the container. These two options are usually used together, which indicates
to bind the terminal (tty) to the container standard input (stdin). For example,
an interactive program obtains standard input from you and then displays the

obtained standard input in the terminal.
9. Select whether or not to enable the Auto Scaling.
To meet the demands of applications under different loads, Container Service

supports the container auto scaling, which automatically adjusts the number of

containers according to the container CPU and memory usage.

10Click Next after completing the configurations. In the Access Control step,

configure a service to bind with the backend pods.

‘Access Conirol

Service(Servics)

Ingress(Ingress)

o -

- Service: Select None to not create a service, or select a service type as follows:

- ClusterIP: Exposes the service by using the internal IP address of your cluster

. With this type selected, the service is only accessible from within the cluster

- NodePort: Exposes the service by using the IP address and static port
(NodePort) on each node. A ClusterIP service, to which the NodePort service
is routed, is automatically created. You can access the NodePort service from

outside the cluster by requesting < NodeIP >:< NodePort >.

- Server Load Balancer: Exposes the service by using Server Load Balancer

, which is provided by Alibaba Cloud. Select public or inner to access the



service by using the Internet or intranet. Server Load Balancer can route to
the NodePort and ClusterIP services.
Name: By default, a service name composed of the application name and the
suffix svc is generated. In this example, the generated service name is nginx-
default-svc. You can modify the service name as needed.
Port Mapping: You must add the service port and the container port. If NodePort
is selected as the service type, you must configure the node port to avoid the

port conflict. Select TCP or UDP as the Protocol.

11 Click Create after the access control configurations.

The Done step indicating the successful creation appears. The objects contained in

the application are displayed. You can click View to view the deployment list.

Create Application

Help:

Go to deployment listview

Create de
<

loyment nginx-default-deployment

Create service nginx-default-sve Succeaded

Create hpa Succeeded

Crezte Again

12.The newly created deployment nginx-default-deployment is displayed on the

Deployment page.
Deploymentnginx-deployment + Back to List Ree=h
I Overview

nginx-deployment

default

2018-08-09 15:28:55

app:nginx
deployment.kubemetes.io/revision:1
app:nginx

RollingUpdate

Updated:1 , Unavailable:0 |, Replica:1

CPU Memory

Memory usage(Gi)

Pods RelatedService Events Horizontal Pod Autoscaler

nginx-deployment-64ff85b579-havjz @ Running nainx:latest




13 ClickApplication > > Servicein the left-side navigation pane. The newly created

service nginx-default-svc is displayed on the Service List page.

Container Service - Ingress Refresh E
Kubernetes -

nginx-ingress > Ngink-svc 08/09/2018,15:28:56 Details Update View YAML Del

14.Access the external endpoint in the browser to access the Nginx welcome page.

foo.bar.com/?spm=>5176.2020520152.0.0.704061b1K41)g0

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nainx.

1.4.3 Create an application by using an orchestration template

Prerequisites

Create a Kubernetes cluster. For more information, see #unique_13.
Context

In the Container Service Kubernetes orchestration template, you must define a
resource object required for running an application, and combine the resource

objects into a complete application by using label selector.

Create an Nginx application in this example. Firstly, create a backend pod resource
object by creating the deployment. Then, deploy the service to bind it to the backend
pod, forming a complete Nginx application.

Procedure
1. Log on to the Container Service console.

2. Click Kubernetes >Application > > Deploymentin the left-side navigation pane.


https://cs.console.aliyun.com

3. Click Create by template in the upper-right corner.

Deployment Creats by image || Create by tempiate | [ERTSEN
N

Clusters | test v Namespace| defaul

~ Clusters

Clusters

Nodes
° D) Could not find any record that met the condition.

Storage
~ |Application o
=

Service

4. Configure the template and then click DEPLOY.

- Clusters: Select the cluster in which the resource object is to be deployed.

- Namespace: Select the namespace to which the resource object belongs. default
is selected by default. Except for the underlying computing resources such as
nodes and persistent storage volumes, most of the resource objects must act on
a namespace.

- Resource Type: Alibaba Cloud Container Service provides Kubernetes YAML
sample templates of many resource types for you to deploy resource objects

quickly. You can write your own template based on the format requirements



of Kubernetes YAML orchestration to describe the resource type you want to

define.

Deploy templates

Only Kubernetes versions 1.8.4 and above are supported. For clusters of version 1.8.1, you can perform "upgrade cluster” operation in the er lis
Clusters test Y
Namespace default o M
Resource Type Resource - basic Deployment v

gpiVersion: apps/vlbeta2
C Deployment

Template
=: nginx-deployment-basic
o nginx

o: nginx

o DEPLOY

The deployment sample orchestration of an Nginx application is as follows. By
using this orchestration template, you can create a deployment that belongs to an
Nginx application quickly.

apiVersion : apps / vlbeta2 # for versions before 1.8

0 use apps / vlbetal
kind : Deployment

metadata
name : nginx - deployment
labels
app : nginx
spec
replicas : 2
selector

matchLabel s
app : nginx
template
metadata
labels
app : nginx
spec
containers
- name : nginx
image : nginx : 1 . 7 . 9 # replace it with your
exactly < dimage_name : tags >
ports



- containerP ort : 80

5. After you click DEPLOY, a message indicating the deployment status is displayed.
After the successful deployment, click Kubernetes Dashboard in the message to go

to the dashboard and check the deployment progress.

< = Deployments + CREATE

Cluster .
CPU usage Memory usage (i)

Namespaces

0004 122w
Nodes i :

Persistent Volumes

Roles

Memoryibytes)

Storage Classes

) b 1848 1840 1850 e 18:47 18:48 1840 12:50
default  ~ T

Overview
Workloads

Cron Jobs

Daemon Sets @ nginx-deployment-basic app: ngi. 2/2 2018-04-24 18:46:03 nginx:1.7.9

Deployments

Pods

6. Go back to the Deploy templates page and deploy a service resource object.

Container Service provides a service sample template of an Nginx application
. In this example, modify the template a little by changing the access type to
LoadBalancer, and then you can create a service bound to the backend pod, which

allows you to access the service in the browser.

ol
= | Note:

In this example, the selector values in the pod orchestration and service
orchestration are both nginx, so no modification is required. Make the

corresponding modifications according to your actual situations.

apiVersion : vl # for versions before 1.8.0 use
apps / vlbetal
kind : Service
metadata
name : my - servicel # TODO : to specify your service
name
labels
app : nginx
spec
selector :
app : nginx # TODO : <change label selector to match
your backend pod
ports :
- protocol : TCP
name : http
port : 30080 # TODO : choose an unique port on
each node to avoid port conflict
targetPort : 80



type : LoadBalanc er ## In this example , change the
type from NodePort to LoadBalanc er .

7. Enter the preceding orchestration contents in the Template field and then click

DEPLOY. A message indicating the deployment status is displayed after you click
DEPLOY. After the successful deployment, click Kubernetes Dashboard in the

message to go to the dashboard and check the deployment progress of the service.

Clusters ast M

Namespace default v

Resource Type Resource - Service M
Template vi

Service

my-servicel

nginx-svc

nginx

Deployed successfully. Go to Dashboard to see the deployment progress:

Kubernetes Dashboard | o
o I DEPLOY

8. In the Kubernetes dashboard, you can see the service my-servicel is successfully

deployed and exposes the external endpoint. Click the access address under

External endpoints.

+ CREATE

1]
0

Nodes
Persistent Volumas
Rolzs

Storage Classes

9 TCP

default

provider: <unen:=t Kubemetes: 443 TCR
Overview
Workloads
Cron Jobs
Daemon Sets
Deployments
Jobs
Pods
Replica Ssts
Replication Controllers
Stateful Sets
Discovery and Load Balang

Ingresses




9. You can access the Nginx service welcome page in the browser.

®: :30080

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.

1.4.4 Simplify Kubernetes application deployment by using
Helm

In Kubernetes, app management is the most challenging and in demand field.

The Helm project provides a uniform software packaging method which supports
version control and greatly simplifies Kubernetes app distribution and deployment
complexity.

Alibaba Cloud Container Service integrates the app catalog management function
with the Helm tool, extends the functions, and supports official repository, allowing

you to deploy the application quickly. You can deploy the application in the

Container Service console or by using command lines.

This document introduces the basic concepts and usage of Helm and demonstrat
es how to use Helm to deploy the sample applications WordPress and Spark on an

Alibaba Cloud Kubernetes cluster.
Basic concepts of Helm

Helm is an open-source tool initiated by Deis and helps to simplify the deployment

and management of Kubernetes applications.

You can understand Helm as a Kubernetes package management tool that facilitate
s discovery, sharing and use of apps built for Kubernetes. It involves several basic

concepts.

- Chart: A Helm package containing the images, dependencies, and resource
definitions required for running an application. It may also contain service
definitions in a Kubernetes cluster, similar to the formula of Homebrew, the dpkg
of APT, or the rpm file of Yum.

- Release: A chart running on a Kubernetes cluster. A chart can be installed multiple

times on the same cluster. A new release will be created every time a chart is



installed. For example, to run two databases on the server, you can install the
MySQL chart twice. Each installation will generate its own release with its own

release name.

- Repository: The repository for publishing and storing charts.
Helm components
Helm adopts a client/server architecture composed of the following components:

- Helm CLI is the Helm client and can be run locally or on the master nodes of the

Kubernetes cluster.

- Tiller is the server component and runs on the Kubernetes cluster. It manages the

lifecycles of Kubernetes applications.

- Repository is the chart repository. The Helm client accesses the chart index files

and packages in the repository by means of the HTTP protocol.
Use Helm to deploy applications
Prerequisites

- Before using Helm to deploy an application, create a Kubernetes cluster in Alibaba

Cloud Container Service. For more information, see #unique_13.

Tiller is automatically deployed to the cluster when the Kubernetes cluster is
created. Helm CLI is automatically installed on all the master nodes and the

configuration points to the Alibaba Cloud chart repository.

- Check the Kubernetes version of your cluster.

Only clusters whose Kubernetes version is 1.8.4 or later are supported. For clusters

whose Kubernetes version is 1.8.1, upgrade the cluster on the Cluster List page.
Deploy applications in Container Service console

1. Log on to the Container Service console.

2. Under Kubernetes, click Store > App Catalog in the left-side navigation pane.


https://cs.console.aliyun.com

3. On the App Catalog page, click a chart (WordPress in this example) to enter the

.
chart details page.
- o o o o
v EEEn OO OO QO OO
Clusters
- hdfs-namenode-k8s jenkins kafka monocular
stable 2.67 stable incubator v0.5.3 stable
Volumes
o9 o9 o3 o9
¥ Application O O O O
Deployment
mssql-linux mysql mysqlha nodered
Fos i 14.0.3023.8 stzble stable 5713 incubator cubats
Service E
o9 o9 o o9
Volumes Claim O O O O

postgresql

stable

a3

spark-oss

incubator

redis
3.2.9 stable.

a3

tiller-rest-proxy
0.7.3 stable

redis-ha
4.0.8-0 incubator

o2
O
o wordpress

200keeper

4. Enter the basic information for the deployment on the right.

Clusters: Select the cluster in which the application is to be deployed.

Namespace: Select the namespace. default is selected by default.

Release Name: Enter the release name for the application. Enter test in this

example.

Readme Values

WordPress

platform for building blogs and websites,

TL;DR;

% helm install stable/wordpress

Introduction

database requirements of the WordPress application.

This chart bootstraps a WordPress deployment on a Kubernetes cluster using the Helm package manager.

WordPress is one of the most versatile open source content management systems on the market. A publishing

Deploy

Only Kubernetes versions 1.8.4 and above are
supported. For dusters of version 1.8.1, you can
perform “upgrade cluster” operation in the cluster
list

Clusters

kBs-cluster v
Namespace

default v

Release Name

wordprass-default

It also packages the Bitnami MariaDB chart which is required for bootstrapping a MariaDB deployment for the

DEPLOY

5. Click the Values tab to modify the configurations.

In this example, bind dynamic data volumes of the cloud disk to a persistent

storage volume claim (PVC). For more information, see #unique_29.

@ Note:




You need to create a persistent storage volume (PV) of cloud disk in advance. The

capacity of the PV cannot be less than the value defined by the PVC.

bitnami_wordpress

bn_wordpress

"alicloud-disk-efficiency™
ReadWriteOnce
20Gi

LoadBalancer

Clusters

kBs-cluster v
Namespace

default v

Release Name

wordpress-default

DEPLOY

Version

0.6.13

Project Homepage

6. Click DEPLOY after completing the configurations. After the successful

deployment, you are redirected to the release page of this application.

Container Service - Release List - wordpress-default

Kubernetes ~

Overview

I Current Version

¥ Clusters

Refresh

Relzase Name :  wordpress-default Mamespace :  default Deployed at : 07/10/2018,17:11:24
Clusters
Nodes Current Version: 1 Time Updated : 07/10/2018,17:11:24
Volumes
Resource Valu
Namespace Resource Kind
Deployment Secret View YAML
ConfigMap
Pods
- PersistentvolumeClaim
Service —
PersistentValumeClaim
Ingress
Service
Volumes Claim
Deployment
Config Maps wordpress-default-wordpress Deployment View YAML




7. Click Application > Service in the left-hand navigation pane. Select the target
cluster and namespace and find the corresponding service. You can obtain the

HTTP/HTTPS external endpoint address.

Container Service - Service List Refresh
Kubernetes ~
kBs-cluster v Namespace | default v |o

Clusters . - Detals | Update | View YAML
kubernetes Clusterl  06/27/2018,17:53:40 kubernetes:443 TP -

Overview Clusters

¥ Clusters

Nodes

Details Update View YAML
Volumes wardpress-default-mariadb  ClusterIP 07/10/2018,17:36:16 wordpress-default-mariadb:3306 TCP - | e -

Names|

wordpress-default-wordpress:80 TC|

amespaca
w | application o wordpress-default-wordpress:32109
wordpress-Gefaut- LoadBalancer  07/10/2018,17:36:16 °eo i
W press-. - 55
ess..

wordpress

80 Details Update View YAML

Deployment

8. Click the preceding access address to enter the WordPress blog publishing page.
Deploy applications by using command lines

You can use SSH to log on to the master node of the Kubernetes cluster when
deploying applications by using command lines (Helm CLI is automatically installed
and has configured the repository). For more information, see #unique_10. You can

also install and configure the kubectl and Helm CLI locally.

In this example, install and configure the kubectl and Helm CLI locally and deploy the
applications WordPress and Spark.

Install and configure kubectl and Helm CLI
1. Install and configure kubectl on a local computer.
For more information, see #unique_20.

To view information of the target Kubernetes cluster, enter the command kubectl
cluster - 1info .
2. Install Helm on a local computer.
For the installation method, see Install Helm.

3. Configure the Helm repository. Here the charts repository provided by Alibaba

Cloud Container Service is used.

helm init -- client - only -- stable - repo - url https ://
aliacs - app - catalog . oss - cn - hangzhou . aliyuncs . com /
charts /

helm repo add incubator https :// aliacs - app - catalog .
oss - cn - hangzhou . aliyuncs . com / charts - incubator /


https://github.com/kubernetes/helm/blob/master/docs/install.md?spm=5176.100239.blogcont159601.27.k76Hec&file=install.md

helm repo update

Basic operations of Helm
- To view the list of charts installed on the cluster, enter the following command:
helm list

Or you can use the abbreviated version:

helm 1s
- To view the repository configurations, enter the following command:
helm repo list
- To view or search for the Helm charts in the repository, enter one of the following

commands:

helm search
helm search repository name # For example , stable or
incubator .
helm search chart name # For example , wordpress or
spark .

- To update the chart list to get the latest version, enter the following command:
helm repo update
For more information about how to use Helm, see Helm document.
Deploy WordPress by using Helm
Use Helm to deploy a WordPress blog website.
Enter the following command.

helm install -- name  wordpress - test stable / wordpress

Note:
The Alibaba Cloud Kubernetes service provides the support for dynamic storage
volumes of block storage (cloud disk). You need to create a storage volume of cloud

disk in advance.
The result is as follows:

NAME : wordpress - test

LAST DEPLOYED : Mon Nov 20 19 : 01 : 55 2017
NAMESPACE : default

STATUS : DEPLOYED


https://github.com/kubernetes/helm

Use the following command to view the release and service of WordPress.

helm list
kubectl get svc

Use the following command to view the WordPress related pods and wait until the

status changes to Running.

kubectl get pod

Use the following command to obtain the WordPress access address:

echo http ://$( kubectl get svC wordpress - test - wordpress
- 0 jsonpath ='{. status . loadBalanc er . ingress [ 0 ]. ip }")

Access the preceding URL in the browser, and you can see the familiar WordPress

website.

You can also follow the chart instructions and use the following command to obtain

the administrator account and password of the WordPress website:

echo Username : user

echo Password : $( kubectl get secret -—-- namespace default
wordpress - test - wordpress - o jsonpath ="{. data . wordpress -
password }" | base64 -- decode )

To completely delete the WordPress application, enter the following command:

helm delete -- purge wordpress - test

Deploy Spark by using Helm

Use Helm to deploy Spark for processing big data.
Enter the following command:

helm install -- name myspark stable / spark

The result is as follows:

NAME : myspark

LAST DEPLOYED : Mon Nov 20 19 : 24 : 22 2017
NAMESPACE : default

STATUS : DEPLOYED

Use the following commands to view the release and service of Spark.

helm list



kubectl get svc

Use the following command to view the Spark related pods and wait until the status
changes to Running. Pulling images takes some time because the Spark related

images are large.

kubectl get pod

Use the following command to obtain the Spark Web UI access address:

echo http ://$( kubectl get svc myspark - webui - o
jsonpath ='{. status . loadBalanc er . ingress [ @ ]. ip }'): 8080
Access the preceding URL in the browser, and you can see the Spark Web UI, on

which indicating currently three worker instances exist.

Then, use the following command to use Helm to upgrade the Spark application and
change the number of worker instances from three to four. The parameter name is

case sensitive.

helm upgrade myspark -- set " Worker . Replicas = 4 " stable /
spark

The result is as follows:

Release " myspark " has been upgraded . Happy Helming !
LAST DEPLOYED : Mon Nov 20 19 ¢ 27 : 29 2017
NAMESPACE : default

STATUS : DEPLOYED

Use the following command to view the newly added pods of Spark and wait until the

status changes to Running.

kubectl get pod

Refresh the Spark Web Ul in the browser. The number of worker instances changes to

four.



To completely delete the Spark application, enter the following command:

helm delete -- purge myspark

Use third-party chart repository

Besides the preset Alibaba Cloud chart repository, you can also use the third-party
chart repository (make sure the network is accessible). Add the third-party chart

repository in the following command format:

helm repo add repository name repository URL
helm repo update

For more information about the Helm related commands, see Helm document.
References

Helm boosts the growth of communities. More and more software providers, such as
Bitnami, have begun to provide high-quality charts. You can search for and discover

existing chartsat https :// kubeapps . com /.
1.4.5 Manage applications by using commands

You can create applications or view containers in applications by using commands.
Prerequisites

Before using commands to manage applications, #unique_20.


https://docs.helm.sh/helm/#helm-repo-add

Create an application by using commands

Run the following statements to run a simple container (a Nginx Web server in this

example).

root @ master # kubectl run - it nginx -- image = registry .
aliyuncs . com / spacexnice / netdia : latest

This command creates a service portal for this container. Specify -- type =
LoadBalanc er and an Alibaba Cloud Server Load Balancer route will be created

to the Nginx container.

root @ master # kubectl expose deployment nginx -- port = 80
-- target - port = 80 -- type = LoadBalanc er

View containers by using commands

Run the following command to list all the running containers in the default

namespaces.

root @ master # kubectl get pods
NAME READY STATUS RESTARTS AGE
nginx - 2721357637 - dvwg3 1/1 Running 1 9h

1.4.6 Create a service

A Kubernetes service, which is generally called a microservice, is an abstraction
which defines a logical set of pods and a policy by which to access them. The set of

pods accessed by a Kubernetes service is usually determined by a Label Selector.

Kubernetes pods are created and deleted in a short time even if they have their own
IP addresses. Therefore, using pods directly to provide services externally is not
a solution of high availability. The service abstraction decouples the relationship
between the frontend and the backend. Therefore, the loose-coupling microservice

allows the frontend to not care about the implementations of the backend.
For more information, see Kubernetes service.
Prerequisites

You have created a Kubernetes cluster successfully. For how to create a Kubernetes

cluster, see #unique_13.
Step 1 Create a deployment

1. Log on to the Container Service console.


https://kubernetes.io/docs/concepts/services-networking/service
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. Log on to the Container Service console.

. Click Kubernetes >Application > > Deployment in the left-side navigation

pane.Click Create by template in the upper-right corner.

Container Service Deployment Create by template Refresh

5| Swarm o

Clusters test v | Namespace default v

~ Clusters

Clusters

Nodes -
. © Could not find any record that met the condition.

Deplayment

. Select the cluster and namespace to create the deployment. In the Resource Type

drop-down list, select Custom to customize the template or a sample template.

Then, click DEPLOY.

Deploy templates

Only Kubernetes versions 1.8.4 and above are supported. For clusters of version 1.8.1, you can perform “upgrade cluster” operation in the cluster lis
Clusters ast M
Namespace default v

Resource Type

n: apps/vlbeta2

Template
Deployment

nginx-deployment-basic

nginx

nginx
nginx:1.7.9

28

DEPLOY

In this example, the sample template is an Nginx deployment.

apiVersion : apps / vlbeta2 # for versions before 1. 8.

0 use apps / vlbetal
kind : Deployment

metadata
name : nginx - deployment - basic
labels :
app : nginx
spec :

replicas : 2
selector :
matchLabel s :
app : nginx
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template :
metadata :
labels :
app : nginx
spec :
containers :
- hame : nginx
image : nginx : 1 . 7 . 9 # replace it with your
exactly < dimage_name : tags >
ports :
- containerP ort : 80 ## You must expose this
port in the service

5. Go to the Kubernetes dashboard to view the running status of this deployment.

< = Deployments + CREATE
Cluster .
CPU usage Memory usage (1)
MNamespaces
Nodes oot 322 Mi

286 M

Persistent Volumes

Roles

Storage Classes

ez e T T =S QECIETE e e 1143 114e 1145 1145 M4E 1147
default  ~ Time Time
Overview
—. Deployments =
Cron Jobs ame Labels Pods Age =
Daemon Sets & nginx-deployment-basic app: ngi. 2/2 2018-04-20 11:41:00 nginx:1.7.9

Deployments
Jobs

Pods

Step 2 Create a service

1. Log on to the Container Service console.

2. Log on to the Container Service console.

3. Click Kubernetes >Application > > Servicein the left-side navigation pane.

4. Select the cluster and namespace from the Clusters and Namespace drop-down

lists. Click Create in the upper-right corner.

Container Service Service List Refresh

s|  Swarm o °

|:Iuste|5 test v | Namespace default v

kubernetes ClusterIP

Storage

Application o

Config Maps =
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5. Complete the configurations in the displayed Create Service dialog box.

Creafe Service

Mame: MainX-5ve
Type: Server Load Balanc ¥ || public v
Related nginx-deployment-
deployment:

Port Mapping:  @add

8080 | |80 R -

- Name: Enter the service name. In this example, enter nginx-svc.

- Type: Select the service type, namely, the access method of the service.

- ClusterIP: Exposes the service by using the internal IP address of your cluster
. With this type selected, the service is only accessible from within the cluster
. This type is the default service type.

- NodePort: Exposes the service by using the IP address and static port
(NodePort) on each node. A ClusterIP service, to which the NodePort service
is routed, is automatically created. You can access the NodePort service from

outside the cluster by requesting < NodeIP >:< NodePort >.

- Server Load Balancer: Exposes the service by using Server Load Balancer
, which is provided by Alibaba Cloud. Select public or inner to access the
service by using the Internet or intranet. Alibaba Cloud Server Load Balancer
can route to the NodePort and ClusterIP services.
- Related deployment: Select the backend object to bind with this service. In
this example, select nginx-deployment-basic, the deployment created in

the preceding step. The corresponding Endpoints object is not created if no



deployment is selected here. You can manually map the service to your own

endpoints. For more information, see Services without selectors.

Port Mapping: Add the service port and container port. The container port must

be the same as the one exposed in the backend pod.

6. Click Create. The nginx-svc service is displayed on the Service List page.

Kubernstes  Swarm
Clusters | test v| Namespace| default v
~ Clusters

Clusters

Nodes kubernetes ClusterIp 04/20/2018,10:08:47 kubernetas:443 TCP - Update

Storage nginx:

0 TCP .
+B0B( Jpdate
nginx-svc:30138 TCP | Update

nginx-sve LoadBalancer 04/20/2018,14:06:08

~ Application

Container Service Service List Refresh

7. View the basic information of the service. Access the external endpoint of the

nginx-svc service in the browser.

C|O1 t/?spm=5176.2020520152.0.0.43fd16ddLtgTUa

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank yau for using nginx.

Then, you have created a service that is related to a backend deployment and

accessed the Nginx welcome page successfully.

1.4.7 Schedule a pod to a specified node

You can add a node label and then configure the nodeSelect or toscheduleapod

to a specified node. For more information about the implementation principle of

nodeSelector, see nodeselector.

For business scenario needs, to deploy a service used for management and control
to a master node, or deploy services to a machine with an SSD disk, you can use this

method to schedule pods to specified nodes.
Prerequisites

You have successfully created a Kubernetes cluster. For more information, see

#unique_13.
Step 1 Add a node label

1. Log on to the Container Service console.

2. Under the Kubernetes menu, click Clusters > Nodes in the left-side navigation

pane.
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3. Select the cluster from the Cluster drop-down list and then click Label

Management in the upper-right corner.

Container Sagui Node List
& pos

=@

Clusters
=@
Storage
= Application
Deployment
Pods

Service

Release

Config Maps

Ingress = | . .

Help: & Postp;

Alibaba Cloud Node

Alibaba Cloud Node

Alibaba Cloud Node

Alibaba Cloud Node

Role

Master

Master

Warker

Master

Refresh Label Management I Scale Cluster Add Existing Instance

erating System Update Time Action

ecs.snlnelarge centos_7_04 04/24/2018,10:15:39 Monitor
ecs.sninelarge centos_7_04 04/24/2018,10:15:40 Monitor
ecs.snlnelarge centos_7_04 04/24/2018,10:15:40 Monitor
ecs.sninearge centos_7_04 04/24/2018,10:15:41 Monitor

Total: 4 item(s) , Per Page : [20 v Jitem(s)

‘

4. Select one or more nodes by selecting the corresponding check boxes and then

click Add Tag. In this example, select a worker node.

Label Management

Name

cn-hangzhou. i

cn-hangzhou, -5 | kel

¢ngzhou.\' Ll o e,
cn-hangzhou. - e e g

+ Back | @ Hide Default

wo o ke

Tl

Refresh

Label

group : master

group : master

group : master

. Ener the name and value of the label in the displayed dialog box and then click OK.

Add

Mame

Value

group

worker

The node label

group :

worker

is displayed on the Label Management page.

Label Management

Name

cn-hangzhou.i-%

cn-hangzhou.i-k

cn-hangzhou.i-s & kel

+ Back | ¥ Hide Default

cn-hangzhou.i-f il

Refresh
1P Address Label
group : master

group : master

group : master




You can also add a node label by running the command kubectl

< node - name > < label - key >=< label - value >.

Step 2 Deploy a pod to a specified node

1. Log on to the Container Service console.

label nodes

2. Under the Kubernetes menu, click Applications > Deployment in the left-side

navigation pane.

3. Click Create by template in the upper-right corner.

Container Service

Kubernetes

~ Clusters
Clusters
Nodes

Storage

Ingress

Application 6
ployment

Deployment

Clusters | test v Namespace

nginx-deployment-basic

test-mariadb

test-wordpress

default

v

appinginx 2 04/24/2018,18:46:03
app:test-mariadb
chart: adb-0.7.0
release:test
heritage:Tiller

1 04/25/2018,20:50:20

appitest-wordpress
chart:wordpress-0.6.13
releaseitest
heritage:Tiller

1 04/25/2018,20:50:20

| Create by template Refresh

Detzils | Update | Delete

Details Update Delete

Details Update Delete



https://cs.console.aliyun.com

4. Configure the template to deploy a pod. After completing the configurations, click
DEPLOY.

- Clusters: Select a cluster.
- Namespace: Select the namespace to which the resource object belongs. In this
example, use default as the namespace.

- Resource Type: Select Custom in this example.

Deploy templates

Only Kubernetes versions 1.8.4 and above are supported. For dusters of version 1.8.1, you can perform "upgrade cluster” operation in the cluster list
Clusters test M
MNamespace default M
Resource Type Custom M

Template

hello-pod
=: hello-pod

=: nginx

magePu IfhotPresent
ne: hello-pod

n: Jdev/termination-log

worker

=2 Ak

The orchestration template in this example is as follows:

apiVersion : vl
kind : Pod
metadata
labels
name : hello - pod
name : hello - pod
spec
containers
- dmage : nginx
imagePullP olicy : IfNotPrese nt
name : hello - pod
ports
- containerP ort : 8080
protocol : TCP
resources : {}
securityCo ntext
capabiliti es : {}
privileged : false
terminatio nMessagePa th : / dev / terminatio n - log
dnsPolicy : ClusterFir st
restartPol dicy : Always



nodeSelect or
group : worker
configured in the
status :{}

## The same
preceding

as the node

step .

label

5. A message indicating the deployment status is displayed after you click DEPLOY .

After the successful deployment, click Kubernetes Dashboard in the message to go

to the dashboard and check the deployment status.

<

Cluster
MNamespaces
Nodes
Persistent Volumes
Roles

Storage Classes

default

Workloads

Cron Jobs

Daemon Sets

Deployments

@ nginx-deployment-basic

Pods

@ hello-pod

@ test-mariadb-9bbefezdd-fimam

@ test-wordpress-5b74dcf48c-r8jgh

@ nginx-deployment-basic-6c54bd5868-wg2ls

@ nginx-deployment-basic-6c54bd5869-krpf7

app: ngi...

ruming

cn-hangzhou.i-

Running
m-kangfhou‘\- Running
cn-hangzhou i~ Running
cn*a.m;zhou‘\— Running

2018-04-24 18:46:03 nginx:1.7.9

starts Age ¥
2018-

0 04-27 0
17:04:18
2018-

0 04-25
20:50:20
2018-

0 04-25
20:50:20
2018-

0 04-25 0
12:11:48

T 0002

I 0.0+

I 1445 Mi

I 217.309 Mi

I 152.145 Mi

I 344 i

I 305 Mi

+ CREAT

6. Click the pod name to view the pod details.

You can view the information such as the pod label and node ID, which indicates

the pod is successfully deployed to a node with the label group : worker .
< = SIEGEC = L0GS 4 E0IT W DELETE  + CREAT
Cluster .
CPU usage Memory usage (i)
Namespaces
Nodes “ M' 151 My

Persistent Volumes
Roles

Storage Classes

default
Qverview
Workloads

Cron Jobs

Daemon Sets

Deployments

Jobs

Pods

Replica Sets

Replication Controllers

Details

Name: hello-pod

MNamespace: default
[ebesrame: relop ]

Creation Time: 2018-04-27T09:04 UTC

Status: Running

QoS (Class: BestEffort

Containers

hello-pod

Rl

1.43 M

Network

Node: cn-hangzhou.i
IP: IT3

1741

1.4.8 Service scaling

After an application is created, you can scale out or in the services as per your needs.

Procedure

1. Log on to the Container Service console.

2. Click Kubernetes > Clusters in the left-side navigation pane.


https://cs.console.aliyun.com

3. Click Dashboard at the right of the cluster to enter the Kubernetes dashboard.

Container ice Cluster List You can create up to 5 clusters and can add up to 20 nodes in each duster.  Refresh Create Kubemetes Cluster
Kubernstes
- FEEE Help: & Create duster & Scale cluster & Connact to Kubernetes duster via kubsct ge applications with commands
Nodes Cluster Name/ID Regio letwork Type e
S = China East 1 (Hangzhou) @Running 04/24/2018,00:56:28 183 Manage | ViewLogs | Dashboard
: Scale Cluster | Mare~
~ Application

4. In the Kubernetes dashboard, click Deployments in the left-side navigation pane to

view the created deployments.

5. Click the icon at the right of the deployment and then select Scale.

Nodss = Deployments
Persistent Volumes

Roles CPU usage Memory usage (D
Storage Classes 122 M
288 M

0.001

+ CREATE

default =

Qvenview

Workloads

07 LES 1156 1200 1208
Cron Jobs

Daemon Sets

Deployments o Deployments
Jobs

Age = Images
Pods

@ nginx-deployment-basic app: ngi... 2/2 2018-04-24 18:46:03 nginx:1.7.9
Replica Sets

Replication Controllers

Stateful Sets

Discovery and Load Balang

12:07

Scale

Delete

View/edit YAML

6. The Scale a Deployment dialog box appears. Modify the value of Desired number of

pods to 2 and then click OK.

Then, a pod is added by expansion and the number of replicas rises to 2.

Scale a Deployment

Resource nginx-deployment-basic will be updated to reflect the desired count.
Currenf status: 1 created, 2 desired,

CAMCEL OK

What's next

You can check the status of each Kubernetes object according to the icon on

the left. @ indicates the object is being deployed. @ indicates the object has

completed the deployment.




After the application completes the deployment, you can click a deployment name

to view the details of the running Web service. You can view the replica sets in the
deployment, and the CPU usage and memory usage of these replica sets. You can also
click Pods in the left-side navigation pane, open a pod, and click LOGS in the upper-

right corner to view the container logs.

il
|:_| Note:

Wait a few minutes if you cannot view any resources.

< = nainx-deployment-basic ws SCALE 4 EDIT | DELETE  + CREATE

Cluster .
CPU usage Memory usage (i)
Namespaces
0.001 32 M
Nodes .,
Persistent Volumes

Roles

/

i3 TZ0 203 1208 TZ10 2z e 1200 1203 1208 1210 1z:42

Memory (biytes)

Storage Classes

default
Overview
Workloads Details
Cron Jobs

Daeman Sets

Deployments jons: deployment.kubemetes.io/revision:

Jobs Creation Time: 2018-04-

Pods

Replica Sets

Replication Controllers

Stateful Sets

1.4.9 View services

Context

If the external service is configured when you create the application, in addition to
running containers, Kubernetes dashboard creates the external services for pre-

assigning the Server Load Balancer to bring traffic to the containers in the cluster.
Procedure

1. Log on to the Container Service console.

2. Click Kubernetes >Application > > Servicein the left-side navigation pane.

3. Select the cluster and namespace from the Clusters and Namespace drop-down

lists to view the deployed services.

You can view the name, type, created time, cluster IP address, internal endpoint,

and external endpoint of a service. In this example, you can view the external
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endpoint (IP address) assigned to the service. Click the IP address to access the

Nginx welcome page.

Service List

CDnIainerG‘e

|:Iuste-|5 test v| Namespace | default v

~ Clusters
Clusters
Nodes kubernetes ClusterIP 04/24/2018,19:09:28 kubernetes:443 TCP
Storage , my-sel 1:30080 TCP o
T e my-servicel LoadBalancer 04/24/2018,19:09:46 I'W:’-EEW\:EISIBSQ Top :30080
Deployment

Pods

Refe

Update | Delete

Update | Delete

You can also enter the Kubernetes dashboard of the cluster and click Services in

the left-side navigation pane to view the services.

1.4.10 Delete a service

You can delete a Kubernetes service in the Container Service console.

Prerequisites

You have created a Kubernetes cluster successfully. For more information,

#unique_13.

see

You have created a service successfully. For more information, see #unique_36.

Procedure
1. Log on to the Container Service console.

2. Click Kubernetes >Application > > Servicein the left-side navigation pane.

3. Select the cluster and namespace from the Clusters and Namespace drop-down

lists. Click Delete at the right of the service (nginx-svc in this example).

Container Service Service List

es | Swarm

04/20/2018,10:08:47

|-:\uste|s test v Namespace| default N

- Clusters

Clusters

kubernetes:443 TCP

Nodes kubsrnetes ClustertP

Storage

nginx-svc
Application

Deployment

LoadBalancer 04/20/2018,14:10:01

Update

Update

Del



https://cs.console.aliyun.com

4.

Click Confirm in the displayed dialog box. Then, the service is removed from the

Service List page.

Confirmm

Deletenging-sve 7

1.4.11 View pods

You can view the pods of a Kubernetes cluster in the Container Service console or in

the Kubernetes dashboard.

View pods in Container Service console

1.
2.
3.
4.

Log on to the Container Service console.

Log on to the Container Service console.

Click Kubernetes >Application > > Podsin the left-side navigation pane.

Select the cluster and namespace from the Clusters and Namespace drop-down

lists. Click Detail at the right of the pod.

@ Note:

You can update or delete a pod. For pods created by using deployments, we

recommend that you manage these pods by using deployments.

Container Service - Pod Refrash
Kubernetes ~

Overview Clusters | kBs-test v Namespaces | default v Name ¥

» Clusters
o nginx-deployment-5c682d88bb-
Deployments axif @running 0 07/08/2018,11:00:12 ¢ A L&4 Mi ]
Stateful Sets
nginx-deployment-5c689d88bb- Details
B fabg @~Running 0 07/08/2019,11:00:12 1371 Mi 'M;a
Job:
= Total: 2 item(s), Per Page: 25 item(s -
Cron Jobs
Volume Claims
Releases
riflov
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5. View the pod details.

Pods - nginx-deployment-5¢689d88bb-crxjf Refresh
I Overview
Name : nginx-deployment-5c689d88bb-crgf Namespaces : default
Status :  Running Time Created :  07/08/2019,11:00:12
Node : PodIP:

oo

Conditions

View pods in Kubernetes dashboard

1. Log on to the Container Service console.
2. Log on to the Container Service console.
3. Click Kubernetes > Clusters in the left-side navigation pane.

4. Click Dashboard at the right of the cluster to enter the Kubernetes dashboard.

Container Service - Cluster List You can create up to 100 clusters and add up to 1000 nodes in each cluster. To request a quota increase, submit a tickat, Rafresh Create Kubernetes Cluster
Kubernetes ~
Overview C & E
¥| Clusters o
Name ¥ Tags
Clusters
Nodes . - . ,. . f— peoul g
ags Cluster Type  Region (All) ~ Network Type  Status of Nodes me Created
pos e ’ . , . VPC Mana View Logs
B-Cluster-manage w  Manage China North 2 . 1.12.6- -
= pe- @Rruning 6 07/04/2019,14:40:40
lam = Kubemetes Beijing - aliyun.1
Namespaces . (Beiing) 2zebsinxpid... 4 Scale Out | Morew
Autherization
VPG Manage View Logs
kBs-test Managed China East 1 1.12.6-
" L vpc- Rui 3 06/29/2019,10:02:38 Dashboard
¥ Applications Kubemnetes (Hangzhou) DC, N @Funning o O aliyun.1 =snpoat
bp16mogz2njr... Scale Out | Mare~
Deployments.

5. In the Kubernetes dashboard, click Pods in the left-side navigation pane to view the

pods in the cluster.

You can also click Services in the left-side navigation pane and then click the

service name to view the pods in this service.

= Discovery and load balancing  sarvices + CREATE
Storage Classes

Services =

default =
ternal endpaints External endpoints Age ¥
Overview
. my-service1:30080 TCP o 2018-04-24
Workloads FHRE gl ' my-service1:31859 TCP e 10:08:46
component: apiser... 2018-04-24
Cron Jobs kubernetes kubernetes:443 TCP -
: @ - provider: kubernet. 10:00:28

Daemon Sets
Deployments
Jobs
Pods
Replica Sets
Replication Controllers
Stateful Sets
Discovery and Load Balang

Ingresses

Services o



https://cs.console.aliyun.com
https://partners-intl.console.aliyun.com/#/cs

6. You can check the status of each Kubernetes object according to the icon on

the left. T indicates the object is being deployed. a indicates the object has

p

completed the deployment.

CPU f#H= WEFEHE @

139 Mi
124 Mi
g
5
2
= 5

(]
22:54 2256 23:00 2303 2306 23:08 22:54 22:56 23:01 23:03 2306 23:08
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7. Click the pod name to view the details, CPU usage, and memory usage of the pod.

Nodes = nginx-deployment-basic-6c54bd5869-krpf7 =3} = LOGS # EDIT [ DELETE <+ CREATE|
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, requast: "GET

5115 +000C r: 1 1WETHF g™ "Mozilla/S.0 (findows NT B.1;
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9. You can also click the icon at the right of the pod and then select Delete to delete

the pod.

Nodes = Pods + CREAT
Persistent Volumes
Roles CPU usage Memory usage (D)
Storage Classes 0.020 a2
S 420 M
R
default - ="
£=3
g 21018
Overview . % R
0.004 105 M
Workloads
I Jobs 2% 39 2040 2043 20:46 20:53 2“ 39 2040 2043 2046 20:50 20:53
ron Jobs T T
Daemon Sets
Deployments Pods =
Jobs
o ame & s 3 starts  Age &
Pods
2018-
e @ hello-pod cn-hangzhou.l- Running 0 0427 0 1 445 M
E-EE : - 17:04:18
Replication Controllers N . 2018- Viewfedit YAML|
@ test-mariadb-9bbgfe7dd-fim2m c-hangzhou t Running 0 0425 b 0.002 I 217426 Mi
Stateful sets 20:50:20
2018-
Discovery and Load Baland @ test wordpress-5b74dcf48c-r8joh cn-hangzhou.i- Running 0 0425 k0005 R 153367 Mi =
Ingresses 20:50:20
cn-hangzhou.i- 2018 _
Services @ nainx-deployment-basic-6c54bd5869-wg2ls Running 0 04-25 0 I 1344 Mi =
- 12:11-48

1.4.12 Change container configurations

You can change the container configurations in the Container Service console.

Procedure

1. Log on to the Container Service console.

2. Click Kubernetes > Clusters in the left-side navigation pane.

3. Click Dashboard at the right of the cluster to enter the Kubernetes dashboard.

Container ice Cluster List

Sp=— Help: & Create duster & &G
E-lg
Nodes
Storage test

~_Application

China East 1 (Hangzhou)

VPC

YYou can create up to 5 dlusters and can add up to 20 nodes in each duster.  Refresh Create Kubemetes Cluster

View Logs

Scale Cluster | More~-

@Running 04/24/2018,09:56:28  1.8.3 Manage

4. In the Kubernetes dashboard, click Pods in the left-side navigation pane.

5. Click the icon at the right of the pod and then select View/edit YAML.

< = Pods + CREATE
Cluster —
€PU usage Memory uszge (D)
Namespaces
Nodes B s
Persistent Volumes P
Es 15 M
e £ 143
g
Storage Classes 3
Az i E) T AT 1041 B 10:30 10 o 040 1041
default  ~ Time Time
Qverview
Workloads pods =
Cron Jobs Name % Status ¢ Restarts  Age 3
Daemon Sets ¥ - 201¢-
@ nginx-deployment-basic-6c540d5869-bntzf crhangzhour: Running 0 04-24 (1] I 375 i Delate
bpidfhkfizpg7211a78! 24
Deployments 18:46:03
2018- View/edit YAML
Jobs ® nginx-deployment-basic-6c54hds869-krpf7 ahangzhou.i- Running 0 04-24 0 -;.589
bpidfhkfl2pg72l1g78l 18:45:02
@
Replica Sets
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6. The Edit a Pod dialog box appears. Change the container configurations and then

click UPDATE.
Edit a Pod
1.0
2 "kind": "Pod",
3 "apiversion™: "wvl1",
4. "metadata™: {
5 "name": "nginx-deployment-basic-6c54bdSE63-bntzf",
6 "generatellame”: "nginx-deployment-basic-6c54bds8R9-",
7 "namespace”: "default"”,
B "selflink™: "/api/vl/namespaces/default/pods/nginx-deployment
-basic-6c54bd5369-bntzf",
0 "uid": "afd@5Bes-47ac-11le8-a84C-001632101701",
1@ "resourceVersion”: "656@88",
11 "creationTimestamp"™: "2818-84-24T14:46:837",
12 - "labels™: {
13 "app": "nginx",
14 "pod-template-hash™: "2718681425"
15 1s
16 - "ownerReterences": [
17 - {
18 "apiVersion": "extensions/vlbetal”,
19 "kind": "Replicaset”,
2a "name": "nginx-deployment-basic-6cS4bd5869",
21 "uid": "af3cddbé-47ac-11e8-aB4c-001632181791",
22 “controller™: true,
23 "blockOwnerDeletion"™: true
24 T —
CANCEL COPY LUPDATE

1.5 Namespaces

1.5.1 Create a namespace
Prerequisites

You have created a Kubernetes cluster. For more information, see #unique_13.
Context

In Kubernetes clusters, you can use the Namespace function to create multiple virtual
spaces. When the number of users in one cluster is large, multiple namespaces are
used to divide the workspaces effectively and the cluster resources into different

purposes. The namespace resources are assigned by using the resource-quotas.
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Procedure

1. Log on to the Container Service console.

2. Under Kubernetes, clickClusters > Namespacein the left-side navigation pane.

3. Select the cluster from the Clusters drop-down list and then click Create in the

upper-right corner.

Container Service Namespace

Kubernetes  Swarm
sters| | test
Erznzy CIULHL o

Clusters ame Tag

Clusters
Nodes

Storage

~ Application

default @Ready 06/08/2018,13:33:49

kuba-public @Ready 06/08/2018,13:33:53

e kube-system @ Ready 06/08/2018,13:33:50
espace

4. Configure the namespace in the displayed dialog box.

Create Namespace

Mame est

env fest

Cancel

- Name: Enter the namespace name, which is 1-63 characters long, can only

contain numbers, letters, and hyphens (-), and must start and end with a letter

or number. In this example, enter test as the name.

- Tags: Add one or more tags for the namespace to identify the characteristics of

the namespace, for example, to identify this namespace to be used for the test

environment.

You can enter the variable name and variable value, and then click Add on the

right to add a tag for the namespace.
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5. Click OK after completing the configurations.

6. The namespace test is successfully created and displayed in the namespace list.

Container Service Namespace Refresh

Kubernetes  Swarm
Overien Clusters | test v
~ Clusters
Clusters default @Ready 06/08/2018,13:33:49 Edit | Delste
Nodes
kube-public @ Ready Edit Delete
Storage

kube-system @ Ready Edit Delete

Namespace

~ Application test I:I @Ready

Deployment =

1.5.2 Configure resource quotas for Nnamespaces
Prerequisites

- You have created a Kubernetes cluster. For more information, see #unique_13.
- You have created a namespace test. For more information, see #unique_42.

- Connect to the master node SSH IP address of the cluster. For more information,

see #unique_10.
Context

By default, a running pod can use the CPU and memory of nodes unlimitedly, which
means any pod can use the computing resources of the cluster unlimitedly, and the

pods of a namespace may use up the cluster resources.

One of the important functions of namespaces is to act as a virtual cluster for
multiple purposes and meeting the requirements of multiple users. Therefore,

configuring the resource quotas for a namespace is a kind of best practice.

You can configure the resource quotas for a namespace, including CPU, memory, and

number of pods. For more information, see Resource Quotas.

Procedure

1. Log on to the Container Service console.
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https://cs.console.aliyun.com/

Container Service

User Guide / 1 Kubernetes cluster

2. Under Kubernetes, clickApplication > Deploymentin the left-side navigation pane.

Click Create by template in the upper-right corner.

Container Service | Deployment

Kubernetes Swarm

o Clusters | test v

Ovendisw
* (Clusters Name
Clusters

MNodes

1 Application I

Deployment

MNamespace

default v

Taqg

PodsQu
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3. On the Deploy templates page, select the cluster and namespace (test in this
example) from the Clusters and Namespace drop-down lists. Use a custom

template or the example template Resource - ResourceQuota.

Deploy templates

Only Kubernetes versions 1.8.4 and above are supported. For clusters of version 1.8.1, you

Clusters test

MNamespace test
Resource Type Resource - ResourceQuota
Template 1 vl
2 ResourceQuota

CS I T, I T

i
]
0
I.-'

i




You must configure the ResourceQuota template according to your cluster
resources and the plan for the namespace resources. In this example, the template

is as follows:

apiVersion : vl
kind : ResourceQu ota # restrict resource quota for
cpu , memory , storage , pvc , replicatio ncontrolle r ,
pods , service , secret , configmap
metadata
name : quota
# namespace : users - namespace # specify your namespace
to apply resource quota
spec :
hard
cpu : "2 " # adjust limits of cpu for your
namespace
memory : 4Gi # adjust memory upper limits for

your  namesapce
requests . storage : 1024G # adjust request of
storage size for your namespace

persistent volumeclai ms : " 50 " # adjust number of
pvc for your namespace

pods : " 50 " # adjust number of Pod in your
namespace

replicatio ncontrolle rs : " 10 " # adjust number of
Replicatio nControlle r in your namespace

services : " 10 " # adjust number of  service for
your  namespace

secrets : " 100 " # adjust number of secrets for
your  namespace

configmaps : " 100 " # adjust number of configmap for

your  namespace

4. You have configured the resource quotas for this namespace. Connect to the master
node SSH IP address and run the following command to view the resource quotas

and usage of this namespace.

# kubectl describe quota quota -- namespace = test
Name : quota
Namespace : test

Resource Used Hard

configmaps 0 100

cpu (0] 2

memory 0 4Gi

persistent volumeclai ms 0 50
pods 0 50

replicatio ncontrolle rs 0 10
requests . storage 0 1024G
secrets 1 100

services 0 10

1.5.3 Update a namespace

Prerequisites



You have created a Kubernetes cluster. For more information, see #unique_13.

You have created a namespace test. For more information, see #unique_42.
Context
You can update a namespace to add, modify, or delete the namespace tags.

Procedure
1. Log on to the Container Service console.
2. Under Kubernetes, clickClusters > Namespacein the left-side navigation pane.

3. Select the cluster from the Clusters drop-down list and click Edit at the right of the

cluster.

Container Service | Namsspace Refresn

[Kubernetes  Swarm

Clusters defaut @Ready 06/08/2018,13:33:40 Edt | Dekets
Nodes
kube-public @Ready 06/08/2018,13:33:53 Edit Delete
Storage
I kube-system @ Ready 06/08/2018,13:32:50 Edit Delete
2mespace
- Application tast @Ready 06/08/2018,17:37:58 o Delete

4. Update the namespace tags in the displayed dialog box. For example, change the
tagto env : test - V2.

Edit Mamespace

Marme test
2rs, can only conta nbers, lower case
Taos -
ariable Name  Variable Value Actic
. e Save
Env fest-v2
Delete
Mame Jalue Add

Coc JE
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5. Click Save on the right and then click OK. The updated namespace tag is displayed

in the namespace list.

Container Service Namespace Refresh

Kubernetes | Swarm
Overview Clustars | test v
~ Clusters

Clusters default @ Ready
Nodes

kubs-public @ Ready
Storage

kube-system @ Ready
Namespace

~ Application test I:l @ Ready

Deployment

1.5.4 Delete a namespace

You can delete the namespaces that are no longer in use.
Prerequisites

- You have created a Kubernetes cluster. For more information, see #unique_13.

- You have created a namespace test. For more information, see #unique_42.

Context

E] Note:

Deleting a namespace also deletes all of its resource objects, so proceed with caution.

Procedure
1. Log on to the Container Service console.

2. Under Kubernetes, clickClusters > Namespacein the left-side navigation pane.
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3. Select the cluster from the Clusters drop-down list and click Delete at the right of

the cluster.

Container Service | Namespace

Kubernetes Swamm

Overview « Clusters| | test » o
|Clusters o Name Tag

Clusters default
MNodes
kube-public
Storage
kube-system
Mamespace o =
~ Application test env: test-\2

4. Click Confirm in the displayed dialog box.

Note
o- Are you sure to delste test ?

carc

5. The namespace is deleted from the namespace list and its resource objects are also
deleted.

1.6 Config map
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1.6.1 Create a config map

In the Container Service console, you can create a config map on the Config Maps

page or by using a template.
Create a config map on Config Maps page

1. Log on to the Container Service console.

2. Under Kubernetes, click Application > Config Maps in the left-side navigation

pane.

3. Select the cluster from the Cluster drop-down list. Click Create in the upper-right

corner.
Container Service Config Maps Refrash -
ubsrates arm o
Cluster: est ¥
Clusters
Nodes duster-info Delete Modify
Storage extension-apiserver-aLthentication Delete Modify
m ingress-controller-leader-nginx Delete Modify
Deployment
kube-flannel-cfg Delete Modify
Servi
Release —  kube-proxy-master Delete Modify
Config Maps ° kube-proxy-worker Modify
i kubeadm-config 04/24/2018,10:05:36 Modify
App Catalog
nginx-configuration kuba-system 04/24/2018,10:05:44 Delete Modify
Service Catalog

4. Complete the settings and then click OK.

Namespace: Select the namespace to which the config map belongs. The config
map is a Kubernetes resource object and must act on a namespace.
Config Map Name: Enter the config map name, which can contain lowercase

letters, numbers, hyphens (-), and periods (.). The name cannot be empty.
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Other resource objects must reference the config map name to obtain the
configuration information.

- Configuration: Enter the Variable Name and the Variable Value. Then, click Add
on the right. You can also click Edit YAML file to set the configurations in the
displayed dialog box, and then click OK.

* Namespace: default v
* Config Map test-config
Mame: T ) N
Mame must consist of lowercase alphanumeric characters, ™' or '.". Name cannot be
empry.
Configuration: Variable Name ariable Value Actio
enemiss aliens Edt
L=t
Delete
i Edit
lives 3
Delete
|— || Value Add

Variable key must be unigue. Variable key and valus cannot be empty.

Lo I

In this example, configure the variables enemies and lives to pass the parameters

aliens and 3 respectively.



1
2
4
5
EI

o

YAML format

aliens
A

test-config
default

tion must be in YAML format.

5. You can view the config map test-config on the Config Maps page after clicking OK.

Config Maps

Cluster: | test v

test

default

default

2018-02-09 03:30:31

2018-02-09 05:56:47

Refresh

Modify

Modify

Create a config map by using a template

1. Log on to the Container Service console.

2. Under Kubernetes, click Application > > Deploymentin the left-side navigation

pane.
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3. Click Create by template in the upper-right corner.

Container Service Deployment Create by template Refresh

ahes (arm
- Clusters Clusters test v | Namespace default v o

Clusters

Nodes
o ) Could not find any record that met the condition.

Storage

D nt

4. On the Deploy templates page, complete the settings and then click DEPLOY.

Clusters: Select the cluster in which the config map is to be created.
Namespace: Select the namespace to which the config map belongs. The config
map is a Kubernetes resource object and must act on a namespace.

Resource Type: You can write your own config map based on the Kubernetes
YAML syntax rules, or select the sample template Resource - ConfigMap. In the
sample template, the config map is named as aliyun-config and includes two
variable files game . properties and ui . properties .Youcan make

modifications based on the sample template. Then, click DEPLOY.

Deplay templates

Only Kubernetes versions 1.8.4 and above are supported. For clusters of version 1.8.1, you can perform "uparade cluster” operation in the cluster list
Clusters ast v
o Namespace default M
Resource Type Resource - ConfigMap v

Template
vl

ConfigMap

aliyun-config

1
-
4
5
6




5. After the successful deployment, you can view the config map aliyun-config on the

Config Maps page.

Config Maps Refresh
Cluster: | test v
default 04/24/2018,15:41:32 Delete Modify

1.6.2 Use a config map in a pod
You can use a config map in a pod in the following scenarios:

- Use a config map to define the pod environment variables.
- Use a config map to configure command line parameters.

- Use a config map in data volumes.
For more information, see Configure a pod to use a ConfigMap.
Limits
To use a config map in a pod, make sure the config map and the pod are in the same
cluster and namespace.

Create a config map

In this example, create a config map special-config, which includes two key-value

pairs: SPECIAL_LE VEL : very and SPECIAL_TY PE : charm .

Create a config map by using an orchestration template

1. Log on to the Container Service console.

2. Under Kubernetes, click Application > > DeploymentClick Create by template in
the upper-right corner.

3. Select the cluster and namespace from the Clusters and Namespace drop-down
lists. Select a sample template or Custom from the Resource Type drop-down list.
Click DEPLOY.

You can use the following YAML sample template to create a config map.

apiVersion : vl
kind : ConfigMap
metadata :
name : special - config
namespace : default
data :

SPECIAL_LE VEL : very
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SPECIAL_TY PE : charm

Create a config map on Config Maps page

1. Log on to the Container Service console.

2. Under Kubernetes, click Application > > Configuration itemin the left-side
navigation pane.

3. Select the cluster and namespace from the Clusters and Namespace drop-down
lists. Click Create in the upper-right corner.

4. Enter the Config Map Name. Enter the Variable Name and the Variable Value. Then,
click Add on the right. Click OK after completing the configurations.

Container Service Config Map
Kubernetes  Swarm
Overview Clusters

- Clusters Namespace default

Clusters * Config Map special-config
Name:

Name must consist of lowercase alphanumeric characters, ' or ", Name cannot be
Nodes empty.

Storage Configuration:
- Application Edit
SPECIAL_LEVEL very N
Deployment Delete
Pods = ¢
SPECIAL_TYPE charm Ed
Delete
Service

Ingress | ‘ | Add

Release

Config Maps Edit YAML file

~ Store m Cancel

App Catalog

Use a config map to define pod environment variables
Use config map data to define pod environment variables

1. Log on to the Container Service console.

2. Under Kubernetes, click Application > > DeploymentClick Create by template in
the upper-right corner.

3. Select the cluster and namespace from the Clusters and Namespace drop-down
lists. Select a sample template or Custom from the Resource Type drop-down list.
Click DEPLOY.

You can define the environment variables in a pod. Use valueFrom to reference

the value of SPECIAL_LEVEL to define the pod environment variables.
See the following orchestration example:

apiVersion : vl

kind : Pod
metadata

name : config - pod - 1
spec :

containers :
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- name : test - container

image : busybox
command : [ "/ bin / sh ", "-c ", " env " ]
env :

- name : SPECIAL_LE VEL_KEY
valueFrom : ## Use valueFrom to specify env to
reference the value of the config map .
configMapK eyRef :
name : special - config ## The referenced
config map name .
key : SPECIAL_LE VEL ## The referenced config
map key .
restartPol dicy : Never
Similarly, to define the values of multiple config maps to the environment variable

values of the pod, add multiple env parameters in the pod.
Configure all key-value pairs of a config map to pod environment variables

1. Log on to the Container Service console.

2. Under Kubernetes, click Application > > DeploymentClick Create by template in
the upper-right corner.

3. Select the cluster and namespace from the Clusters and Namespace drop-down

lists. Select a sample template or Custom from the Resource Type drop-down list.
Click DEPLOY.

To configure all the key-value pairs of a config map to the environment variables
of a pod, use the envFrom parameter. The key in a config map becomes the

environment variable name in the pod.

See the following orchestration example:

apiVersion : vl
kind : Pod
metadata
name : config - pod - 2
spec :

containers :

- name : test - container
image : busybox
command : [ "/ bin / sh ", "= c ", " env " ]

envFrom : ## Reference all the key - value pairs
in the config map special - config .
- configMapR ef :
name : special - config
restartPol -1dcy : Never

Use a config map to configure command line parameters

1. Log on to the Container Service console.

2. Under Kubernetes, click Application > > DeploymentClick Create by template in

the upper-right corner.
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3. Select the cluster and namespace from the Clusters and Namespace drop-down
lists. Select a sample template or Custom from the Resource Type drop-down list.
Click DEPLOY.

You can use the config map to configure the commands or parameter values in the

container by using the environment variable replacement syntax $( VAR_NAME ).
See the following orchestration example:

apiVersion : vl
kind : Pod
metadata
name : config - pod - 3
spec :
containers :
- name : test - container
image : busybox
command : [ "/ bin / sh ", "- c ", " echo $( SPECIAL_LE
VEL_KEY ) $( SPECIAL_TY PE_KEY )" ]
env
- name : SPECIAL_LE VEL_KEY
valueFrom :
configMapK eyRef :
name : special - config
key : SPECIAL_LE VEL
- name : SPECIAL_TY PE_KEY

valueFrom :
configMapK eyRef :
name : special - config
key : SPECIAL_TY PE
restartPol -dcy : Never

The output after running the pod is as follows:

very charm

Use a config map in data volumes

1. Log on to the Container Service console.

2. Under the Kubernetes menu, click Application Deployment in the left-side
navigation pane. Click Create by template in the upper-right corner.

3. Select the cluster and namespace from the Clusters and Namespace drop-down

lists. Select a sample template or Custom from the Resource Type drop-down list.
Click DEPLOY.

You can also use a config map in data volumes. Specifying the config map name

under volumes stores the key-value pair data to the mountPath directory (/ etc /
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config in this example). Then, the configuration file with key as the name and

value as the contents is generated.

See the following orchestration example:

apiVersion : vl
kind : Pod
metadata :
name : config - pod - 4
spec :

containers :

- name : test - container
image : busybox
command : [ "/ bin / sh ", "-c ", " 1ls / etc / config /" ]

## List the file names under this directory .
volumeMoun ts :

- name : config - volume
mountPath : / etc / config
volumes :
- name : config - volume
configMap :
name : special - config
restartPol dicy : Never

Keys of the config map are output after running the pod.

SPECIAL_TY PE
SPECIAL_LE VEL

1.6.3 Update a config map

You can modify the configurations of a config map.

Note:
Updating a config map affects applications that use this config map.

Update a config map on Config Maps page

1. Log on to the Container Service console.
2. Under Kubernetes, click Application > > Config Maps in the left-side navigation

pane.
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3. Select the cluster and namespace from the Clusters and Namespace drop-down
lists. Click Modify at the right of the config map.

Container Service | Config Maps

Iclusters test v Namespace default

1 O

Kubernstes I Swarm

~ Clusters o
Clusters Config Map Name
Nodes aliyun-config

Storage test
| Application o
test-mariadb
Deployment
Pods
Service
Ingress =

Release

Namespace Time Created

default 04/24/2018,15:41:32
default 04/24/2018,17:01:14
default 04/25/2018,20:50:20

=

Operation

Delete

osss

Delete Meodify

4. Click Confirm in the displayed dialog box.

Confirmation

©

Madifying the configuration file will affect applications associated wi
th this file. Do you want to continua?

e

5. Modify the configurations.

Click Edit on the right of the configuration you want to modify. Update the

configuration and then click Save.

- You can also click Edit YAML file. Click OK after making the modifications.

Clusters
MNamespacs

* Config Map
MName:

Configuration:

i | e B Ry et

default

test

Variable Name Variable Value

enemies aliens
livas 3
Mame Value

Variable key must be unigue. Variable key and value cannot be empty.

Coc =

Action

Delete

Edit
Delzte

Add
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6. After modifying the configurations, click OK.
Update a config map in Kubernetes dashboard

1. Log on to the Container Service console.
2. Under Kubernetes, click Clusters in the left-side navigation pane.

3. Click Dashboardat the right of the cluster.

Container ce Cluster List You can create up to 5 dusters and can add up to 20 nodes in each cluster.  Refresh Create Kubernetes Clustar

bernetes

~ Clusters

0 o

Help: & Create cluster &' Scale cluste

Nodes

e test vPC Manage | View Logs
EEET = China East 1 (Hangzhou) @Running 04/24/2016,00:56:28 183 Manage | Wiew Log i
- Scale Cluster ore ~

~ Application

Deployment
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4. In the Kubernetes dashboard, clickConfig and Storage > > Config Maps in the left-
side navigation pane.Click the icon at the right of the config map and thenselect >
View/edit YAML .

= (Config and storage Config Maps
Storage Classes

Mamespacs
Config Maps
defaulk =
Name «
Overview
Workloads | test
Cron Jobs
aliyun-config
Daemon 5ets
Deployments
Jobs
Pods
Replica Sets

Replication Controllers
Stateful Sets
Discovery and Load Balan
Ingresses
Service
l Config and Storage I
[ Coric Maps ]
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5. The Edit a Config Map dialog box appears. Modify the configurations and then click

UPDATE.
Edit a Config Map
1. [
2 "kind": "ConfigMap"”,
3 "apiVersion": "wvl",
4. "metadata™: {
5 “name”: "fest",
6 “namespace”: "default"”,
7 "selfLink™: "/Sfapi/fvl/namespaces/default/configmaps/test”,
3 "uid": "@ad2A463-47%e-11e8-aBdc-20163e1@1791",
9 "resourceVersion”: "52783",
1a "creationTimestamp™: "2818-84-24T@9:81;:147"
11 Ts
12 . “data™: {
13 "enemisz": "aliensz”,
14 "1ives": "3
15}
16 7}
CAMCEL COPY LPDATE
1.7 Secrets

1.7.1 Create a secret
Prerequisites

You have created a Kubernetes cluster. For more information, see #unique_13.
Context

We recommend that you use secrets for sensitive configurations in Kubernetes

clusters, such as passwords and certificates.

Secrets have many types. For example:
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- Service Account: Automatically created by Kubernetes, which is used to access

Kubernetes APIs and is automatically mounted to the pod directory / run /

secrets / kubernetes . io / serviceacc ount .

- Opaque: Secret in the base64 encoding format, which is used to store sensitive

information such as passwords and certificates.

By default, you can only create secrets of the Opaque type in the Container Service

console. Opaque data is of the map type, which requires the value to be in the base64

encoding format. Alibaba Cloud Container Service supports creating secrets with one

click and automatically encoding the clear data to base64 format.

You can also create secrets manually by using command lines. For more information,

see Kubernetes secrets .

Procedure

1.
2.

Log on to the Container Service console.

Under Kubernetes, clickApplication > Secretin the left-side navigation pane.

. Select the cluster and namespace from the Clusters and Namespace drop-down

lists. Click Create in the upper-right corner.

Container Service Secret Refresh E
Kubsrnates  Swarm

|C\Js:e\s test v Namespace | default v |
Overview

~ Clusters

Clusters default-token-6wbb6 kubernetes.iofservice-account-token default 06/13/2018,11:13:40 Detail Edit Delete
Nodes
Storage
Namespace
=@
Deployment
Pods =
Service
Ingress
Release

Config Maps

Secret e

. Complete the configurations to create a secret.

E] Note:
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To enter the clear data of the secret, select the Encode data values using Base64
check box.

Mamespace  default

| * Nams ‘ account | o
Name must consist ol Towercase alphanumeric characters, - or ".". Name cannot be empty.
* Data

o admin

° | username

1f2d1e22674f

e password

Names can only contain numbers, letters, "_", "-" and "."
+ Encode data values using Baset4 o

C:Ence‘

a. Name: Enter the secret name, which must be 1-253 characters long, and can
only contain lowercase letters, numbers, hyphens (-), and dots (.).

b. Configure the secret data. Click the add icon next to Name and enter the name
and value of the secret, namely, the key-value pair. In this example, the secret
contains two values: username : admin and password : 1f2dle2e67 df .

c. Click OK.

5. The Secret page appears. You can view the created secret in the secret list.

Secret Refrash
Clusters | test v | Namespace default v

account Opaque default 06/13/2018,11:39:06 Detail Edit Delste
default-token-6whb6 kubernetes.io/service-account-token default 06{13/2018,11:13:40 Detail Edit Delste

1.7.2 View secret details

You can view the details of a created secret in the Container Service console.
Prerequisites

You have created a Kubernetes cluster. For more information, see #unique_13.

You have created a secret. For more information, see #unique_52.



Context

Procedure
1. Log on to the Container Service console.

2. Under Kubernetes, clickApplication > Secretin the left-side navigation pane.

3. Select the cluster and namespace from the Clusters and Namespace drop-down

lists. Click Detail at the right of the secret.

Container Service Secret Refresh m
<Lb;;ervi:»v e |C\u5te-|5 test v| Namespace | default v |°
* Clustars o
Clusters account Opaque default 06/13/2018,11:39:06 Edit | Del
g default-token-6wbb6 kubernetes.io/service-account-token default 06/13; Detail Edit Del
Storage
=@
Deployment
Pods =
Service
Ingress
Release
Config Maps.
4. You can view the basic information of the secret, and the data that the secret
contains.
Click the icon at the right of the data name under Detail to view the clear data.
Secret - account Refresh m

I Basic Information

+ 06/13/2018,11:39:06 : Opague

I Detall

]

1.7.3 Update a secret

You can update an existing secret directly in the Container Service console.

Prerequisites

You have created a Kubernetes cluster. For more information, see #unique_13.

You have created a secret. For more information, see #unique_52.
Context

Procedure

1. Log on to the Container Service console.
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2. Under Kubernetes, clickApplication > Secretin the left-side navigation pane.

3. Select the cluster and namespace from the Clusters and Namespace drop-down
lists. Click Edit at the right of the secret.

Container Service Secrat Refresh m

Kubernetes  Swarm

) Clusters | test v Namespace  default v
Qverview
~ Clusters o

Clusters account Opague default 06/13/2018,11:39:06 Detail Delate

fodes default-token-6wbbs kubernetes.iofservice-account-token default 06/13/2018,11:13:40 Detail Edit Delete
Storage
Namespace
(1)
Deployment
Pods =
Service
Ingress
Release

Config Maps

Secret e

4. Update the secret data on the Edit Secret page.

Edit Secret

Namespace  default
* Name

* Data

admin

@ | username

1f2d1e2267df

@ | passward

Mames can only contain numbers, letters, "_", ™" and "."

5. Click OK.

1.7.4 Delete a secret

You can delete an existing secret directly in the Container Service console.
Prerequisites

You have created a Kubernetes cluster. For more information, see #unique_13.

You have created a secret. For more information, see #unique_52.

Context



E] Note:

Do not delete the secret generated when the cluster is created.

Procedure
1. Log on to the Container Service console.
2. Under Kubernetes, clickApplication > Secretin the left-side navigation pane.

3. Select the cluster and namespace from the Clusters and Namespace drop-down

lists. Click Delete at the right of the secret.

Container Service Secret Refresh m
Kubernetes | Swarm
Clusters | tast v | Namespace | default v
Overview
~ Clusters o
Clusters account Opaque default 06/13/2018,11:39:0¢ Detail Edit
e default-token-6whbs kubernetes.iofservice-account-token default 06/13/2018,11:13:40 Detail Edit Delete

Storage

Namespace

Deplayment

Pods =
Service
Ingress
Release

Config Maps

Secret e

4. Click Confirm in the displayed dialog box to delete the secret.

Mote

Are you sure to delete account ?

1.8 Manage a release

The Alibaba Cloud Kubernetes service enriches the cloud marketplace, in which

the app catalog and service catalog functions integrate with the Helm package
management tool and allow you to build the application in the cloud quickly. A chart
can be released multiple times, which requires you to manage the release versions

. Therefore, the Alibaba Cloud Kubernetes service provides the release function,
which allows you to manage the applications released by using Helm in the Container

Service console.


https://cs.console.aliyun.com/

Prerequisites

- You have created a Kubernetes cluster successfully. For how to create a Kubernetes
cluster, see #unique_13.

- You have used the app catalog function or service catalog function to install a Helm
application. For more information, see #unique_56. In this document, use the

wordpress-default application as an example.

View release details

1. Log on to the Container Service console.

2. Click Kubernetes >Application > > Release in the left-side navigation pane.Select

the cluster from the Clusters drop-down list.

You can view the applications released by using the Helm package management

tool and their services in the selected cluster.

Release List Refresh

Nodes wordpress-default @ Deployed default ‘wordpress 0.6.13 4.8.2 04/20/2018,15:27:55 Detail Update Delate
Storage
T ] @)
Deployment
Service
©

Config Maps N

. Take the wordpress-default as an example. Click Detail at the right of the release to

view the release details,

such as the current version and history version of this release (in this example, the
current version is 1 and no history version exists). You can also view the resource
information of wordpress-default, such as the resource name and resource type,

and view the YAML information.

E] Note:
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Click the resource name and you are redirected to the Kubernetes dashboard to

view the detailed running status of this resource.

Container Service Release List - wordpress-defaul

Refresh

Kubernetes  Swarm
¥ Clusters Current Version

Clusters

Release Name : wordpress-default Namespace : default Deployed at : 04/20/2018,15:27:55

Nodes

Storage Current Version : 1 Time Updated : 04/20/2018,15:27:55
~ Application

Resource Valu
Resource Kind
iefault-mariadb Secret
ordpress Secret
Gl 5 ult-mariadb ConfigMap
7 Store t-mariadb
App Catalog
Senvice Catalog N
Service
ordpress Service
efault-mariadb Deployment
t-wordpress Deployment

I History Versien

4. Click the Values tab to view the parameter configurations for installing the Helm

package.

Container Service Release List - wordpress-default

Refresh
Kubernetes  Swarm
~ Clusters I Current Version
Clusters
Release Name :  wordpress-default Namespace : default Deployed at : 04/20/2018,15:27:55
Nodes
Storage Current Version : 1

Time Updated : 04/20/2018,15:27:55
~ Application

Deployment

bitnami/wordpres

R

Config Maps =
~ Store IfiotPresent
App Catalog

Service Catalog

user@example . com

Update a release version

1. Log on to the Container Service console.
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2. Click Kubernetes >Application > > Release in the left-side navigation pane.Select

the cluster from the Clusters drop-down list.

You can view the applications released by using the Helm package management

tool and their services in the selected cluster.

Container Service Release List Refresh

es | Swarm

> C\u;taro

Clusters

Nodes wordpress-default @ Deployed default wordpress 0.6.13 4.8.2 04/20/2018,15:27:55 Detail Update Delete

Storage

Deployment

Config Maps =

3. Take the wordpress-default as an example. Click Update at the right of the release
to update the release. The Update Release dialog box appears.

Update Release

registry. cn-hangzhou.aliyun vice-catalog/s
registry.cn-hangzhou.al /service-catal

Always




4. Modify the parameters and then click Update.

Update Releass

L g =

=9

bitnami/wordpress:4.8.2-r@

=] oh LA

[=]

IfNotPresent

=]

1
11
12

[

[

(]
L pa =D

P

-

e

The current version is changed to 2 and you can find version 1 under History

Version. To roll back the release, click Rollback.

I Current Version

Release Name :  wordpress-default Mamespace : default Deployed at : 04/20/2018,17:45:35

Current Version : Time Updated : 04/20/2018,17:45:46
Resource Values
Resource Kind
wordpress-default-mariadb Secret
ult-wordpress Secret
ult-mariadb ConfigMap
ult-mariadb PersistentValumeClaim
fault-wordpress PersistentvolumeClaim
ult-mariadb Service
fault-wordpress Service

Deployment

Deployment

I History Version

Version ; Time Updated : 04/20/2018,17:45:35




Delete a release

1. Log on to the Container Service console.

2. Click Kubernetes >Application > > Release in the left-side navigation pane.Select

the cluster from the Clusters drop-down list.

You can view the applications released by using the Helm package management

tool and their services in the selected cluster.

Release List Refresh

Nodes wordpress-default @ Deployed default wordpress 0.6.13 4.8.2 04/20/2018,15:27:55 Detail Update Delete
Storage
T ] @)
Deployment
Service
©

Config Maps N

3. Take the wordpress-default as an example. Click Delete at the right of the release to

delete the release. The Delete dialog box appears.

Delete

Are you sure to delete the release wordpress-default ?

o
® cae =

4. Select the Purge check box to clear the release records if necessary. Click OK to
delete the wordpress-default application and its resources such as the services and

deployments.

1.9 App catalog

1.9.1 App catalog overview

Microservice is the theme of container era. The application microservice brings great
challenge to the deployment and management. By dividing a large single applicatio

n into several microservices, the microservice can be independently deployed and
extended so as to realize the agile development and fast iteration. Microservice
brings great benefits to us. However, developers have to face the management issues
of the microservices, such as the resource management, version management,

and configuration management. The number of microservices is large because an

application is divided into many components that correspond to many microservices.
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For the microservice management issues under Kubernetes orchestration, Alibaba
Cloud Container Service introduces and integrates with the Helm open-source project

to help simplify the deployment and management of Kubernetes applications.

Helm is an open-source subproject in the Kubernetes service orchestration field and
a package management tool for Kubernetes applications. Helm supports managing
and controlling the published versions in the form of packaging softwares, which

simplifies the complexity of deploying and managing Kubernetes applications.
Alibaba Cloud app catalog feature

Alibaba Cloud Container Service app catalog feature integrates with Helm, provides
the Helm-related features, and extends the features, such as providing graphic

interface and Alibaba Cloud official repository.
The chart list on the App Catalog page includes the following information:

- Chart name: A Helm package corresponding to an application, which contains the

image, dependencies, and resource definition required to run an application.
- Version: The version of the chart.
- Repository: The repository used to publish and store charts, such as the official

repository stable and incubator.

The information displayed on the details page of each chart may be different and

include the following items:

- Chart introduction

- Chart details

- Prerequisites for installing chart to the cluster, such as pre-configuring the
persistent storage volumes (pv)

- Chart installation commands

- Chart uninstallation commands

- Chart parameter configurations
Currently, you can deploy and manage the charts in the app catalog by using the Helm
tool. For more information, see #unique_56.
1.9.2 View app catalog list

Procedure

1. Log on to the Container Service console.
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2. Click Kubernetes >Store > > App Catalogin the left-side navigation pane.

View the charts on the App Catalog page, each of which corresponds to an

application, containing some basic information such as the application name,

version, and source repository.

Container Service App Catalog
es | Swarm
~ Clusters
Clusters GO GO GO GO
O o (o) (o)
Nodes
TEr ack-hyperledger-fabric ack-openmpi ack-tensorflow-dev ack-tensorflow-serv
1.1.0 incubator 3.1.0 incubator 1.5.0 incubator 1.4.0 incubator
~ Application
Deplayment
o9 o9 o9 o9
O (o] (o) O
Service
Release ack-tensorflow-training ceph consul elasticsearch
1.4.0 incubator incubator 0.8.3 stable incubator
Config Ma)
©
O o o o
Service Catalog
eted gitlab-ce glusterfs grafana
!
What's next

You can click to enter a chart and get to know the detailed chart information. Deploy
the application according to the corresponding information by using the Helm tool.

For more information, see #unique_56.

1.10 Plan Kubernetes CIDR blocks under VPC

Generally, you can select to create a Virtual Private Cloud (VPC) automatically and
use the default network address when creating a Kubernetes cluster in Alibaba
Cloud. In some complicated scenarios, plan the Elastic Compute Service (ECS)
address, Kubernetes pod address, and Kubernetes service address on your own. This
document introduces what the addresses in Kubernetes under Alibaba Cloud VPC

environment are used for and how to plan the CIDR blocks.
Basic concepts of Kubernetes CIDR block

The concepts related to IP address are as follows:

VPC CIDR block

The CIDR block selected when you create a VPC. Select the VPC CIDR block from 10.0.
0.0/8,172.16.0.0/12, and 192.168.0.0/16.

VSwitch CIDR block



The CIDR block specified when you create a VSwitch in VPC. The VSwitch CIDR

block must be the subset of the current VPC CIDR block, which can be the same as
the VPC CIDR block but cannot go beyond that range. The address assigned to the
ECS instance under the VSwitch is obtained from the VSwitch CIDR block. Multiple
VSwitches can be created under one VPC, but the VSwitch CIDR blocks cannot overlap

The VPC CIDR block structure is as follows.

VPC

192.1656.0.0/16 &

‘ -~

‘ WSwitch ‘ ‘ WSwitch ‘

192.185.1.0/24 192.168.2.0/24

A ’ )
D - ain e
[ e [ # ] [ ] [ e
- — e —
ECS ECS ECS ECS
Pod CIDR block

Pod is a concept in Kubernetes. Each pod has one IP address. You can specify the pod
CIDR block when creating a Kubernetes cluster in Alibaba Cloud Container Service
and the pod CIDR block cannot overlap with the VPC CIDR block. For example, if the
VPC CIDR block is 172.16.0.0/12, then the pod CIDR block of Kubernetes cannot use
172.16.0.0/16, 172.17.0.0/16, or any address that is included in 172.16.0.0/12.

Service CIDR block

Service is a concept in Kubernetes. Each service has its own address. The service
CIDR block cannot overlap with the VPC CIDR block or pod CIDR block. The service



address is only used in a Kubernetes cluster and cannot be used outside a Kubernetes

cluster.

The relationship between Kubernetes CIDR block and VPC CIDR block is as follows.

VPC ‘ A |
192.168.0.0/16

VSwitch VSwitch
192.168.1.0/24 192.168.2.0/24

ECS ECS

Pod:172.16.0.0/16
Service:172.19.0.0/20

__________________________________________________________________

How to select CIDR block
Scenario of one VPC and one Kubernetes cluster

This is the simplest scenario. The VPC address is determined when the VPC is
created. Select a CIDR block different from that of the current VPC when creating a

Kubernetes cluster.
Scenario of one VPC and multiple Kubernetes clusters

Create multiple Kubernetes clusters under one VPC. In the default network mode (
Flannel), the pod message needs to be routed by using VPC, and Container Service

automatically configures the route table to each pod CIDR block on the VPC route.



The pod CIDR blocks of all the Kubernetes clusters cannot overlap, but the service

CIDR blocks can overlap.

The VPC address is determined when the VPC is created. Select a CIDR block that
does not overlap with the VPC address or other pod CIDR blocks for each Kubernetes

cluster when creating a Kubernetes cluster.

In such a situation, parts of the Kubernetes clusters are interconnected. The pod
of one Kubernetes cluster can directly access the pod and ECS instance of another

Kubernetes cluster, but cannot access the service of another Kubernetes cluster.
Scenario of VPC interconnection

You can configure what messages are to be sent to the opposite VPC by using

route tables when two VPCs are interconnected. Take the following scenario as an
example: VPC 1 uses the CIDR block 192.168.0.0/16 and VPC 2 uses the CIDR block
172.16.0.0/12. By using route tables, specify to send the messages of 172.16.0.0/12 in
VPC 1 to VPC 2.

wmaws | Ay meoe [ ot |

VSw;lch VSthc h :Exp ress Co nnec:t VSw?lch Vscvilch
192.163.1.024 192.168.2.0/24 E‘l—.bi ‘ 172.16.0.0M6 172.16.1.0M16

- - - - - - - -
- [ o] - [ o] [ o] [ o] - [ o]
[ e} [ o] [ e} [ o] D [ o] [ e} [ o]
ECS ECS ECS ECS ECS ECS ECS ECS

In such a situation, the CIDR block of the Kubernetes cluster created in VPC 1 cannot
overlap with VPC 1 CIDR block or the CIDR block to be routed to VPC 2. The same
applies to the scenario when you create a Kubernetes cluster in VPC 2. In this

example, the pod CIDR block of the Kubernetes cluster can select a sub-segment

under 10.0.0.0/8.

E] Note:

The CIDR block routing to VPC 2 can be considered as an occupied address.

Kubernetes clusters cannot overlap with an occupied address.

To access the Kubernetes pod of VPC 1 in VPC 2, configure the route to the Kubernetes
cluster in VPC 2.



Scenario of VPC to IDC

Similar to the scenario of VPC interconnection, if parts of the CIDR blocks in VPC
route to IDC, the pod address of Kubernetes clusters cannot overlap with those
addresses. To access the pod address of Kubernetes clusters in IDC, configure the

route table to leased line virtual border router (VBR) in IDC.

1.11 Server Load Balancer

1.11.1 Overview
Kubernetes clusters provide a diversity of approaches to access container
applications, and support accessing internal services and realizing load balancing by

means of Alibaba Cloud Server Load Balancer or Ingress.

1.11.2 Access services by using Server Load Balancer

You can access services by using Alibaba Cloud Server Load Balancer.

Note:
If cloud-controller-manager of your cluster is in v 1.9.3 or later versions, when you
specify an existing SLB, the system does not process listeners for this SLB by default.

You have to manually configure listeners for this SLB.

To view the version of cloud-controller-manager, execute the following command:

root @ master # kubectl get po - n kube - system - o
yaml | grep image :| grep cloud - con | unigq
image : registry - vpc . cn - hangzhou . aliyuncs . com / acs /

cloud - controller - manager - amd64 : vi1 . 9 . 3

Operate by using command line
1. Create an Nginx application by using command line.

root @ master # kubectl run nginx -- image = registry .
aliyuncs . com / acs / netdia : latest

root @ master # kubectl get po

NAME READY STATUS

RESTARTS AGE



nginx - 2721357637 - dvwqg3

1

6s

1/1 Running

2. Create Alibaba Cloud Server Load Balancer service for the Nginx application and

specify type = LoadBalanc er toexpose the Nginx service to the Internet.
root @ master # kubectl expose deployment nginx -- port =
80 -- target - port = 80 -- type = LoadBalanc er
root @ master # kubectl get svc
NAME CLUSTER - IP EXTERNAL - IP
PORT ( S ) AGE
nginx 172 19 10 209 101 37 . 192 20
80 31891 / TCP 4s
3. Visit http :// 101 . 37 . 192 . 20 inthe browser to access your Nginx

service.

Operate by using Kubernetes dashboard

1. Save the following yml codes to the nginx - svc .

yml file.

apiVersion
kind
metadata
labels :
run

name ht

namespace :

spec :
ports
port :

protocol :

targetPo
selector

vl

Service

nginx

tp - svc
default

80
TCP

rt : 80

run
type :

nginx
LoadBalanc

er

2. Log on to the Container Service console. Click Dashboard at the right of a cluster.

3. Click CREATE in the upper-right corner to create an application.

<

Cluster
Nameaspaces
Nodes
Parsistant Volumes
Roles

Storage Classes

Qverview

Workloads

Daemon Sets

+ CREATE

Memary usage @

51.5Mi

1537.“

Memary (btes)

Resource Status

008 001041 obs7 1010 10:41

4. Click the CREATE FROM FILE tab. and then upload the nginx - svc .

you saved.

yml file
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5. Click UPLOAD.

A Nginx application specified by Alibaba Cloud Server Load Balancer instance is

created. The service nameis http - svc .



Container Service

User Guide / 1 Kubernetes cluster

6. Select default under Namespace in the left-side navigation pane. Click Services

in the left-side navigation pane.

You can view the created Nginx service http - svc and the Server Load

Balancer address http :// 114 . 55 . 79 . 24 : 80 .

T T - — S—— Sp——
—

—
—
— o — = L O L

Mamespaces

Nodes

Persistent Volumes Services

Roles Name =

CINg Services

Laoels

Storage Classes | & http-svc

mun: ngi...

MNamespacs

| default - I

Chverview

& nainx

& kubernetes

app: nagi...

component: apisel
provider: kuberne

Workloads
Daemon Sets
Deployments
Jobs
Pods
Replica Sefs
Replication Controllers
Stateful Sets
Discovery and Load Balan

Ingresses

Services

7. Copy the address to the browser to access the service.
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More information

Alibaba Cloud Server Load Balancer also supports parameter configurations such as
health check, billing method, and load balancing. For more information, see Server

Load Balancer configuration parameters.

Annotations
Alibaba Cloud supports a lot of Server Load Balancer features by using annotations.
Use existing intranet Server Load Balancer instance

You must specify two annotations. Replace with your own Server Load Balancer

instance ID.

apiVersion : vl
kind : Service
metadata :

annotation s :
service . beta . kubernetes . io / alicloud - loadbalanc er -
address - type : ntranet
service . beta . kubernetes . io / alicloud - loadbalanc er - 1id
your - loadbalanc er - -d

labels :
run : nginx
name : nginx
namespace : default
spec :
ports :
- name : web
port : 80

protocol : TCP
targetPort : 80

selector :

run : nginx
sessionAff 1inity : None
type : LoadBalanc er

Save the preceding contents as slb.svc and then run the command kubectl  apply

= i slb . svc .

Create an HTTPS type Server Load Balancer instance

Create a certificate in the Alibaba Cloud console and record the cert-id. Then, use the

following annotation to create an HTTPS type Server Load Balancer instance.

apiVersion : vl
kind : Service
metadata :

annotation s :
service . beta . kubernetes . io / alicloud - loadbalanc er -

cert - id : your - cert - 1id
service . beta . kubernetes . io / alicloud - loadbalanc er -
protocol - port : " https : 443 "

labels :



run : nginx
name : nginx
namespace : default
spec :
ports :
- name : web
port : 443
protocol : TCP
targetPort : 443
selector :
run : nginx
sessionAff Hdnity :
type : LoadBalanc
Note:

None

er

Annotations are case sensitive.

Annotation Description Default value
service.beta.kubernetes. |Use commas (,) to separate |N/A
io/alicloud-loadbalancer- | multiple values. For
protocol-port example, https:443,http:80
service.beta.kubernetes. The value is Internet or internet
io/alicloud-loadbalancer- |intranet.
address-type
service.beta.kubernetes.io | Server Load Balancer classic
/alicloud-loadbalancer-slb- | network type. The value is
network-type classic or VPC.
service.beta.kubernetes. The value is paybytraffic or | paybybandwidth
io/alicloud-loadbalancer- paybybandwidth.
charge-type
service.beta.kubernetes.io | The Server Load Balancer |N/A
/alicloud-loadbalancer-id | instance ID. Specify

an existing Server

Load Balance with the

loadbalancer-id, and

the existing listener is

overwritten. Server Load

Balancer is not deleted

when the service is deleted
service.beta.kubernetes. |Use label to specify which |[N/A

io/alicloud-loadbalancer-
backend-label

nodes are mounted to
the Server Load Balancer
backend.




Annotation Description Default value
service.beta.kubernetes. |The region in which Server |N/A
io/alicloud-loadbalancer- | Load Balancer resides.

region

service.beta.kubernetes. Server Load Balancer 50

io/alicloud-loadbalancer-
bandwidth

bandwidth.

service.beta.kubernetes.
io/alicloud-loadbalancer-
cert-id

Authentication ID on
Alibaba Cloud. Upload the
certificate first.

({324

service.beta.kubernetes.
io/alicloud-loadbalancer-
health-check-flag

The value is on or off.

The default value is off. No
need to modify the TCP
parameters because TCP
enables health check by
default and you cannot
configure it.

service.beta.kubernetes.
io/alicloud-loadbalancer-
health-check-type

See ../../SP_23/
DNSLB11870158/EN-

US_TP_4205.dita#doc_api_Sl

b_CreateLoadBalancerTCPLi

service.beta.kubernetes.
io/alicloud-loadbalancer-
health-check-uri

See ../../SP_23/
DNSLB11870158/EN-

US_TP_4205.dita#doc_api_SlI

b_CreateLoadBalancerTCPLi

service.beta.kubernetes.
io/alicloud-loadbalancer-
health-check-connect-port

See ../../SP_23/
DNSLB11870158/EN-

US_TP_4205.dita#doc_api_Sl|

b_CreateLoadBalancerTCPLi

service.beta.kubernetes.
io/alicloud-loadbalancer-
healthy-threshold

See ../../SP_23/
DNSLB11870158/EN-

US_TP_4205.dita#doc_api_Sl

b_CreateLoadBalancerTCPLi

service.beta.kubernetes.
io/alicloud-loadbalancer-
unhealthy-threshold

See ../../SP_23/
DNSLB11870158/EN-

US_TP_4205.dita#doc_api_Sl|

b_CreateLoadBalancerTCPLi

service.beta.kubernetes.
io/alicloud-loadbalancer-
health-check-interval

See ../../SP_23/
DNSLB11870158/EN-

US_TP_4205.dita#doc_api_Sl

b_CreatelLoadBalancerTCPLi

service.beta.kubernetes
.io/alicloud-loadbalanc
er-health-check-connect-
timeout

See ../../SP_23/
DNSLB11870158/EN-

US_TP_4205.dita#doc_api_Sl

b_CreatelLoadBalancerTCPLi

stener.

stener.

stener.

stener.

stener.

stener.

stener.
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Annotation Description Default value

service.beta.kubernetes. |See../../SP_23/
io/alicloud-loadbalancer- |DNSLB11870158/EN-
health-check-timeout US_TP_4205.dita#doc_api_Slb_CreateLoadBalancerTCPListener.

1.11.3 Configure Ingress monitoring
You can view the Ingress monitoring data by enabling the default VTS module of

Ingress.
Enable VTS module by running commands

1. Modify the Ingress ConfigMap configuration to add the configuration item enable

- vts - status : " true ".

root @ master # kubectl edit configmap nginx - configurat
jon - n kube - system
configmap " nginx - configurat {on " edited

After the modification, the contents of the Ingress ConfigMap are as follows:

apiVersion : vl
data :

enable - vts - status : " true " # Enable VTS module

proxy - body - size : 20m
kind : ConfigMap
metadata :

annotation s :

kubectl . kubernetes . io / last - applied - configurat don :

creationTi mestamp : 2018 - 03 - 20T07 : 10 : 187

labels :

app : ingress - nginx
name : nginx - configurat don
namespace : kube - system

selfLink : / api / vl / namespaces / kube - system / configmaps /
nginx - configurat -on

2. Verify if Ingress Nginx has enabled the VTS module normally.

root @ master # kubectl get pods -- selector = app = ingress
- nginx - n kube - system

NAME READY STATUS RESTARTS AGE

nginx - ingress - controller - 79877595c8 - 78gq8 1/1 Running

0 1h
root @ master # kubectl exec - 1t nginx - ingress -
controller - 79877595c8 - 78ggq8 - n kube - system -- cat
/ etc / nginx / nginx . conf | grep vhost_traf fic_status
_display

vhost_traf fic_status _display ;
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vhost_traf fic_status _display_f ormat html ;

3. Locally access the Ingress Nginx monitoring console.

Note:
By default, the VTS port is not opened for security considerations. Here use the

port-forward method to access the console.

root @ master # kubectl port - forward nginx - ingress -
controller - 79877595c8 - 78ggq8 - n kube - system 18080
Forwarding  from 127 . 0 . 6 . 1 : 18080 -> 18080
Handling connection for 18080

4. Use http :// localhost : 18080 / nginx_stat us toaccessthe VTS

monitoring console.

Nginx Vhost Traffic Status

Server main
- - Connections Requests Shared memory
Host Version Uptime — - — — . -
active reading writing waiting accepted handled Total Reg/s name maxSize usedSize usedNode
nginx-ingress-controller-79877595¢c8-78gq8  1.13.7 32m 41s 7 0 1 6 93566 93566 1428 1vhost_traffic_status 10.0 MiB 2.4 KiB 1
Server zones
o Requests Responses Traffic Cache
Total Reg/s Time 1xx 2xx 3xx 4xx 5xx Total Sent Rcvd Sent/s Rcvd/s Miss Bypass Expired Stale Updating Revalidated Hit Scarce Total
— 660 1 Oms 0660 0O O O 6601.7MiB1454KiB 1.1KB 503B 0 0 0 0 0 0o o0 0 0
660 1 Oms 0660 0O O O 6601.7MiB1454KiB 1.1KiB 503B 0 0 0 0 0 0 0 0 0
Upstreams
upstream-default-backend
Server State Response Time Weight MaxFails FailTimeout Requests. Hesponses ieatfic
Total Reg/s Time 1xx 2xx 3xx 4xx 5xx Total Sent Rcvd Sent/s Rcvd/s
172.16.3.6:8080 up Oms 1 0 0 0 0OOms O O O O 0 0 0B 0B 0B 0B

update interval: 1 | sec

JSON | GITHUB

Enable VTS module by using the Kubernetes dashboard

1. Log on to the Container Service console.

2. On the Cluster List page of Kubernetes clusters, click Dashboard at the right of a
cluster to enter the Kubernetes dashboard page.

3. Select kube-system under Namespace in the left-side navigation pane. Click
Config Maps in the left-side navigation pane. Click the icon at the right of nginx-
configuration and then select View/edit YAML. Edit the config map to add the

configuration item enable - vts - status : " true ".

The contents of the saved Ingress ConfigMap are as follows:

" kind ": " ConfigMap ",
" apiVersion ": " vl ",
" metadata ": {
" name ": " nginx - configurat don ",
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" namespace ": " kube - system ",

" selfLink ": "/ api / vl / namespaces / kube - system /
conf1gmaps / ng1nx - configurat don ",
creationTi mestamp ": " 2018 - 03 - 20TO07 : 10 : 18Z ",
" labels ": {
"app ": " dingress - nginx "

" annotation s ": {
" kubectl . kubernetes . io / last - applied - configurat
ion ": "{\" apiVersion \":\" v1 \",\" data \":{\" proxy - body -
size \":\" 20m \"},\" kind \":\" ConfigMap \",\" metadata \":{\"
annotation s \":{},\" labels \":{\" app \":\" ingress - nginx \"},
\" name \":\" nginx - configurat don \",\" namespace \":\" kube -
system \"}}\ n "

" data ": {
" proxy - body - size ": " 20m ",
" enable - vts - status ": " true "

4. Locally access the Ingress Nginx monitoring console.

Note:
By default, the VTS port is not opened for security considerations. Here use the

port-forward method to access the console.

root @ master # kubectl port - forward nginx - ingress -
controller - 79877595c8 - 78ggq8 - n kube - system 18080
Forwarding  from 127 . 0 . 6 . 1 : 18080 -> 18080
Handling connection for 18080

5. Use http :// localhost : 18080 / nginx_stat us toaccessthe VTS

monitoring console.

Nginx Vhost Traffic Status

Server main

N " Connections Requests Shared memory
Host Version Uptime 5 ) . . . .
active reading writing waiting accepted handled Total Reg/s name maxSize usedSize usedNode
nginx-ingress-controller-79877595c8-78gq8  1.13.7 32m 41s 7 0 1 6 93566 93566 1428 1vhost_traffic_status 10.0MiB 2.4 KiB 1
Server zones
s Requests Responses Traffic Cache
Total Reg/s Time 1xx 2xx 3xx 4xx 5xx Total Sent Rcvd Sent/s Rcvd/s Miss Bypass Expired Stale Updating Revalidated Hit Scarce Total
— 660 1 Oms 0660 0 O O 6601.7MB1454KiB 1.1KB 503B 0 0 0 0 0 0o 0 0 0
660 1 Oms 0660 0O O O 6601.7MiB1454KiB 1.1KiB 503B 0 0 0 0 0 0 0 0 0
Upstreams
upstream-default-backend
Server State Response Time Weight MaxFails FailTimeout Requests. Hesponses ieaific
Total Reg/s Time 1xx 2xx 3xx 4xx 5xx Total Sent Rcvd Sent/s Rcvd/s
172.16.3.6:8080 up Oms 1 0 0 0 0O Oms O O O O 0 0 0B 0B 0B 0B

update interval: 1 | sec

JSON | GITHUB



1.11.4 Support for Ingress

In Kubernetes clusters, Ingress is a collection of rules that authorize inbound
connection to the cluster services and provides you with Layer-7 Server Load
Balancer capabilities. You can provide the Ingress configuration with externally

accessible URL, Server Load Balancer, SSL, and name-based virtual host.
Prerequisites

To test the complex routing service, create an Nginx application in this example. You
must create the Nginx deployment and multiple services in advance to observe the
routing effect. Replace with your own service in the actual test.In the actual test enter

your own service.

root @ master # kubectl run nginx -- image = registry . cn -
hangzhou . aliyuncs . com / acs / netdia : latest

root @ master # kubectl expose deploy nginx -- name = http -
svc —-- port = 80 -- target - port = 80
root @ master # kubectl expose deploy nginx -- name = http -
svcl -- port = 80 -- target - port = 80
root @ master # kubectl expose deploy nginx -- name = http -
svc2 -- port = 80 -- target - port = 80
root @ master # kubectl expose deploy nginx -- name = http -
svc3 -—-- port = 80 -- target - port = 80

Simple routing service

Create a simple Ingress service by using the following commands. All the accesses to
the / svc path are routed to the Nginx service. nginx . ingress . kubernetes
io / rewrite - target : /redirectsthe path / svc to the path / that can be

recognized by backend services.

root @ master # cat << EOF | kubectl create - f -
apiVersion : extensions / vlbetal
kind : Ingress
metadata
name : simple

annotation s
nginx . ingress . kubernetes . io / rewrite - target : /

spec :
rules
- http :
paths :
- path : / svc
backend
serviceNam e : http - svc
servicePor t : 80
EOF

root @ master # kubectl get ing
NAME HOSTS ADDRESS PORTS AGE



simple * 101 . 37 . 192 . 211 80
11s

Now visit http :// 101 . 37 . 192 . 211 / svc toaccessthe Nginx service.

Simple fanout routing based on domain names

If you have multiple domain names providing different external services, you can
generate the following configuration to implement a simple fanout effect based on

domain names:

root @ master # cat << EOF | kubectl create - f -
apiVersion : extensions / vlbetal
kind : Ingress
metadata
name : simple - fanout
spec
rules
- host : foo . bar . com
http
paths :
- path : / foo
backend
serviceNam e : http - svcl
servicePor t : 80
- path : / bar
backend
serviceNam e : http - svc2
servicePor t : 80
- host : foo . example . com
http
paths :
- path : / film
backend
serviceNam e : http - svc3
servicePor t : 80
EOF
root @ master # kubectl get ing
NAME HOSTS ADDRESS PORTS AGE
simple - fanout * 161 . 37 . 192 . 211 80
11s

Then, you can access the http - svcl service byusing http :// foo . bar
com / foo ,accessthe http - svc2 service byusing http :// foo . bar
com / bar ,andaccessthe http - svc3 service by using http :// foo

example . com / film .

Note:

- In a production environment, point the domain name to the preceding returned

address 101 . 37 . 192 . 211 .



- In a testing environment, you can modify the hosts file to add a domain name

mapping rule.

101 . 37 . 192 . 211 foo . bar . com
101 . 37 . 192 . 211 foo . example . com

Default domain name of simple routing

It does not matter if you do not have the domain name address. Container Service

binds a default domain name for Ingress service. You can use this default domain

name to access the services. The domain name is in the format of x. [ cluster - -id
1.[ region - id ]. alicontain er . com .You can obtain the address on the

cluster Basic Information page in the console.

Use the following configuration to expose two services with the default domain name.

root @ master # cat << EOF | kubectl create - f -
apiVersion : extensions / vlbetal
kind : Ingress
metadata

name : shared - dns
spec

rules
- host : foo .[ cluster - id ].[ region - id ]. alicontain er

com ## Replace with the default service access domain
name of  your cluster

http
paths
- path : /
backend
serviceNam e : http - svcl
servicePor t : 80
- host : bar .[ cluster - id ].[ region - id ]. alicontain er

com ## Replace with the default service access domain
name of your cluster

http
paths
- path : /
backend
serviceNam e : http - svc2
servicePor t : 80
EOF
root @ master # kubectl get ing
NAME HOSTS ADDRESS PORTS AGE
shared - dns foo .[ cluster - id ].[ region - id ]. alicontain
er . com , bar .[ cluster - id ].[ region - id ]. alicontain er
com 47 . 95 . 160 . 171 80 40m

Then, you can access the http - svcl service byusing http :// foo .[
cluster - id ].[ region - 1id ]. alicontain er . com /and access the
http - svc2 service byusing http :// bar .[ cluster - id ].[ region - id

]. alicontain er . com .



Configure a safe routing service

Management of multiple certificates is supported to provide security protection for

your services.
1. Prepare your service certificate.

If no certificate is available, generate a test certificate in the following method:

Note:

The domain name must be consistent with your Ingress configuration.

root @ master # openssl req - x509 - nodes - days 365
- newkey rsa : 2048 - keyout tls . key - out tls . crt -
subj "/ CN = foo . bar . com / 0 = foo . bar . com "

The above command generates a certificate file t1s . crt and a private key file

tls . key .

Create a Kubernetes secret named foo . bar using the certificate and private

key. The secret must be referenced when you create the Ingress.

root @ master # kubectl create secret tls foo . bar --
key tls . key -- cert tls . crt

2. Create a safe Ingress service.

root @ master # cat << EOF | kubectl create - f -
apiVersion : extensions / vlbetal
kind : Ingress
metadata
name : tls - fanout
spec
tls
- hosts
- foo . bar . com
secretName : foo . bar
rules
- host : foo . bar . com
http
paths :
- path : / foo
backend
serviceNam e : http - svcl
servicePor t : 80
- path : / bar
backend
serviceNam e : http - svc2
servicePor t : 80
EOF
root @ master # kubectl get ing
NAME HOSTS ADDRESS PORTS

AGE



tls - fanout *
11s

80

3. Follow the notes in Simple fanout routing based on domain names to configure the

hosts file or set the domain name to access the TLS service.

You can access the http - svcl service byusing http :// foo .

bar . com

/ foo andaccessthe http - svc2 service byusing http :// foo . bar .

com / bar .

You can also access the HTTPS service by using HTTP. By default, Ingress redirects
HTTP access configured with HTTPS to the HTTPS address. Therefore, access to

http :// foo . bar .

:// foo . bar . com / foo .

Deploy Ingress in Kubernetes dashboard

1. Save the following yml code to the nginx - ingress .

apiVersion : extensions / vlbetal

kind : 1Ingress
metadata :
name : simple
spec :
rules :
- http :
paths :
- path : / svc
backend
serviceNam
servicePor

e :
t :

http - svc

80

com / foo will be automatically redirected to https

2. Log on to the Container Service console. Under Kubernetes, click Clusters in the

left-side navigation pane. Click Dashboardat the right of the cluster to enter the

Kubernetes dashboard.

3. Click CREATE in the upper-right corner to create an application.

= overview

<

Cluster
Resource Status
Namespaces
Nodes
Persistent Volumes

Roles

Storage Classes

W Running
Pending

W Failed

+ CREATE

4. Click the CREATE FROM FILE tab. Select the nginx - dingress .

saved.

yml file you
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5. Click UPLOAD.

Then an Ingress Layer-7 proxy route will be created to the http - svc service.
6. Click default under Namespace in the left-side navigation pane. Click Ingresses in

the left-side navigation pane.

You can view the created Ingress resource and its access address http :// 118 .

178 . 174 . 161 / svc .

Cluster

Ingresses
Namespaces o
Nodes Name = Endpoints

Persistent Volumes

simple 2078 & 6 days

Roles

Storage Classes

simple-fanout 2078 & 6 days
simple-routing 2078 & 2 days
(1)

Owerview

Workloads

Replica Sets
Replication Controllers

Stateful Sets

Discovery and Load Balanci

Services

7. Enter the address in the browser to access the created http - svc service.

1.12 Storage

1.12.1 Overview

Container Service supports automatically binding Kubernetes pods to Alibaba Cloud

cloud disks, NAS, and Object Storage Service (OSS).

Currently, static storage volumes and dynamic storage volumes are supported.
See the following table for how each type of data volumes supports the static data

volumes and dynamic data volumes.

Alibaba Cloud storage Static data volume Dynamic data volume

Alibaba Cloud cloud disk | You can use the cloud disk |Supported.
static storage volumes by:

- Using the volume
method.

- Using PV/PVC.




Alibaba Cloud storage Static data volume Dynamic data volume

Alibaba Cloud NAS You can use the NAS static | Supported.
storage volumes by:

- Using flexvolume plug-
in.
- Using the volume
method.
- Using PV/PVC.
- Using NFS drive of
Kubernetes.

Alibaba Cloud OSS You can use the OSS static | Not supported.
storage volumes by:

- Using the volume
method.

- Using PV/PVC.

1.12.2 Use Alibaba Cloud cloud disks

You can use the Alibaba Cloud cloud disk storage volumes in Alibaba Cloud Container

Service Kubernetes clusters.

Currently, Alibaba Cloud cloud disk provides the following two Kubernetes mount

methods:
- Static storage volumes
You can use the cloud disk static storage volumes by:

- Using the volume method
- Using PV/PVC

- Dynamic storage volumes

Note:

The following requirements are imposed on the created cloud disk capacity:

- Basic cloud disk: Minimum 5Gi
- Ultra cloud disk: Minimum 20Gi
- SSD cloud disk: Minimum 20Gi



Static storage volumes

You can use Alibaba Cloud cloud disk storage volumes by using the volume method or

PV/PVC.
Prerequisites

Before using cloud disk data volumes, you must create cloud disks in the Elastic

Compute Service (ECS) console. For how to create cloud disks, see #unique_70.
Instructions

- The cloud disk is not a shared storage and can only be mounted by one pod at the
same time.

- Apply for a cloud disk and obtain the disk ID before using cloud disk storage
volumes. See #unique_70.

- volumeld: The disk ID of the mounted cloud disk, which must be the same as
volumeName and PV Name.

- Only the cluster node that is in the same zone as the cloud disk can mount the
cloud disk.

Use volume method

Usethe disk - deploy . yaml fileto create the pod.

apiVersion : extensions / vlbetal
kind : Deployment
metadata :
name : nginx - disk - deploy
spec :
replicas : 1
template :
metadata :
labels :
app : nginx
spec :
containers :
- name : nginx - flexvolume - disk
image : nginx
volumeMoun ts :
- name : " d - bpljl7ifxf asvts3tf4o "
mountPath : "/ data "
volumes :
- name : " d - bpljl7ifxf asvts3tf40 "
flexVolume :
driver : " alicloud / disk "
fsType : " ext4 "
options :
volumeId : " d - bpljl7ifxf asvts3tf4o "

Use PV/PVC



Step 1. Create a cloud disk type PV

You can create the cloud disk type PV in the Container Service console or by using the

yaml file.
Create PV by using yaml file

Usethe disk - pv . yaml file to create the PV.

E] Note:

The PV name must be the same as the Alibaba Cloud cloud disk ID.

apiVersion : vl
kind : Persistent Volume
metadata :
name : d - bpljl7ifxf asvts3tf40
labels :
failure - domain . beta . kubernetes . io / zone : <c¢n - hangzhou
- b
failure - domain . beta . kubernetes . io / region : c¢n -
hangzhou
spec :
capacity :
storage : 20Gi
storageCla ssName : disk

accessMode s :
- ReadWriteO nce

flexVolume :
driver : " alicloud / disk "
fsType : " ext4 "
options :
volumeId : " d - bpljl7ifxf asvts3tf40o "

Create cloud disk data volumes in Container Service console

1. Log on to the Container Service console.
2. Under Kubernetes, clickClusters > Storagein the left-side navigation pane.

3. Select the cluster from the Clusters drop-down list and then click Create in the

upper-right corner.

ce Data Volums List Refrash Creata

ontainer,
- Les m
e Clusters

Clusters

Nodes
Py Could not find any record that met the condition.

~ Application

Deployment
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4. The Create Data Volume dialog box appears. Configure the data volume

parameters.

- Type: cloud disk inthe example.

- Name: The name of the created data volume. The data volume name must be the
same as the Cloud Disk ID.

- Access Mode: ReadWriteOnce by default.

- Cloud Disk ID: Select the cloud disk to be mounted and is in the same region and
zone as the cluster.

- File System Type: You can select the data type in which data is stored to the
cloud disk. The supported types include ext4, ext3, xfs, and vfat ext4 is selected
by default.

- Tag: Click Add Tag to add tags for this data volume.

Create Data Volume

Type: @ Cloud Disk NAS 0SS
Access Mode ®  ReadWriteOnce
Cloud Disk ID: d- : Salact Cloud Disk
File System Type: extd v
Tag : © Add Tag

5. After the preceding settings, click Create.
Step 2. Create PVC

Use the disk - pvc . yaml fileto create the PVC.

kind : Persistent VolumeClai m
apiVersion : vl
metadata :

name : pvc - disk
spec :

accessMode s :

- ReadWriteO nce
storageCla ssName : disk



resources :
requests :
storage : 20Gi

Step 3. Create a pod

Usethe disk - pod . yaml fileto create the pod.

apiVersion : vl
kind : Pod
metadata :
name : " flexvolume - alicloud - example "
spec :
containers :
- name : " nginx "
image : " nginx "
volumeMoun ts :
- name : pvc - disk
mountPath : "/ data "
volumes :
- name : pvc - disk
persistent VolumeClai m :
claimName : pvc - disk

Dynamic storage volumes

Dynamic storage volumes require you to manually create a Storage Class and specify

the target type of cloud disk in the PVC by storage Class Name.
Create a StorageClass

kind : StorageCla ss

apiVersion : storage . k8s . io / vlbetal
metadata :
name : alicloud - disk - common - hangzhou - b
provisione r : alicloud / disk
parameters :
type : cloud_ssd
regionid : c¢n - hangzhou
zoneid : c¢n - hangzhou - b
Parameters:

- provisioner: configured as Alibaba Cloud/disk, the identifier is created using the

Alibaba Cloud Provsioner plug-in.

- type: identifies the cloud disk type, supports cloud, cloud_efficiency, cloud_ssd,
and available types. To improve efficiency, tries to create SSD, and common cloud
disk until it is created successfully.

- regionid: the region where cloud disk is to be created.

- zoneid: the zone where cloud disk is to be created.



Create a service

kind : Persistent VolumeClai m
apiVersion : vl
metadata :
name : disk - common
spec :

accessMode s :
- ReadWriteO nce
storageCla ssName : alicloud - disk - common - hangzhou - b
resources :
requests :
storage : 20Gi

kind : Pod

apiVersion : vl
metadata :
name : disk - pod - common
spec :
containers :
- name : disk - pod
image : nginx
volumeMoun ts :
- name : disk - pvc
mountPath : "/ mnt "
restartPol -1dcy : " Never "
volumes :
- name : disk - pvc
persistent VolumeClai m :
claimName : disk - common
Default options

By default, the cluster provides the following StorageClasses, which can be used in a

single AZ cluster.

- alicloud-disk-common: basic cloud disk.

- alicloud-disk-efficiency: high-efficiency cloud disk.

- alicloud-disk-ssd: SSD disk.

- alicloud-disk-available: provides highly available options, first attempts to create a
high-efficiency cloud disk. If the corresponding AZ's efficient cloud disk resources
are sold out, tries to create an SSD disk. If the SSD is sold out, tries to create a

common cloud disk.
Creating a multi-instance StatefulSet using cloud disk

Use volume Claim Templates that dynamically creates multiple PVCs and PVs and

binds them.

apiVersion : vl
kind : Service
metadata :
name : nginx
labels :



app : nginx

spec :
ports :
- port : 80
name : web
clusterIP : None
selector
app : nginx

apiVersion : apps / vlbeta2
kind : StatefulSe t
metadata
name : web
spec :
selector
matchLabel s
app : nginx
serviceNam e : " nginx "
replicas : 2
template
metadata
labels
app : nginx
spec :
containers
- name : nginx
image : nginx
ports
- containerP ort : 80
name : web
volumeMoun ts
- name : disk - common
mountPath : / data
volumeClai mTemplates

- metadata
name : disk - common
spec :
accessMode s : [ " ReadWriteO nce " ]
storageCla ssName : " alicloud - disk - common "
resources
requests

storage : 10Gi

1.12.3 Use Alibaba Cloud NAS

You can use the Alibaba Cloud NAS data volumes in Container Service Kubernetes

clusters.

Currently, Alibaba Cloud NAS provides the following two Kubernetes mount methods:



- Static storage volumes
You can use the static storage volumes by:
- Using the flexvolume plug-in.

B Using the volume method.
B Using PV/PVC.
- Using NFS drive of Kubernetes.

- Dynamic storage volumes
Prerequisite

Before using NAS data volumes, you must create a file system in the NAS console and
add the mount point of a Kubernetes cluster in the file system. The created NAS file

system and your cluster must be in the same Virtual Private Cloud (VPC).
Static storage volumes

You can use Alibaba Cloud NAS file storage service by using the flexvolume plug-in
provided by Alibaba Cloud or the NFS drive of Kubernetes.

Use flexvolume plug-in

Use the flexvolume plug-in and then you can use the Alibaba Cloud NAS data volumes

by using the volume method or using PV/PVC.

Note:

- NAS is a shared storage and can provide shared storage service for multiple pods
at the same time.

- server: The mount point of the NAS data disk.

- path: The mount directory for connecting to the NAS data volumes. You can mount
NAS data volumes to a NAS sub-directory. The system automatically creates the
sub-directory if the sub-directory does not exist and mounts the NAS data volumes
to the created sub-directory.

- vers: Defines the version number of NFS mount protocol. 4.0 is supported.

- mode: Defines the access permission of the mount directory. The mount
permission cannot be configured if you mount the NAS data volumes to the NAS
root directory. If the NAS disk contains a huge amount of data, configuring the

mode leads to the slow mounting or even the mounting failure.



Using the volume method.

Use the nas - deploy . yaml fileto create the pod.

apiVersion : vl
kind : Pod
metadata
name : " flexvolume - nas - example "
spec
containers
- name : " nginx "
image : " nginx "
volumeMoun ts
- name : " nasl "
mountPath : "/ data "
volumes
- name : " nasl "
flexVolume :
driver : " alicloud / nas "
options

server : " 0cd8b4a576 - grs79 . cn - hangzhou

aliyuncs . com "
path : "/ k8s "

vers : "4 ., 0"

Use PV/PVC

Step 1 Create PV

nas

You can create NAS data volumes in the Container Service console or by using the

YAML file.
- Create PV by using YAML file

Usethe nas - pv . yaml file to create the PV.

apiVersion : vl
kind : Persistent Volume
metadata
name : pv - nas
spec :
capacity :
storage : 5Gi
storageCla ssName : nas

accessMode s :
- ReadWriteM any

flexVolume :
driver : " alicloud / nas "
options
server : " 0cd8b4a576 - uih75 . cn - hangzhou

aliyuncs . com "
path : "/ k8s "

nas



vers : "4 . 0"

- Create NAS data volumes in Container Service console

1. Log on to the Container Service console.
2. Under Kubernetes, clickCluster > Storagein the left-side navigation pane.

3. Select the cluster from the Clusters drop-down list and then click Create in the

upper-right corner.

Container, ice Data Volume List Refresh Creatz
Kubs

ubernetes m
Clusters test
Clusters o fest ¥

Clusters

Nodes

o 1) Could not find any record that met the condition.

~ Application

Deployment

4. The Create Data Volume dialog box appears. Configure the data volume

parameters.

- Type: Select NAS in this example.

- Name: Enter the name of the data volume you are about to create. The data
volume name must be unique in the cluster. In this example, enter pv-nas.

- Capacity: Enter the capacity of the data volume to be created. Make sure the
capacity cannot exceed the disk capacity.

- Access Mode: ReadWriteMany is selected by default.

- Mount Point Domain Name: Enter the mount address of the mount point in
the NAS file system for the cluster.

- Path: The sub-directory under the NAS path, which starts with a forward
slash ( /). The data volume is mounted to the specified sub-directory after

being created.

B If this sub-directory does not exist in the NAS root directory, the data
volume is mounted after the sub-directory is created by default.
B If this field is left empty, the data volume is mounted to the NAS root
directory by default.
- Privilege: Configure the access permission of the mount directory, such as
755, 644, and 777.

B You can only configure the privilege when the data volume is mounted to
the NAS sub-directory, that is, you cannot configure the privilege if the

data volume is mounted to the NAS root directory.

B If this field is left empty, use the permissions of the NAS files by default.


https://cs.console.aliyun.com

- Tag: Click Add Tag to add tags for this data volume.

Create Data Volume

ype:

Cloud Disk

= MNAS

05858

Mame: pv-nas

Capacity :

20Gi

Access Mode ¢

ReadWriteMany

ReadWriteOnce

Mount Point

nas.aliyuncs.com

Domain Mame:;

Path :

Privilege :

Taq :

QAdd Tag

Create

Cancel

5. Click Create after the configurations.

Step 2 Create PVC

Use the nas - pvc .

kind
apiVersion
metadata
name :
spec :
accessMode s
- ReadWriteM
storageCla
resources
requests :
storage

Persistent
vl

pvc - nas

an

5Gi

Step 3 Create pod

Usethe nas - pod .

apiVersion vl
kind Pod
metadata
name :
spec :
containers :
- name : " nginx

ssName :

VolumeClai

y
nas

m

yaml file to create the PVC.

yaml file to create the pod.

" flexvolume - nas - example "




image : " nginx "
volumeMoun ts :
- name : pvc - nas
mountPath : "/ data "

volumes :
- hame : pvc - nas
persistent VolumeClai m :
claimName : pvc - nas

Using NFS drive of Kubernetes.
Step 1 Create a NAS file system

Log on to the NAS console to create a NAS file system.

Note:

The created NAS file system and your cluster must be in the same region.

Assume that your mount pointis 055f84ad83 - ixxxx . cn - hangzhou . nas .

aliyuncs . com .

Step 2 Create PV

You can create NAS data volumes in the Container Service console or by using an

orchestration template.
- Use an orchestration template

Usethe nas - pv . yaml file to create the PV.
Run the following commands to create a NAS type PersistentVolume.

root @ master # cat << EOF | kubectl apply - f -
apiVersion : vl
kind : Persistent Volume
metadata :
name : nas
spec :
capacity :
storage : 8Gi
accessMode s :
- ReadWriteM any

persistent VolumeRecl aimPolicy : Retain
nfs :
path : /
server : 055f84ad83 - ixxxx . cn - hangzhou . nas . aliyuncs
. com
EOF

- Create NAS data volumes in Container Service console

For more information, see Create NAS data volumes in Container Service console in

Use PV/PVC.


https://nas.console.aliyun.com/

Step 2 Create PVC

Create a PersistentVolumeClaim to request to bind this PersistentVolume.

root @ master # cat << EOF | Kkubectl apply - f -
apiVersion : vl
kind : Persistent VolumeClai m
metadata
name : nasclaim
spec :

accessMode s
- ReadWriteM any

resources
requests
storage : 8Gi
EOF
Step 3 Create pod

Create an application to declare to mount and use this data volume.

root @ master # cat << EOF | kubectl apply - f -
apiVersion : vl
kind : Pod
metadata

name : mypod
spec :

containers

- name : myfrontend
image : registry . aliyuncs . com / spacexnice / netdia

latest
volumeMoun ts
- mountPath : "/ var / www / html "
name : mypd
volumes
- name : mypd
persistent VolumeClai m :
claimName : nasclaim

EOF
Then, the NAS remote file system is mounted to your pod application.

Dynamic storage volumes

To use dynamic NAS storage volumes, you must manually install the drive plug-in and

configure the NAS mount point.

Install the plug-in

apiVersion : storage . k8s . io / vl
kind : StorageCla ss
metadata

name : alicloud - nas
provisione r : alicloud / nas
apiVersion : vl
kind : ServiceAcc ount

metadata



name : alicloud - nas - controller
namespace : kube - system

kind : ClusterRol eBinding

apiVersion : rbac . authorizat don . k8s . 1io / vlbetal
metadata
name : run - alicloud - nas - controller
subjects
- kind : ServiceAcc ount
name : alicloud - nas - controller
namespace : kube - system
roleRef :
kind : ClusterRol e
name : alicloud - disk - controller - runner
apiGroup : rbac . authorizat dion . k8s . 1o

kind : Deployment

apiVersion : extensions / vlbetal
metadata
name : alicloud - nas - controller
namespace : kube - system
spec
replicas : 1
strategy
type : Recreate
template
metadata
labels
app : alicloud - nas - controller
spec

toleration s :
- effect : NoSchedule

operator : Exists
key : node - role . kubernetes . io / master
- effect : NoSchedule
operator : Exists
key : node . cloudprovi der . kubernetes . io / uninitiali

zed
nodeSelect or
node - role . kubernetes . io / master : ""

serviceAcc ount : alicloud - nas - controller
containers
- name : alicloud - nas - controller
image : registry . cn - hangzhou . aliyuncs . com / acs /

alicloud - nas - controller : vl . 8 . 4
volumeMoun ts
- mountPath : / persistent volumes
name : nfs - client - root
env :
- name : PROVISIONE R_NAME
value : alicloud / nas
- name : NFS_SERVER
value : 0cd8b4a576 - mmi32 . cn - hangzhou . nas
aliyuncs . com
- name : NFS_PATH

value : /
volumes
- name : nfs - client - root
nfs
server : 0cd8b4a576 - mmi32 . cn - hangzhou . nas

aliyuncs . com



path : /

Use dynamic storage volumes

apiVersion : apps / vlbetal
kind : StatefulSe t

metadata :
name : web
spec :
serviceNam e : " nginx "
replicas : 2
volumeClai mTemplates :
- metadata :
name : html
spec :

accessMode s :
- ReadWriteO nce
storageCla ssName : alicloud - nas
resources :
requests :
storage : 2Gi
template :
metadata :
labels :
app : nginx
spec :
containers :
- name : nginx
image : nginx : alpine
volumeMoun ts :
- mountPath : "/ usr / share / nginx / html /"
name : html

1.12.4 Use Alibaba Cloud 0SS

You can use the Alibaba Cloud Object Storage Service (0SS) data volumes in Alibaba

Cloud Container Service Kubernetes clusters.

Currently, OSS static storage volumes are supported, while OSS dynamic storage

volumes are not supported. You can use the OSS static storage volumes by:

- Using the volume method.

- Using PV/PVC.
Prerequisites

You must create a bucket in the OSS console before using the OSS static storage

volumes.
Instructions

- 0SS is a shared storage and can provide shared storage service for multiple pods at

the same time.



- bucket: Currently, Container Service only supports mounting buckets and cannot
mount the sub-directories or files under the bucket.
- url: The OSS endpoint, which is the access domain name for mounting OSS.
- aklId: Your AccessKey ID.
akSecret: Your AccessKey Secret.
- otherOpts: Customized parameter input in the formatof - o x**x - o *x*xis

supported when mounting OSS.
Note

If your Kubernetes cluster is created before Feb 6th, 2018, #unique_73 before using
the data volumes. To use 0SS data volumes, you must create the secret and enter the

AccessKey information when deploying the flexvolume service.
Use OSS static storage volumes
Use volume method

Usethe oss - deploy . yaml file to create the pod.

apiVersion : extensions / vlbetal
kind : Deployment
metadata :
name : nginx - oss - deploy
spec :
replicas : 1
template :
metadata :
labels :
app : nginx
spec :
containers :
- name : nginx - flexvolume - oss
image : nginx
volumeMoun ts :
- name : " ossl "
mountPath : "/ data "
volumes :
- name : " ossl "
flexVolume :
driver : " alicloud / oss "
options :
bucket : " docker "
url : " oss - cn - hangzhou . aliyuncs . com "
akId : **x
akSecret : *xx%
otherOpts : "- o max_stat_c ache_size = 0 - o

allow_othe r "

Use PV/PVC (currently, dynamic pv is not supported)

Step 1 Create PV



You can create the PV in the Container Service console or by using the YAML file.

Create PV by using YAML file

Usethe oss - pv

. yaml file to create the PV.

apiVersion vl
kind Persistent Volume
metadata
name pv - o0ss
spec
capacity
storage 5Gi
accessMode s
- ReadWriteM any
storageCla ssName 0oss
flexVolume :
driver " alicloud / oss "
options
bucket " docker "
url " oss - cn - hangzhou aliyuncs com "
akId * %k
akSecret * k%
otherOpts "- o max_stat_c ache_size = 0 - o allow_othe
r n

Create OSS data volumes in Container Service console

1. Log on to the Container Service console.

2. In the left-side navigation pane under Kubernetes, choose Clusters > Storage.

3. Select the cluster from the Clusters drop-down list and then click Create in the

upper-right corner.

Container Service - Volumes and Volumes Claim

Kubernetes ~

Qverview

=1

Clusters

Volumes Volumes Claim

Clugter; e

d-bplgim7s7snofbfivfrd  20Gi

Nodes

=@

Refresh

test

Namesp: =
s-dema-jenkins

Name:je

ReadWriteOnce  Delete Bound  alicloud-disk-efficiency 02/18/2019,15:29:08  EditLabels | YAML | Delete
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4. The Create Data Volume dialog box appears. Configure the data volume

parameters.

- Type: Select OSS in this example.

- Name: Enter the name of the data volume you are about to create. The data
volume name must be unique in the cluster. In this example, enter pv-oss.

- Capacity: Enter the capacity of the data volume to be created.

- Access Mode: ReadWriteMany by default.

- Access Key ID/Access Key Secret: The AccessKey required to access OSS.

- Bucket ID: Select the OSS bucket name you want to use. Click Select Bucket.
Select the bucket in the displayed dialog box and click Select.

- Access Domain Name: If the bucket and Elastic Compute Service (ECS) instance
are in different regions, select Internet. If the bucket and ECS instance are in the

same region, select Intranet or VPC according to the cluster network type. Select



VPC if the network type is Virtual Private Cloud (VPC) or select Intranet if the
network type is classic network.

- Tag: Click Add Tag to add tags for this data volume.

Create Data Volume

Cloud Disk NAS ® 085

Type:
Mame: pV-0S5
Capadity : 20Gi
Bccess Mode ¢ ® ReadWriteMany

Access Key 1D;

Access Key
Secrat:
Optiona
Parameters: N
For the formats of other parameters,
refer to this document. Example: -o
allow_other -0
default_permission=666 -onoxatir
Bucket ID: Select Bucket

Access Domain Intranet Intenet  ® VPC@

Mame:

Tag : ©Add Tag

Create Cancel

5. Click Create after completing the configurations.

Step 2 Create PVC

Usethe oss - pvc . yaml file to create the PVC.

kind : Persistent VolumeClai m
apiVersion : vl
metadata

name : pvc - 0SS
spec :

storageCla ssName : oss

accessMode s

- ReadWriteM any

resources

requests :



storage : 5Gi

Step 3 Create pod
Usethe oss - pod . yaml fileto create the pod.

apiVersion : vl
kind : Pod
metadata :
name : " flexvolume - oss - example "
spec :
containers :
- name : " nginx "
image : " nginx "
volumeMoun ts :
- name : pvc - 0SS
mountPath : "/ data "
volumes :
- name : pvc - 0SS
persistent VolumeClai m :
claimName : pvc - oss

Use OSS dynamic storage volumes

Currently not supported.

1.13 Storage claim management

1.13.1 Create a persistent storage volume claim
You can create a persistent storage volume claim (PVC) by using the Container Service

console.
Prerequisites

- You have created a Kubernetes cluster. For more information, see #unique_13.
- If you have already created a storage volume, use a cloud disk to create a cloud
storage volume. For more information, see #unique_29.
By default, the storage claim is bound to the storage volume depending on the label
alicloud - pvname .When the data volume is created by using the Container
Service console, the storage volume is labeled by default. If the storage volume

label does not exist, you must add a label before you select to bound this storage

volume.
Context

Procedure

1. Log on to the Container Service console.


https://cs.console.aliyun.com

2. Under Kubernetes, click Application > Volumes Claim in the left-side navigation

pane to enter the Volumes Claims list page.

3. Select the target cluster and namespace, and click Create in the upper-right corner.

Container Service - Volumes Claims Refresh
Kubernetes ~

QOvenview Clusters

kescluster ¥ | Namespace | gefault v

~ Clusters
Clusters
Nodes (D Could not find any record that met the condition.
Volumes
Namespace
- )
Deployment
Pods

Service

Ingress

Volumes Claim e




4. Complete the configurations in the Create Volume Claim dialog box, and click

Create.

Create Volume Claims

volume type : ®  Cloud Disk NAS 05s

Mame : pv-disk

Name must start with a lowercase letter and can only
contain lowercase letters, numbers, °." and "-

Allocate mode : % Existing volume
Existing volume : d-bp12050zzxanyjednsew, 20Gi Select Volume
Capacity : 20Gi

- Volume claim type: Consistent with storage volume, including cloud, NAS, and
OSS types.

- Name: Enter the storage volume claim name.
- Distribution mode: Currently, only existing storage volumes are supported.
- Existing storage volume: Select to bound the storage volume of this type.

- Total: Claim usage, cannot be greater than the total amount of storage volumes.

@ Note:

If a storage volume already exists in your cluster and is not used, but cannot be
found in Select Existing Storage Volume, maybe the alicloud - pvname labelis

not defined.

If you cannot find an available storage volume, you can clickClusters > Volumes
in the left-side navigation pane. Find the target storage volume, click Label

Management on the right. Add the corresponding label alicloud - pvname ,the



value is the name of the storage volume. The cloud storage volume defaults to the

cloud disk ID as the name of the storage volume.

Edit Labels
© Add Tag
alicloud-pynamea L, S — Pt [ =]
failure-domain.beta. kubernetes.iofzone cn-hangzhou-g (-]
failure-domain.beta. kubernetes.io/region cn-hangzhou (-]
&= -

5. Return to the Volumes Claims list, you can see that the newly created storage claim

appears in the list.

1.13.2 Using persistent storage volume claim
On the Container Service console, use an image or a template to deploy an
application, so that you can use a persistent storage volume claim. In this example, an

image is used to create an application. If you want to use a persistent storage volume

claim with the template, see #unique_29.

Prerequisites

- You have created a Kubernetes cluster. For more information, see #unique_13.
- If you have already created a storage volume claim, use the cloud disk to create a

cloud disk storage volume claim PVC disk. For more information, see #unique_77.

Procedure

1. Log on to the Container Service console.


https://cs.console.aliyun.com

2. Under Kubernetes, click Application > Deployment in the left-side navigation

pane. Enter the Deployment List page and click Create by image in the upper-right

corner.
Container Service - Deployment Refresh Create by image Create by template
Kubernetes ~
Overvisw Clusters | kgs-cluster v Namespace | default v e
v @reEm Name Tag PodsQuantit Time Created
Clusters new-nginx run:new-nging 11 07/11/2018,17:00:19 Detalls | Edit | Monitor | More~
Nodes . ) _ i
ngin-deployment-basic 2pp:nginx 22 07/11/2018,18:00:12 Detalls | Edit | Moritor | Morew
Volumes
old-nginx run:old-nginx 22 07/11/2018,17:00:19 Details Edit | Monitor | More~
Namespace
| application o
Deployment

3. On the Basic Information page, configure the application name, deploy the cluster,

and the namespace. Then click Next.

Create Application

Basic Information

Name:

| test-nginx

The name should be 1-64 characters long, and can contain numbers, lower case English letters and hyphens, but cannot start with a hyphen.
Cluster: kes-cluster v
Namespace : default v

Back Next




4. On the Application Configuration page, select Image. Then configure the cloud
storage type of data volume, cloud disk, NAS, and OSS types are supported. In this

example, use the cloud storage volume claim and click Next.

Image Mame: nginx Image Version: latest
Selact image Select image version
Scale: 1
Resource Limit: CPU &g : 500m @ Memory eg: 128Mi i ]
Resource Request: CPU &g : 500m @ Memory og: 128Mi i ]

t3 Volume:
Data Volume: © add local storage

Storage type Mount source Container Path

© Add cloud storage

Storage type Mount source Container Path

Disk ¥ pvc-disk ¥ | fmp O

5. See #unique_36 to configure the test-nginx application, and click Create.

6. After the application is created, click Apply > Container Group in the left-side
navigation pane. Find the container group to which the application belongs, and
click Details.

Container Service - Pods Refresh

Kubernetes ~
kBs-cluster v Mamespace | default v ‘ o

Overview Clusters|

¥ Clusters

Clusters

test-nginx-deployment-76dbb97577-5kivr @Running 07/12/2018,15:34:56 0 0 More -

Nodes o

Volumes

Namespace

Deploymert

= @




7. On the Container Group details page, click Storage to view the container group is

properly bound to the PVC disk.

Pods - test-nginx-deployment-76dbb97577-5kivr

I Overview

Name : test-nginx-deployment-76dbbe7577-5kivr Namespace :  default

Status : Running Time Created :  07/12/2018,15:34:56

Node : cn-hangzhou.i-bp153888e85yy0cyw659 PodIP: 10.0.1.197

Container Events Created by Init Contziners Logs

Name Type Details

volume-1531380735073 persistentVolumeClaim claimName: pvc-disk

defaultMode: 420
default-token-w689) secret
ralToRen-wossp searE secretName: default-token-w683p

1.14 Logs

1.14.1 Application log management

A Kubernetes cluster that runs on Alibaba Cloud Container Service provides you with

multiple methods to manage application logs.

- Following the instructions of #unique_80, you can make the best use of the

functions provided by Alibaba Cloud Log Service, such as log statistics and

analysis.

- With Log-pilot, an open source project provided by Alibaba Cloud Container

Service, and #unique_81, you can easily build your own application log clusters.

1.14.2 View cluster logs

Context

You can view the cluster operation logs by using the simple log service of Container

Service.
Procedure

1. Log on to the Container Service console.

2. Click Kubernetes > Clusters in the left-side navigation pane.


https://github.com/AliyunContainerService/log-pilot
https://cs.console.aliyun.com

3. Click View Logs at the right of the cluster.

Cluster List

Container ice
m

Help: & C

Name ¥

You can create up to 5 clusters and can add up to 20 nodes in sach cluster.  Refresh Create Kubernetes Cluster

Nodes & &
Storage fest China East 1 (Hangzhau) " © @ Running 04/24/2018,08:56:28  1.9.3 Manage ﬁt_D:Shb':jf
L stel e
~_Application

View the cluster operation information.

Cluster Logs: test + Back to Cluster List

Detailed resource deployment logs: Stack Events

Refresh

04/24/2018,13:55:38
04/24/2018,13:55:35
04/24/2018,11:27:38
04/24/2018,11:27:36
04/24/2018,11:27:08
04/24/2018,11:27:06
04/24/2018,11:26:55
04/24/2018,11:26:54
04/24/2018,11:25:02
04/24/2018,11:25:00
04/24/2018,10:16:42
04/24/2018,10:15:36
04/24/2018,10:15:36

04/24/2018,10:15:34

cBdef192cdbecdaf13515d07fd184244 | Start to client.DescribeTemplate
c8def192cdbcrdaf1a515d07fad184e44 | Start describeStackInfo
c8def192cdberdaf1a515d07fad184e44 | Start to client.DescribaTemplate
8def192cdbec4af1a515d07fed184e44 | Start describeStackInfo
8def192cdbcedaf1a515d07fed184e44 | Start to client.DescribeTemplate
8def192cdbccdaf1a515d07fed184e44 | Start describeStackInfo
cBdef192cdboc4zf1a515d07fed184e44 | Start to client.DescribeTemplate
Bdef192cdbocdzf13515007f=d184e44 | Start describeStackInfo
Bdef192cdbocdaf1a515d07fed184e44 | Start to client.DescribeTemplate
cB8def192cdboc4af13515d07f=d184244 | Start describeStackInfe
cBdef192cdberdaf13515d07fd184e44 | Set up k8s DNS configuration succassfully
c8def192cdbcrdaf1a515d07fad184e44 | Start describeStackInfo
c8def192cdberdaf1a515d07fad184e44 | Stack CREATE complated successfully:

8def192cdber4af1a515d07fad184e44 | Start describeStackInfo

1.14.3 Colle

Log Service

ct Kubernetes logs

enables Logtail to collect Kubernetes cluster logs, and uses the

CustomResourceDefinition (CRD) API to manage collection configurations. This

document describes how to install and use Logtail to collect Kubernetes cluster logs.

Collection proced

ure

1. Install the alibaba-log-controller Helm package.




2. Configure the collection.

You can configure the collection in the Log Service console or by using the CRD API

as required. To configure the collection in the console, follow these steps:

Figure 1-1: Procedure

Run installation command I

Using CRD collection Using console collection
management configuration management configuration

Step 1 Install the package.
1. Log on to the Master node of the Alibaba Cloud Container Service for Kubernetes.

For how to log in, see #unique_§84.

2. Replace the parameters and run the following command.

${ your_k8s_c luster_id } toyour Kubernetes cluster ID in the following

installation command, and run this command:

wget http :// logtail - release . oss - cn - hangzhou . aliyuncs
. com / linux64 / alicloud - log - k8s - install . sh -0

alicloud - log - k8s - install . sh ; chmod 744 ./ alicloud -
log - k8s - dinstall . sh ; sh ./ alicloud - log - k8s - dinstall .
sh  ${ your_k8s_c luster_id }

Installation example

Run the installation command to obtain the following echo:

[ root @ iZbp **x*x*x biaZz ~]# wget http :// logtail - release .
oss - cn - hangzhou . aliyuncs . com / linux64 / alicloud - log - k8s
- dinstall . sh -0 alicloud - log - k8s - qinstall . sh ; chmod
744 ./ alicloud - log - k8s - dinstall . sh ; sh ./ alicloud - log
- k8s - dinstall . sh Cl2ba20 **xkxkxx*xx*kx*xx 86939f0b

‘éi%baba - cloud - log / Chart . yaml
alibaba - cloud - log / templates /
alibaba - cloud - log / templates / _helpers . tpl



alibaba - cloud - log / templates / alicloud - log - crd . yaml
alibaba - cloud - log / templates / logtail - daemonset . yaml
alibaba - cloud - log / templates / NOTES . txt

alibaba - cloud - log / values . yaml

NAME : alibaba - log - controller

LAST DEPLOYED : Wed May 16 18 : 43 : 06 2018
NAMESPACE : default

STATUS : DEPLOYED

RESOURCES :
==> vlbetal / ClusterRol eBinding
NAME AGE

alibaba - log - controller 0s

==> vlbetal / DaemonSet

NAME DESIRED CURRENT READY UP - TO - DATE AVAILABLE NODE
SELECTOR AGE

logtail 2 2 0 2 0 Os

==> vlbetal / Deployment
NAME DESIRED CURRENT UP - TO - DATE AVAILABLE AGE
alibaba - log - controller 1 1 1 0 0s

==> vl / Pod ( related )

NAME READY STATUS RESTARTS AGE

logtail - fféerf 0 /1 ContainerC reating 0 0s

logtail - g5s87 0 /1 ContainerC reating 0 0s

alibaba - log - controller - 7cfed7dbb5 - qvnéw 0 /1 ContainerC
reating 0 Os

==> vl / ServiceAcc ount
NAME SECRETS AGE
alibaba - log - controller 1 0s

==> vlbetal / CustomReso urceDefini tion
NAME AGE
aliyunlogc onfigs . log . alibabaclo ud . com 0s

==> vlbetal / ClusterRol e
alibaba - log - controller 0s

[ SUCCESS ] idnstall helm package : alibaba - log - controller
success

You can use helm status helm status alibaba - log - controller tocheck

the current Pod status. The Running status indicates a successful installation.

Then, Log Service creates the project that is named starting with k8s-log. You can

search for this project by using the k8s-log keyword in the Log Service console.



Step 2: Configure the collection.

To create Logstore and collect standard output (stdout) from all K8s containers,

follow these steps:
1. Go to the Logstore List page.

Click the project created in Step 1 to go to the Logstore List page.

2. Create Logstore.

Click Create in the upper-right corner, and in the dialog box that appears, create

Logstore.

Figure 1-2: Creating Logstore

8s-log-c12b

Create Logstore

* Logstore Name: | | ks-stdout: I:l

Logstare Attributes

* WebTracking:

Wab Tracking supports the collechon of vanious typas
of access logs in wab browsars or mobilke phone apps
(5 Android). By defauk, it & dsabled. { Help Link )

* Datz Retention | 30

Time: .
% Data can be retained for 1-3650 days,

= Hurnber of |2« | What & shard?
Shards:

* Biing: Refer to pricing




3. Configure the collection.

a. Go to the Data Import Wizard page.
b. Select Docker Stdout from Third-Party Software.

Click Apply to Machine Group on the configuration pages. Then, you can collect

all stdout files from all containers.

Figure 1-3: Docker stdout

4. Apply the configuration to the machine group.

On the Apply to Machine Group page, select a machine group, and click Next.

Figure 1-4: Applying the configuration to the machine group

> 2.Configure Data Source

Apply to Machine Group

+ Creata Maching Group

ks-group-
c12bbsdfga23345y2

Now you have configured the collection. To configure indexes and log shipping,
continue with the follow-up configurations. You can also exit the current page to

complete the configuration.



View collected logs

Based on the collection configuration, Logtail can collect stdout logs one minute after
a container in your cluster receives stdout input. On the Logstore List page, click
Preview to quickly preview collected logs, or click Search to customize searching and

analysis of these logs.
Figure 1-5: Previewing and searching
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As shown in the following image of the Search page, click any keyword of a log to start

quick searching, or enter the keyword in the search box to search the specified logs.
Figure 1-6: Searching logs
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Other methods for configuring collections

For more information about other methods for configuring collections, see:



Console Configuration
For more information about Console configuration, see:

- Container text log (recommended)
- Container standard output (recommended)

- Host text file

By default, the root directory of the host is mounted to the / logtail_ho st
directory of the Logtail container. You must add this prefix when configuring the
path. For example, to collect data in the / home / logs / app_log / directory of
the host, set the log path on the configuration page to / logtail_ho st / home /

logs / app_log /.
CRD Configuration

For more information about CRD(CustomResourceDefinition) configuration, see

#unique_88.

1.14.4 Configure Log4jAppender for Kubernetes and Log
Service

Log4j is an open-source project of Apache, which consists of three important
components: log level, log output destination, and log output format. By configurin
g Log4jAppender, you can set the log output destination to console, file, GUI

component, socket server, NT event recorder, or UNIX Syslog daemon.

This document introduces how to configure a YAML file to output Alibaba Cloud
Container Service Kubernetes cluster logs to Alibaba Cloud Log Service, without
modifying the application codes. In this document, deploy a sample API application

in the Kubernetes cluster for demonstration.
Prerequisites
- You have activated Container Service and created a Kubernetes cluster.

In this example, create a Kubernetes cluster in the region of China East 1 (
Hangzhou).
- Enable AccessKey or Resource Access Management (RAM). Make sure you have

sufficient access permissions. Use the AccessKey in this example.



Step 1 Configure Log4jAppender in Alibaba Cloud Log Service

1. Log on to the Log Service console.

2. On the Project List page, click Create Project in the upper-right corner. Complete

the configurations and then click Confirm to create the project.

In this example, create a project named k8s-log4j and select the same region (

China East 1 (Hangzhou)) as the Kubernetes cluster.

E] Note:

Generally, create a Log Service project in the same region as the Kubernetes
cluster. When the Kubernetes cluster and Log Service project are in the same
region, log data is transmitted by using the intranet, which saves the Internet
bandwidth cost and time of data transmission because of different regions, and

implements the best practice of real-time collection and quick query.

Craate Project

* Project Name: | kBs-log4

Description:| kBs-log4j demo

="\ are not supportad, and the description

cannot exceed 512 characters.

* Region:| China East 1 (Han... =

3. After being created, the project k8s-log4j is displayed on the Project List page. Click
the project name.

4. The Logstore List page appears. Click Create in the upper-right corner.

Logstores

Logstore List Endpoint List
™ LogHub - Collect

Search
[Doc] Collection

Logtail Config
Logtail Machine
[~ LogHub - Consume

1 You thave any store, seCreate
[Doc] Consumpt You don't h: y Logstore, pleaseCreate



https://sls.console.aliyun.com/
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5. Complete the configurations and then click Confirm.

In this example, create a Logstore named k8s-logstore.

Create Logstors

* Logstors Mame: | k8s-logstore

Logstors
Attributes

* WebTracking:

WebTracking supports the collection of various
types of access logs in web browsers or mobile
phone apps (105/Android). By default, it is
disabled. { Help Link )

* Data Retention | 30

TiMe:  pata retention time for LogHub and LogSearch

is unified. The data lifecycle is determinad by
the LogHub setting (the unit is in days).

* Mumber of [2 | Whatis shard?
Shards:

* Billing: Refer to pricing

6. Then, a dialog box asking you to use the data import wizard appears.

Create

You have created a logstore, use the data import wizard to learn ab
out collecting logs, analysis and more.

Data Import Wizard Cancel

Issue: 20190911 155



7. Click Data Import Wizard. In the Select Data Source step, select log4jAppender
under Other Sources and then complete the configurations as instructed on the
page.

Use the default configurations in this example. Configure the settings according to

the specific scenarios of log data.

Other Sources

Step 2 Configure Log4jAppender in the Kubernetes cluster

In this example, use the sample YAML files demo-deployment and demo-service for

demonstration.
1. Connect to your Kubernetes cluster.

For more information, see #unique_10 or #unique_20.
2. Obtain the demo - deployment . yaml file and configure the environment

variable JAVA_OPTS to collect logs from the Kubernetes cluster.

The sample orchestrat 1ion of  the demo - deployment . yaml

file is as follows:

apiVersion : apps / vlbeta2
kind : Deployment

metadata :
name : log4j - appender - demo - spring - boot
labels :
app : log4j - appender
spec :
replicas : 1
selector :

matchLabel s :
app : log4j - appender

template :
metadata :
labels
app : log4j - appender
spec :
containers :
- name : Tlog4j - appender - demo - spring - boot
image : registry . cn - hangzhou . aliyuncs . com /
jaegertrac ing / log4j - appender - demo - spring - boot : 0 . 0 .
2
env :
- name : JAVA_OPTS ## Note
value : "- Dproject ={ your_proje ct } - Dlogstore ={

your_logst ore } - Dendpoint ={ your_endpo int } - Daccess_ke


https://github.com/brucewu-fly/log4j-appender-demo-spring-boot/blob/master/k8s/demo-deployment.yaml
https://github.com/brucewu-fly/log4j-appender-demo-spring-boot/blob/master/k8s/demo-service.yaml

y_id ={ your_acces s_key_id } - Daccess_ke y ={ your_acces
s_key_secr et }"

ports :

- containerP ort : 8080

Wherein:

- - Dproject :The name of the used Alibaba Cloud Log Service project. In this
example, it is k8s-log4;.

- - Dlogstore :The name of the used Alibaba Cloud Log Service Logstore. In this
example, it is k8s-logstore.

- - Dendpoint :The service endpoint of Log Service. You must configure
your service endpoint according to the region where the Log Service project
resides. For more information, see Service endpoint. In this example, it is cn-

hangzhou.log.aliyuncs.com.
* - Daccess_ke y_1id :Your AccessKey ID.
- - Daccess_ke vy :Your AccessKey Secret.

3. Run the following command in the command line to create the deployment:

kubectl create - f demo - deployment . yaml
4. Obtain the demo - service . yaml file and run the following command to

create the service.

No need to modify the configurations in the demo - service . yaml file.

kubectl create - f demo - service . yaml

Step 3 Test to generate Kubernetes cluster logs

You can run the kubectl get command toview the deployment status of the

resource object. Wait until the deployment and the service are successfully deployed.

Then, run the kubectl get svc command to view the external access IP of the

service, that is, the EXTERNAL-IP.

$ kubectl get svc
NAME TYPE CLUSTER - IP EXTERNAL - IP PORT ( S ) AGE
log4j - appender - demo - spring - boot - svc LoadBalanc er 172
.21 . XX . XX 120 . 55 . XXX . XXX 8080 : 30398 / TCP 1h
In this example, test to generate Kubernetes cluster logs by running the login

command, wherein, K8S_SERVIC E_IP isthe EXTERNAL - IP .

Note:


https://www.alibabacloud.com/help/zh/doc-detail/29008.htm

See GitHub log4j-appender-demo to view the complete collection of APIs.

curl http ://${ K8S_SERVIC E_IP }: 8080 / login ? name = bruce

Step 4 View logs in Alibaba Cloud Log Service
Log on to the Log Service console.

Click the project name and click Search at the right of the Logstore k8s-logstore to

view the output logs of the Kubernetes cluster.

@ | thour 2018-03-06 15:03:00 ~ 2013-03-06 18:03 m

15:32:20 16:02:30 18:32:20

Total Count32 Status:The results are accurate.

Quick Analysis < Time 4w Content w & &5

1 al 03-06 16:38:39 source__: 172.20.38

YYou havi i
afie
i

location . com alivun loa4jappenderdemo. UserControllerlogin(UserContrallerjava.i7)
I sfi =hlAgSGKGyA name=bruce

The output content of the log corresponds to the preceding command. This example
demonstrates how to output the logs of the sample application to Alibaba Cloud Log
Service. By completing the preceding steps, you can configure Log4JAppender in

Alibaba Cloud and implement advanced functions such as collecting logs in real time

, filtering data, and querying logs by using Alibaba Cloud Log Service.

1.14.5 A solution to log collection problems of Kubernetes
clusters by using log-pilot, Elasticsearch, and Kibana

Requirements for logs of distributed Kubernetes clusters always bother developers
. This is mainly because of the characteristics of containers and the defects of log

collection tools.
- Characteristics of containers:

- Many collection targets: The characteristics of containers cause the number
of collection targets is large, which requires to collect the container logs and
container stdout. Currently, no good tool can collect file logs from containers
dynamically. Different data sources have different collection softwares.
However, no one-stop collection tool exists.

- Difficulty caused by auto scaling: Kubernetes clusters are in the distributed
mode. The auto scaling of services and the environment brings great difficulty

to log collection. You cannot configure the log collection path in advance, the


https://github.com/brucewu-fly/log4j-appender-demo-spring-boot
https://sls.console.aliyun.com/

same as what you do in the traditional virtual machine (VM) environment. The

dynamic collection and data integrity are great challenges.

- Defects of current log collection tools:

- Lack the capability to dynamically configure log collection: The current log
collection tools require you to manually configure the log collection method and
path in advance. These tools cannot dynamically configure the log collection
because they cannot automatically detect the lifecycle changes or dynamic
migration of containers.

- Log collection problems such as logs are duplicate or lost: Some of the current
log collection tools collect logs by using the tail method. Logs may be lost in this
way. For example, the application is writing logs when the log collection tool
is being restarted. Logs written during this period may be lost. Generally, the
conservative solution is to collect logs of 1 MB or 2 MB previous to the current
log by default. However, this may cause the duplicate log collection.

- Log sources without clear marks: An application may have multiple containers
that output the same application logs. After all the application logs are collected
to a unified log storage backend, you cannot know a log is generated on which

application container of which node when querying logs.

This document introduces log-pilot, a tool to collect Docker logs, and uses the
tool together with Elasticsearch and Kibana to provide a one-stop solution to log

collection problems in the Kubernetes environment.
Introduction on log-pilot

Log-pilot is an intelligent tool used to collect container logs, which not only collects
container logs and outputs these logs to multiple types of log storage backends
efficiently and conveniently, but also dynamically discovers and collects log files from

containers.

Log-pilot uses declarative configuration to manage container events strongly and
obtain the stdout and file logs of containers, which solves the problem of auto
scaling. Besides, log-pilot has the functions of automatic discovery, maintenance of
checkpoint and handle, and automatic tagging for log data, which effectively deals
with the problems such as dynamic configuration, duplicate logs, lost logs, and log

source marking.



Currently, log-pilot is completely open-source in GitHub. The project address is https
://github.com/AliyunContainerService/log-pilot. You can know more implementation

principles about it.
Declarative configuration for container logs

Log-pilot supports managing container events, can dynamically listen to the event
changes of containers, parse the changes according to the container labels, generate
the configuration file of log collection, and then provide the file to collection plug-in

to collect logs.

For Kubernetes clusters, log-pilot can dynamically generate the configuration file of
log collection according to the environment variable aliyun_log s_ $ name = $

path . This environment variable contains the following two variables:

- One variable is $name, a custom string which indicates different meanings in
different scenarios. In this scenario, $name indicates index when collecting logs to
Elasticsearch.

- The other is $path which supports two input modes, stdout and paths of log files
within containers, respectively corresponding to the standard output of logs and

log files within containers.

- Stdout indicates to collect standard output logs from containers. In this
example, to collect Tomcat container logs, configure the label aliyun . logs
. catalina = stdout to collect standard output logs of Tomcat.
- The path of a log file within a container also supports wildcards. To collect logs
within the Tomcat container, configure the environment variable aliyun_log
s_access =/ usr / local / tomcat / logs /*. log . To not use the
keyword aliyun, you can use the environment variable PILOT_LOG_PREFIX,
which is also provided by log-pilot, to specify the prefix of your declarative log
configuration. For example, PILOT_LOG_ PREFIX : " aliyun , custom ".

Besides, log-pilot supports multiple log parsing formats, including none, JSON, CSV,
Nginx, apache2, and regxp. You can use the aliyun_log s_ $ name_forma t =<

format > label to tell log-pilot to use what format to parse logs when collecting logs.

Log-pilot also supports custom tags. If you configure aliyun_log s_ $ name_tags
=" K1 = V1 , K2 = V2 "inthe environment variable, K1=V1 and K2=V2 are

collected to log output of the container during the log collection. Custom tags help


https://github.com/AliyunContainerService/log-pilot
https://github.com/AliyunContainerService/log-pilot

you tag the log generation environment for convenient statistics, routing, and filter of

logs.
Log collection mode

In this document, deploy a log-pilot on each machine and collect all the Docker

application logs from the machines.

Compared with deploying a logging container on each pod, the most obvious
advantage of this solution is less occupied resources. The larger the cluster scale

is, the more obvious the advantage is. This solution is also recommended in the

community.
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Prerequisites

You have activated Container Service and created a Kubernetes cluster. In this

example, create a Kubernetes cluster in China East 1 (Hangzhou).
Step 1 Deploy Elasticsearch

1. Connect to your Kubernetes cluster. For more information, see #unique_13 or
#unique_10.
2. Deploy the resource object related to Elasticsearch first. Then, enter the following

orchestration template. This orchestration template includes an elasticsearch-api



service, an elasticsearch-discovery service, and a status set of Elasticsearch. All of

these objects are deployed under the namespace kube-system.

kubectl apply - f https :// acs - logging . oss - cn -
hangzhou . aliyuncs . com / elasticsea rch . yml

3. After the successful deployment, corresponding objects are under the namespace

kube-system. Run the following commands to check the running status:

$ kubectl get svc , StatefulSe t - n = kube - system
NAME TYPE CLUSTER - IP EXTERNAL - IP PORT ( S ) AGE
svc / elasticsea rch - api ClusterlIP 172 . 21 . 5 . 134 <
none > 9200 / TCP 22h
svc / elasticsea rch - discovery ClusterIP 172 . 21 . 13 . 91
< none > 9300 / TCP 22h

NAME DESIRED CURRENT AGE
statefulse ts / elasticsea rch 3 3 22h

Step 2 Deploy log-pilot and the Kibana service
1. Deploy the log-pilot log collection tool. The orchestration template is as follows:

kubectl apply - f https :// acs - logging . oss - cn -
hangzhou . aliyuncs . com / log - pilot . yml

2. Deploy the Kibana service. The sample orchestration template contains a service

and a deployment.

kubectl apply - f https :// acs - logging . oss - cn -
hangzhou . aliyuncs . com / kibana . yml

Step 3 Deploy the test application Tomcat

After deploying the log tool set of Elasticsearch + log-pilot + Kibana, deploy a test
application Tomcat to test whether or not logs can be successfully collected, indexed,

and displayed.

The orchestration template is as follows:

apiVersion : vl
kind : Pod
metadata :
name : tomcat
namespace : default
labels :
name : tomcat
spec :
containers :
- image : tomcat
name : tomcat - test

volumeMoun ts :

- mountPath : / usr / local / tomcat / logs
name : accesslogs

env :



- name : aliyun_log s_catalina

value : " stdout " ## Collect standard output logs .

- name : aliyun_log s_access
value : "/ usr / local / tomcat / logs / catalina . *x. log "
## Collect log files within the container .
volumes :
- name : accesslogs

emptyDir : {}

The Tomcat image is a Docker image that both uses stdout and file logs. In the
preceding orchestration, the log collection configuration file is dynamically
generated by defining the environment variable in the pod. See the following

descriptions for the environment variable:

aliyun_log s_catalina = stdout indicates to collect stdout logs from the
container.

aliyun_log s_access =/ usr / local / tomcat / logs / catalina .
x. log indicates to collect all the log files whose name matches catalina

*. log under the directory / usr / local / tomcat / logs / from the

container.

In the Elasticsearch scenario of this solution, the $ name in the environment

variable indicates index. In this example, $ name is catalina and access.
Step 4 Expose the Kibana service to Internet

The Kibana service deployed in the preceding section is of the NodePort type, which
cannot be accessed from the Internet by default. Therefore, create an Ingress in this
document to access the Kibana service from Internet and test whether or not logs are

successfully indexed and displayed.

1. Create an Ingress to access the Kibana service from Internet. In this example,
use the simple routing service to create an Ingress. For more information, see

#unique_91. The orchestration template of the Ingress is as follows:

apiVersion : extensions / vlbetal
kind : Ingress
metadata
name : kibana - dingress
namespace : kube - system # Make sure the namespace is
the same as that of the Kibana service .
spec :
rules :
- http :
paths :
- path : /

backend :



serviceNam e : kibana # Enter the name of the
Kibana service

servicePor t : 80 # Enter the port exposed by
the Kibana service

2. After the Ingress is successfully created, run the following commands to obtain the

access address of the Ingress:

$ kubectl get ingress - n = kube - system
NAME HOSTS ADDRESS PORTS AGE
shared - dns * 120 . 55 . 150 . 30 80 5m

3. Access the address in the browser as follows.

< C | A F== | hitps//] ).30/app/kibana#/discover?_g=(8&_a=(columns:{_source),index:"* interval:auto,query:(query_string:(... Ba ¥ | Bk (= ]
. 0 hits New Save Open Share € @ Last15minutes @
‘ kibana Search... (.8. status:200 AND extension:PHP) Uses lucene query syntax n
@ Discover Add afilter+

Isl  visualize = =

No results found ®

Unfortunately | could not find any results matching your search. | tried really hard. | looked all
over the place and frankly. | just couldn't find anything good. Help me, help you. Here are some
ideas:

Dashboard Selected Fields

Timelion

Dev Tool:
SHREES Available Fields &

Management Expand your t|me range

I see you are looking at an index with a date field. It is possible your query does not match
anything in the current time range, or that there is no data at all in the currently selected time
range. Click the button below to open the time picker. For future reference you can open the
time picker by clicking on the button in the top right corner of your screen.

Refine your query

4. Click Management in the left-side navigation pane. Then, click Index Patterns >
Create Index Pattern. The detailed index name is the $ name variable suffixed
with a time string. You can create an index pattern by using the wildcard . In this

example, use $ name x to create an index pattern.

You can also run the following commands to enter the corresponding pod of

Elasticsearch and list all the indexes of Elasticsearch:

$  kubectl get pods - n = kube - system # Find the
correspond 1ing pod of Elasticsea rch

S kubectl exec - it elasticsea rch -1 bash # Enter a
pod of Elasticsea rch

$ curl ' localhost : 9200 / _cat / indices ? v ' ## List all
the indexes

health status index uuid pri rep docs . count docs
deleted store . size pri . store . size

green open . kibana x06jj19PS4 Cim6Ajo51P Wg 1 1 4
0] 53 . 6kb 26 . 8kb

green open access - 2018 . 03 . 19 txd3tG - NR6 -
gUqmMEKKzE w 5 1 143 (0] 823 . 5kb 411 . 7kb



green open catalina - 2018 . 03 . 19 ZgtWd16FQ7 qqJINNWXxFP
cQ 5 1 143 (0] 915 . 5kb 457 . 5kb

5. After successfully creating the indexes, click Discover in the left-side navigation
pane, select the created index and the corresponding time range, and then enter

the related field in the search box to query logs.
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t id
@timestamp per 3 hours
t _index
Time _source

» March 13th 2018, 17:31:22.255  cowee: /host/var/1ib/kubelet/pods/4520b468-2b58-11e8-a760-00163e0e50eF /valumes /kubernetes. jome

mpty-dir/accesslogs/[GAEANANG]. 2016-03-19. log Btimestamp: March 19th 2018, 17:31:22.258 effset
t beathostname 5,696 docker_contaimer: k8s_tomcat-test_tomcat_kube-system_4520b468-2b58-11e8-a780-00163e0e50ef_
Y R, 0 prospectar. type: 1og ks pod mamespace: kube-system imdex: access message: 19-Mar-2018 09:31:1

8.729 INFO [localhost-startStop-1] org.apache.catalina. startup. HostConfig. deployDirectory Deplo
t beatversion

»  March 19th 2018, 17:31:22.258  _,mce: /host/var/1ib/kubelet/pods /4520b468-2b58-11e8-a780-00163e0e50ef /volumes /kubernetes i one

docker_container

mpty-dir/accesslogs /[CEEANANA|. 2016-03-19. Tog @timestanp: March 19th 2018, 17:31:22.258 offset:
b nder 5,515 MBs_container mame: tomcat-test kBs_pod nemespace: kube-system index: access beat.name: log-
t k8s_container_name pilot-7wmgc beat hostname: 10g-pilot-7wmgc beat wersion: 6.1.1 message: 19-Mar-2018 09:31:18.729
t k8s_pod INFO [localhost-startStop-1] org.apache.catalina.startup.HostConfig.deployDirectory Deployment

Then, you have successfully tested the solution to log collection problems of Alibaba
Cloud Kubernetes clusters based on log-pilot, Elasticsearch, and Kibana. By using this
solution, you can deal with requirements for logs of distributed Kubernetes clusters
effectively, improve the Operation and Maintenance and operational efficiencies, and

guarantee the continuous and stable running of the system.

1.15 Security

Authorization

The same as swarm clusters, Kubernetes clusters support authorizing RAM users to

perform operations on clusters.
For more information, see #unique_93.
Full-link TLS certificates

The following communication links in Container Service Kubernetes clusters are
verified by TLS certificates to prevent the communication from being eavesdropped

or tampered:

kubelet on worker nodes actively communicates with apiserver on master

nodes




apiserver on master nodes actively communicates with kubelet on worker

nodes

During initialization, the master node uses SSH tunnels to connect to the SSH service

of other nodes (port 22) for initialization.
Native secret & RBAC support

Kubernetes secrets are used to store sensitive information such as passwords, OAuth
tokens, and SSH keys. Using plain text to write sensitive information to a pod YAML
file or a Docker image may leak the information, while using secrets avoids such

security risks effectively.
For more information, see Secret.

Role-Based Access Control (RBAC) uses the Kubernetes built-in API group to drive
authorization and authentication, which allows you to use APIs to manage pods that

correspond to different roles, and the access permissions of roles.
For more information, see Using RBAC authorization.
Network policy

In a Kubernetes cluster, pods on different nodes can communicate with each other
by default. In some scenarios, to reduce risks, the network intercommunication

among different business services is not allowed and you must introduce the network
policy. In Kubernetes clusters, you can use the Canal network driver to implement

the support for network policy.
Image security scan

Kubernetes clusters can use Container Registry to manage images, which allows you

to perform image security scan.

Image security scan identifies the security risks in images quickly and reduces the

possibility of applications running on your Kubernetes cluster being attacked.
For more information, see Image security scan.
Security group and Internet access

By default, each newly created Kubernetes cluster is assigned a new security group
with the minimal security risk. This security group only allows ICMP for the Internet

inbound.


https://github.com/kubernetes/community/blob/master/contributors/design-proposals/auth/secrets.md
https://kubernetes.io/docs/admin/authorization/rbac/
https://www.alibabacloud.com/help/zh/doc-detail/60751.htm

By default, you cannot use Internet SSH to access your clusters. To use Internet SSH to

connect to the cluster nodes, see#unique_10 .

The cluster nodes access the Internet by using the NAT Gateway, which further

reduces the security risks.

1.16 FAQ

1.16.1 Collect Kubernetes diagnosis information
1. Download diagnosis script on the master node and add the operation permission.

curl - o / usr / local / bin / diagnose_k 8s . sh http ://
aliacs - k8s - cn - hangzhou . oss - cn - hangzhou . aliyuncs . com
/ public / diagnose / diagnose_k 8s . sh

chmod u+ x [/ usr / local / bin / diagnose_k 8s . sh

2. Run the diagnosis script.

diagnose_k 8s . sh

+ echo ' please get diagnose_1 514939155 . tar . gz for
diagnostic s ' ## The generated log file name is
different every time you run the diagnosis script .
please get diagnose_1 514939155 . tar . gz for
diagnostic s
+ echo ' Upload diagnose_1 514939155 . tar . gz '
Upload diagnose_1 514939155 . tar . gz

3. Upload the generated logs.

cd / usr / local / bin
ls - 1ltr | grep diagnose_1 514939155 . tar . gz ## Replace
with the generated log file name .

1.16.2 FAQ about storage volumes

Storage volumes cannot be mounted
Check if flexvolume is installed.

Execute the following command on the master node:

# kubectl get pod - n kube - system | grep flexvolume
flexvolume - 4wh8s 1/1 Running © &d

flexvolume - 65z49 1/1 Running 0 8d

flexvolume - bpcé6s 1/1 Running 0 8d

flexvolume - 18pml 1/1 Running © &d

flexvolume - mzkpv 1/1 Running 0 8d

flexvolume - wbfhv 1/1 Running 0 8d



flexvolume - xf5cs 1/1 Running 0 8d

Check if the flexvolume pod status is Running and if the number of running

flexvolume pods is the same as the number of nodes.
If not, see #unique_73.

If the flexvolume pod status is not running, see the running log analysis of the plug-in

Check if the dynamic storage plug-in is installed

To use the dynamic storage function of a cloud disk, execute the following command

to verify the dynamic storage plug-in is installed:

# kubectl get pod - n kube - system | grep alicloud -
disk

alicloud - disk - controller - 8679c9fc76 - 1lg6zb 1/1 Running
© 7d

If not, see #unique_73.

If the dynamic storage plug-in status is not running, see the running log analysis of
the plug-in.

How to view types of storage logs?
View flexvolume logs by executing commands on the masterl node

Execute the following get command to view the error pod:

# kubectl get pod - n kube - system | grep flexvolume

Execute the following log command to view the log for the error pod:

# kubectl logs flexvolume - 4wh8s - n kube - system
# kubectl describe pod flexvolume - 4wh8s - n kube - system

# The last several lines in the pod descriptio n are
the descriptio ns of pod running status . You can
analyze pod errors based on the descriptio ns .

View drive logs of the cloud disk, Network Attached Storage (NAS), and Object Storage
Service (OSS):

# View  the persistent logs on the host node ;
# If a pod mount fails , view the address of the
node on  which the pod resides :

# kubectl describe pod nginx - 97dc96f7b - xbx8t | grep
Node



Node : c¢cn - hangzhou . i - bpl9myla3u vnt6zihejb / 192 . 168 . 247
. 85
Node - Selectors : < none >

# Log on to the node to view logs :

# ssh 192 . 168 . 247 . 85

# 1s / var / log / alicloud / flexvolume x*
flexvolume _disk . log flexvolume _nas . log flexvolume _o #
ss . log

You can see logs mounted on the cloud disk , NAS ,
and 0SS

View provsioner plug-in logs by executing commands on the master1 node
Execute the following get command to view the error pod:

# kubectl get pod - n kube - system | grep alicloud - disk

Execute the log command to view the log for the error pod:

# kubectl logs alicloud - disk - controller - 8679c9fc76 - 1qg6zb
-n kube - system

# kubectl describe pod alicloud - disk - controller -
8679c9fc76 - 1g6zb - n kube - system

# The last several lines in the pod descriptio n are

the descriptio ns of pod running status . You can
analyze pod errors based on the descriptio ns

View Kubelet logs

# If a pod mount fails , view the address of  the
node on which the pod resides :

# kubectl describe pod nginx - 97dc96f7b - xbx8t | grep
Node
Node : cn - hangzhou . i - bpl9myla3u vnt6zihejb / 192 . 168 . 247
. 85

Node - Selectors : < none >
# Log on to the node to view kubelet logs :

# ssh 192 . 168 . 247 . 85
# journalctl - u kubelet - r - n 1000 &> kubelet . log

# The value of - n indicates the number of log lines
that you expect to see ;

The above are methods to obtain error logs of flexvolume, provsioner, and kubelet. If
the logs cannot help you to repair the status, contact Alibaba Cloud technical support

with the logs.



FAQ about cloud disks
Cloud disk mount fails with timeout errors

If the node is added manually, the failure may be caused by problem about Security
Token Service (STS) permissions. You need to manually configure Resource Access

Management (RAM) permissions: #unique_97.
Cloud disk mount fails with size errors

The following are size requirements for creating a cloud disk:

Note:

- Basic cloud disk: Minimum 5Gi
- Ultra cloud disk: Minimum 20Gi
- SSD cloud disk: Minimum 20Gi

Cloud disk mount fails with zone errors

When the ECS mounts a cloud disk, they must be in the same zone under the same

region. Otherwise, the cloud disk cannot be mounted successfully.
After your system is upgraded, the cloud disk sometimes reports input/output error

1. Upgrade flexvolume to v1.9.7-42e8198 or later.
2. Rebuild pods that have already gone wrong.

Upgrading command:

# kubectl set image daemonset / flexvolume acs - flexvolume =
registry . cn - hangzhou . aliyuncs . com / acs / flexvolume : vl . 9
. 7 - 42e8198 - n kube - system

Flexvolume version information: To obtain the latest version of flexvolume, log on
to the container image service console, click Image search in the left-side navigation

pane, and search for acs/flexvolume.
FAQ about NAS
NAS mount time is too long

If the NAS volume contains a large amount of files and the chmod parameter is
configured in the mount template, the mount time may be too long. To solve this

problem, remove the chmod parameter.

NAS mount fails with the timeout error



Check if the NAS mount point and the cluster are within the same Virtual Private

Cloud (VPC). If not, NAS cannot be mounted.
FAQ about 0SS
0SS mount fails

Check if the AK used is correct.

1.16.3 Failed to create a Kubernetes cluster

Check the cause of failure

You can check the cause of cluster creation failure by viewing the cluster creation

events.
Log on to the Resource Orchestration Service (ROS) console.

Select the region in which the cluster resides. Click Manage at the right of the cluster.
Click Event in the left-side navigation pane. Move the cursor over the failed event to

view the specific error message of the failure.

Retrieve Event Listsuccessfully
< Event List e

Ks-for-cs-C5 1016200,

Stack CREATE complet... 2018-08-24 10:08:27

ALIYUN::ROS::WaitCondition 20180824 10:08:27

ALIYUN::ROS::WaitConditionHandle 20180824 10:08:24

Ib-bp15az006mnpep4saked

" BE

If the preceding error message is displayed, it means that the cluster creation failed

because the number of Virtual Private Cloud (VPC) instances has reached the quota.
Failure codes and solutions
- Code: QuotaExceeded.Eip, Message: Elastic IP address quota exceeded

Solution: Release unused EIPs, or open a ticket to raise the EIP quota.

- The maximum number of SLB instances is exceeded. Code: ORDER.QUANTITY_I
NVALID

Solution: Release unused SLB instances, or open a ticket to raise the SLB quota.


https://ros.console.aliyun.com/

- Resource CREATE failed: ResponseException: resources.k8s_vpc: VPC quota
exceeded. Code: QuotaExceeded.Vpc

Solution: Release unused VPCs, or open a ticket to raise the VPC quota.
- Resource CREATE failed: ResponseException: resources.k8s_master_1: The

specified image does not support cloud-init. Code: ImageNotSupportCloudInit

Solution: When using custom image to create a cluster, the custom image used

must be developed based on the lastest Centos public cloud image.

- Status Code: 403 Code: InvalidResourceType.NotSupported Message: This resource
type is not supported;

Solution: ECS is out of stock or the type of ECS instances you selected are not

supported.

1.16.4 How to use private images in Kubernetes clusters

kubectl create secret docker - registry regsecret -- docker
- server = registry - internal . cn - hangzhou . aliyuncs . com --
docker - username = abc @ aliyun . com -- docker - password = XXXXXX

-— docker - email = abc @ aliyun . com

Where:

- regsecret: Specifies the secret key name and the name is customizable.

- —docker-server: Specifies the Docker repository address.

- —docker-username: Specifies the user name of the Docker repository.

- —docker-password: Specifies the logon password of the Docker repository.

- —docker-email: Specifies the email address (optional).
Add secret key parameters in the YML file.

containers :
- name : foo
image : registry - dinternal . cn - hangzhou . aliyuncs . com /
abc / test : 1 . 0
imagePullS ecrets :
- hname : regsecret

Where:

imagePullS ecrets declares that a secret key must be specified when you pull
the image.

regsecret must be the same as the preceding secret key name.



- The Docker repository name in image must be the same as thatin -- docker -

server .

For more information, see the official documentation Use private repository.

1.16.5 Upgrade Helm manually
Log on to the master node of the Kubernetes cluster, see #unique_20.
Execute the following command:

helm init -- tiller - image registry . cn - hangzhou . aliyuncs
com / acs / tiller : v2 . 9 . 1 -- upgrade

The image address can use the VPC domain name of the region corresponding to the
image. For example, the image address of a machine in the Hangzhou region can be

replaced by registry-vpc.cn-hangzhou.aliyuncs.com/acs/tiller:v2.9.1.

Wait for tiller passing through health check. Then you can execute helm

version to view the upgraded version.

Note:
Only the Helm server version is upgraded here. To use the Helm client, download the

corresponding client binary.

Helm 2.9.1 client download address: https://github.com/kubernetes/helm/releases/
tag/v2.9.1, Currently, the latest version of Helm supported by Alibaba Cloud is 2. 9.1.

After the Helm client and server are both upgraded, you can see the following

information by executing the helm version command:

# helm version

Client : & version . Version { SemVer :" v2 . 9 . 1", GitCommit :"
a80231648a 1473929271 764b920a8e 346f6de844 ", GitTreeSta te :"
clean " }

Server : & version . Version { SemVer :" v2 . 9 . 1", GitCommit :"

a80231648a 1473929271 764b920a8e 346f6de844 ", GitTreeSta te :"
clean "}


https://kubernetes.io/docs/concepts/containers/images/#using-a-private-registry
https://github.com/kubernetes/helm/releases/tag/v2.9.1
https://github.com/kubernetes/helm/releases/tag/v2.9.1

2 Authorizations

2.1 Role authorization

Grant the system default roles AliyunCSDefaultRole and AliyunCSClusterRole to

the service account when you activate Container Service. Only after the roles are
correctly granted, Container Service can normally call the services such as Elastic
Compute Service (ECS), Object Storage Service (0OSS), NAS, and Server Load Balancer (

SLB), create clusters, and store logs.
Instructions

- If you have used Container Service before 15 January 2018, the system completes
the role authorization by default. For the detailed granted permissions, see the
following Default role permissions section. If you used Container Service with a
Resource Access Management (RAM) user before, upgrade the authorization policy
for the RAM user. For more information, see #unique_103.

- On 15 January 2018, Container Service is fully accessed to the cross-service
authorization. New users who use the primary account can use Container Service
only after having the cross-service authorization completed. If new users need to
authorize RAM users to use Container Service, go to the RAM console to authorize

the RAM users. For more information, see #unique_93.



Procedure

1. If you have not granted the default roles to the service account correctly, the Cloud
Resource Access Authorization page appears after you log on to the Container

Service console. Click Confirm Authorization Policy.

Cloud Resource Access Authorization

Note: If you need to miodify role permissions, please go to the RAM Console. Role Management. If you do not configure it correctly, the following role: CS will not be able to obtain the reguired
permissions.

(S needs your permission to access your cloud resources.

AliyunCSDefaultRaole

AliyunCSClusterRole

il
[:] Note:
Container Service has configured the default role permissions. To modify the
role permissions, go to the User Management page of the RAM console. Note
that incorrect configurations might cause Container Service cannot obtain the
required permissions.
2. After completing the authorization, refresh the Container Service console and then

perform the operations.

To view the policy details of the roles AliyunCSDefaultRole and
AliyunCSClusterRole, log on to the RAM console.

Default role permissions

For more information about permissions of each role, see the API documents of each

product.
AliyunCSDefaultRole permissions
The default role AliyunCSDefaultRole contains the following main permissions:

- ECS-related permissions

Action Description

ecs:RunInstances Query ECS instance information.

ecs:RenewlInstance Renew ECS instances.



https://ram.console.aliyun.com/

Action

Description

ecs:Create*

Create ECS-related resources, such as
instances and disks.

ecs:AllocatePublicIpAddress

Allocate public IP addresses.

ecs:AllocateEipAddress

Allocate Elastic IP (EIP) addresses.

ecs:Delete*

Delete ECS instances.

ecs:StartInstance

Start ECS-related resources.

ecs:StopInstance

Stop ECS instances.

ecs:RebootInstance

Restart ECS instances.

ecs:Describe*

Query ECS-related resources.

ecs:AuthorizeSecurityGroup

Configure inbound security group rules.

ecs:RevokeSecurityGroup

Revoke security group rules.

ecs:AuthorizeSecurityGroupEgress

Configure outbound security group rules.

ecs:AttachDisk

Add disks.

ecs:DetachDisk

Clean up disks.

ecs:AddTags

Add tags.

ecs:ReplaceSystemDisk

Change system disks of ECS instances.

ecs:ModifyInstanceAttribute

Modify ECS instance attributes.

ecs:JoinSecurityGroup

Add ECS instances to specified security
groups.

ecs:LeaveSecurityGroup

Remove ECS instances from specified
security groups.

ecs:UnassociateEipAddress

Unbind EIP addresses.

ecs:ReleaseEipAddress

Release EIP addresses.

- Virtual Private Cloud (VPC)-related permissions

Action

Description

vpc:Describe*

Query information of VPC-related
resources.

vpc:DescribeVpcs

Query VPC information.

vpc:AllocateEipAddress

Allocate EIP addresses.

vpc:AssociateEipAddress

Associate with EIP addresses.




Action

Description

vpc:UnassociateEipAddress

Do not associate with EIP addresses.

vpc:ReleaseEipAddress

Release EIP addresses.

vpc:CreateRouteEntry

Create router interfaces.

vpc:DeleteRouteEntry

Delete router interfaces.

- SLB-related permissions

Action

Description

slb:Describe*

Query information related to Server Load
Balancer.

slb:CreateLoadBalancer

Create Server Load Balancer instances.

slb:DeleteLoadBalancer

Delete Server Load Balancer instances.

slb:RemoveBackendServers

Unbind Server Load Balancer instances.

slb:StartLoadBalancerListener Start specified listeners.

slb:StopLoadBalancerListener Stop specified listeners.

slb:CreateLoadBalancerTCPListener Create TCP-based listening rules for
Server Load Balancer instances.

slb:AddBackendServers Add backend servers.

AliyunCSClusterRole permissions
The default role AliyunCSClusterRole contains the following main permissions:

- OSS-related permissions

Action Description

oss:PutObject Upload files or folders.
0ss:GetObject Retrieve files or folders.
oss:ListObjects Query file list information.

- NAS-related permissions

Action Description

nas:Describe* Return NAS-related information.

nas:CreateAccessRule Create permission rules.




- SLB-related permissions

Action

Description

slb:Describe*

Query information related to Server Load
Balancer.

slb:CreateLoadBalancer

Create Server Load Balancer instances.

slb:DeleteLoadBalancer

Delete Server Load Balancer instances.

slb:RemoveBackendServers

Unbind Server Load Balancer instances.

slb:StartLoadBalancerListener

Start specified listeners.

slb:StopLoadBalancerListener

Stop specified listeners.

slb:CreateLoadBalancerTCPListener

Create TCP-based listening rules for
Server Load Balancer instances.

slb:AddBackendServers

Add backend servers.

slb:DeleteL.oadBalancerListener

Delete listening rules of Server Load
Balancer instances.

slb:CreateVServerGroup

Create VServer groups and add backend
servers.

slb:ModifyVServerGroupBackendServers

Change backend servers in VServer
groups.

slb:CreateLoadBalancerHTTPListener

Create HTTP-based listeners for Server
Load Balancer instances.

slb:SetBackendServers

Configure backend servers and set the
weight for a group of ECS instances at the
Server Load Balancer instance backend.

slb:AddTags

Add tags for Server Load Balancer
instances.

2.2 Upgrade sub-account policy

Container Service comprehensively upgrades the security authorization management
on January 15 2018, and provides cross-service authorization based on STS to provide
you with more secure services. If you have used Container Service before 15 January
2018, the system completes the authorization by default. For more information about
the granted permissions, see #unique_105 If you used Container Service with a sub-
account before, grant the sub-account the permissions to use Container Service

again.



Container Service can automatically upgrade the sub-account policy. With this
feature, Container Service automatically grants your sub-accounts the AliyunCSRe
adOnlyAccess permission. You can also select to manually grant permissions to your

sub-accounts in the Resource Access Management (RAM) console.
Upgrade sub-account policy

1. Use the primary account to log on to the Container Service console.

2. Click Upgrade sub account policy in the upper-right corner on the Overview page.

Container Service Overview

Qvenview

Cluster Name:test @Running ~
Applications
T =mm mm
servces =1 - 7 9
Clugters Node Application Service Container
i Node status Application Status Service status Container Status
Networks
Data Volumes
Normal Running
Configurations
[~ Images and Tem._ =
Docker Images
@ Online 1 @ Ready 6 @ Ready 7 @ Running 9

Orchestration T

Solutions

Operation Logs



https://cs.console.aliyun.com/

3. Click OK in the displayed dialog box.

Confirm

Confirm to upgrade the sub account policy?

Coc S

Container Service will grant your sub-accounts the corresponding roles when the

sub-account policy is being upgraded.

If the upgrade fails, a dialog box listing the sub-accounts that fail to be upgraded

appears.

Confirm

Confirm to upgrade the sub account policy?

Coc

Click Upgrade sub account policy to try to upgrade again or go to the RAM console

to manually grant permissions to sub-accounts.
Grant permissions to sub-accounts in RAM console

1. Use the primary account to log on to the Container Service console.
2. Click Users in the left-side navigation pane.

3. Click Authorize at the right of the sub-account.

RAM User Managemeant = Refresh
Dashboard

User Name ¥ | | Search by User Name m
T ser Name/Display Name 5 Created At Actions
Policies - 20171101 11:26:17 Henage Deete

Join Group
Raoles
Manage AR Delete
i 2017-11-27 11:55:21
el Join Group
Manage Authorize Delete

2017-11-01 11:24:54
Join Group



https://cs.console.aliyun.com/

4. Select the authorization policy and click 1 to add the policy to the Selected
Authorization Policy Name. Click OK.

Edit User-Level Authorization

Available Authorization Policy Names Type Selected Authorization Policy Name Type
Cs o} AdministratorAccess System
AliyunACSResourcesAccess, yangx... S AliyunACSResourcesAccess_xingy... -
AliyunCSReadOnlylccess System
AlivunCSFullAccess System
Close

Container Service provides two system authorization policies:

- AliyunCSFullAccess: Provides full access to Container Service.

- AliyunCSReadOnlyAccess: Provides read-only access to Container Service.

You can also create custom authorization policies as per your needs and grant the

policies to the sub-accounts. For more information, see #unique_106.

2.3 Create custom authorization policies

The authorization granularity of the system authorization policies provided by
Container Service is coarse. If these authorization policies with coarse granularit
y cannot satisfy your requirements, create the custom authorization policies. For
example, to control the permissions to a specific cluster, you must use the custom

authorization policy to meet the requirements with fine granularity.



Create custom authorization policies

Get to know the basic structure and syntax of the authorization policy language
before creating custom authorization policies. For more information, see Authorizat

ion policy language descriptions.

This document introduces how to grant Resource Access Management (RAM) users

permissions to query, expand, and delete clusters.
Procedure

1. Log on to the RAM console with the primary account.

2. Click Policies in the left-side navigation pane. Click Create Authorization Policy in

the upper-right corner.

3. Select a template. Enter the authorization policy name and the policy content.

Create Authorization Policy

Step 2: Edit permissions and submit.

* Authorization Policy clusterpolicy
Name :

Names must be 1-128 characters long. They may only contain the letters
A-Z, numbers 0-9, and hyphens.

Description :

; : 1

Policy Content : 7 “Statenent®: [
3 “hction”: [
4 Tz Gets,
5 “cg:ScaleCluster”,
6 ] “cs:DeleteCluster”
7 s
3 “Effect”: “&1lew”,
g "Resource”: [
10

"acs ok clus ter/ ch2fde i

11
12 1,
13 “Version”: "17
14}

Authorization Policy Format

Previous Create Authorization Policy Cancel

" Statement ": [{
" Action ": [
" cs : Get x",
" cs : ScaleClust er ",
" cs : DeleteClus ter "

" Effect ": " Allow ",


https://www.alibabacloud.com/help/zh/doc-detail/28663.htm
https://www.alibabacloud.com/help/zh/doc-detail/28663.htm
https://ram.console.aliyun.com/

" Resource ": [
" acs : cs :x:x: cluster / cluster ID "

" Version ": " 1 "

Wherein:

Action : Enter the permission that you want to grant.

Note:
All the Actions support wildcards.

Resource supports the following configuration methods.
- Grant permissions of a single cluster

" Resource ": [
" acs : cs :*x:*x: cluster / cluster ID "

- Grant permissions of multiple clusters

" Resource ": [
" acs : cs :x:x: cluster / cluster Ip ",
" acs : ¢cs :*x:x: cluster / cluster ID "

- Grant permissions of all your clusters

" Resource ": [

You must replace cluster ID with your actual cluster ID.

4. Click Create Authorization Policy after completing the configurations.

Table 2-1: Container Service RAM action

Action Description
CreateCluster Create clusters.
AttachInstances Add existing Elastic Compute Service (

ECS) instances to clusters.

ScaleCluster Expand clusters.
GetClusters View cluster list.
GetClusterByld View cluster details.

ModifyClusterName Modify cluster names.




Action

Description

DeleteCluster Delete clusters.

UpgradeClusterAgent Upgrade cluster Agent.

GetClusterLogs View cluster operation logs.

GetClusterEndpoint View cluster access point.

GetClusterCerts Download cluster certificate.

RevokeClusterCerts Revoke cluster certificate.

BindSLB Bind Server Load Balancer instances to
clusters.

UnBindSLB Unbind Server Load Balancer instances
from clusters.

ReBindSecurityGroup Rebind security groups to clusters.

CheckSecurityGroup Check existing security group rules of
clusters.

FixSecurityGroup Fix cluster security group rules.

ResetClusterNode Reset cluster nodes.

DeleteClusterNode Delete cluster nodes.

CreateAutoScale Create node auto scaling rules.

UpdateAutoScale Update node auto scaling rules.

DeleteAutoScale Delete node auto scaling rules.

GetClusterProjects View applications in clusters.

CreateTriggerHook Create triggers for applications.

GetTriggerHook View application trigger list.

RevokeTriggerHook Delete application triggers.

CreateClusterToken

Create tokens.




3 Clusters

3.1 Cluster introduction

A cluster is a collection of cloud resources that are required to run containers. It is
associated with several Elastic Compute Service (ECS) nodes, Server Load Balancer,

and other cloud resources.

Create a cluster
You can create a cluster by using the following methods:
Method 1: Create a cluster and several ECS instances.

You can directly create a cluster with several new ECS instances by using Container

Service.
For more information, see #unique_110.

The ECS instances created using this method are all Pay-As-You-Go instances. If you
want to use monthly or yearly subscription ECS instances, buy them separately and
then follow Method 2.

Method 2: Create a zero-node cluster and add existing ECS instances to the cluster.
1. Create a zero-node cluster.

If you have purchased several ECS instances from the ECS service, create a zero-
node cluster in Container Service. Method 1 except that you need to select Do not
Add when creating the cluster to add existing ECS instances instead of creating

some new ones.

The operations are the same as Method 1 except that you need to select Do not Add
when creating the cluster to add existing ECS instances instead of creating some

new ones.



2. Add existing ECS instances.
You can add an existing ECS instance to Container Service in the following ways:

- Reset the image of the ECS instance and add the ECS instance to the cluster

automatically.

As this method will reset the image and system disk of the ECS instance, proceed
with caution. However, ECS instances added by using this method are cleaner.
- Run scripts on the ECS instance and manually add the ECS instance to the

cluster.

This method is applicable to images that do not require a reset of the ECS

instance.
#unique_111.
Manage a cluster

You can search for, expand, connect to, clean up, or delete a cluster. For more

information, see the following documents:

- #unique_112
- #unique_113
- #unique_114
- #unique_115
- #unique_116

3.2 Cluster lifecycle

Table 3-1: A complete cluster lifecycle includes the following statuses.

Status Description

inactive The successfully created cluster does not
contain any node.

initial The cluster is applying for corresponding
cloud resources.

running The cluster successfully applied for the
cloud resources.

updating The cluster is upgrading the Agent.

scaling Change the number of cluster nodes.




Status Description

failed The cluster application for cloud
resources failed.

deleting The cluster is being deleted.
delete_failed The cluster failed to be deleted.
deleted (invisible to users) The cluster is successfully deleted.

Figure 3-1: Cluster status flow
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3.3 Create a cluster

You can specify the configurations and the number of Elastic Compute Service (ECS)
instances when creating clusters. You can also create a zero-node cluster, and then

bind it with other ECS instances.

E] Note:

The zero-node cluster is in the Inactive status after the creation and is activated with
the Running status after you add ECS instances to it. For how to add existing ECS

instances to the cluster, see #unique_111.



Instructions

Container Service performs the following operations when creating a cluster:

Limits

Create a Server Load Balancer instance with 80:9080 configured as the listener if

the Automatically Create Server Load Balancer check box is selected.

Create a security group. The security group rules are as follows.

Virtual Private Cloud (VPC) inbound

< alicloud-cs-auto-creat... @ IPUCRE BN~ Add Security Group Rules | Quickly Create Rules [JEGERWEESIRIgT

Security Group R... Inbound  Outbound X ImportRules | X Export Rules
Instance Listin S...
Network Interfac...

Allow all 1)1 Address Field Access  172.22.0.0/16 - 100 2018-05-06 18:36:11 Modify Description | Clone | Delete

Allow All TP 1)1 Address Field Access  0.0.0.0/0 - 100 2018-05-06 18:36:10 Modify Description | Clone | Delete

Allow Cusom TCP 80/80 Address Field Access  0.0.0.0/0 - 100 2018-05-06 18:36:09 Modify Description | Clone | Delete

Allow Custom TCP 443/443  Address Field Access  0.0.0.0/0 - 100 2018-05-06 18:36:09 Modify Description | Clone | Delete

Create a Resource Access Management (RAM) user if you have activated the RAM

service.

Create the ECS instances and distribute the Internet IP address to the ECS instances
if you select Add in the Add Node field. (If the Network Type is VPC, distribute the
Elastic IP (EIP) to the ECS instances and create the corresponding routing rules.)

Use the configured Logon Password to configure the ECS instances.

E] Note:

Container Service does not save this password.
If the VPC node configuration fails, Container Service collects the standard output
of the node creation and initialization. You can view the information in the cluster

logs.

Server Load Balancer instances created with clusters are only available in Pay-As-

You-Go mode.



- By default, each account has a certain quota for the cloud resources they can
create. The cluster fails to be created if the quota is exceeded. Make sure you have

enough quota before creating the cluster. To increase your quota, open a ticket.

- By default, each account can create at most five clusters in all regions and add

up to 20 nodes to each cluster.
- By default, each account can create at most 100 security groups.

- By default, each account can create at most 60 Pay-As-You-Go Server Load

Balancer instances.

- By default, each account can create at most 20 EIPs.
Procedure

1. Log on to the Container Service console.
2. Click Swarm > Clusters in the left-side navigation pane. Click Create Cluster in the

upper-right corner.

You can create up to 5 clusters and can add up to 20 nodes in each duster.  Refresh

Applications Name ¥

Services
Clusters o You currently do not have any clusters. You can Create Cluster

Nodes

Networks

3. Complete the following configurations.

- Cluster Name: Enter the name of the cluster. It can be 1-63 characters long and

contain numbers, Chinese characters, English letters, and hyphens (-).

E] Note:

The cluster name must be unique under the same account and the same region.
- Region: Select the region in which the cluster is to be deployed.

- Zone: Select the zone for the cluster.

E] Note:


https://cs.console.aliyun.com

You can select the region and zone according to the distribution of your servers.

China North 1 China North 2 | | ChinaEast2 ChinaSouth1 AsiaPacficNE1 USWest1 Asia Pacific SE 1
(Qingdao) (Beijing) | _ (Shanghai) (Shenzhan) (Tokyo) (Silicon Valley)  (Singapore)
Asia Pacific SE 2 Asia Pacific SE3  EU Central 1 US East 1 China North 3
(Sydney) (Kuala Lumpur)  (Frankfurt) (Virginia) Hong Kong (Zhangjiakou)

4. Select the network type of the cluster. Currently, Container Service only supports
VPC.

Complete the corresponding configurations.

172.20.0.0/18 Existing CIDR. Block of Container Service

VPC enables you to build an isolated network environment based on Alibaba
Cloud. You can have full control over your own virtual network, including a free
IP address range, Classless Inter-Domain Routing (CIDR) block division, and the

configurations of route table and gateway.

Specify a VPC, a VSwitchld, and the initial CIDR block of containers (the subnet
CIDR block to which the Docker containers belong. For ease of IP management

, containers of different virtual machines belong to different CIDR blocks, and
container subnet CIDR block cannot conflict with virtual machine CIDR block).
We recommend that you build your own VPC/VSwitchlId for the cluster to prevent

issues such as network conflicts.
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5. Select whether or not to add nodes.

Add Node “ Do not Add

You can create a cluster with several new ECS instances, or create a zero-node

cluster and then add existing ECS instances to the cluster. For how to add existing

ECS instances to the cluster, see #unique_111.
Add

a. Select the operating system for the node.

Operating System: CentOS 7.4 64bit - (@

Currently, Ubuntu 14.04/16.04 64bit and CentOS 7.4 64bit are supported.

b. Configure the ECS instance specifications.

Instance Ge‘.e’;:' Generation IV = @

The series III use Intel Broadwell CPU , DDR4 memon
variety of memory ratio, can provide users with bette

fault is I/O optimization instance, high frequency and frequency in the two CPU with a
performance and more choices.

Instance Family: JERTE® ] Network MNetwork Network
Type gns Enhanced snine Enhanced sn2ne Enhanced seine

1/0 Optimized: 10 optimized
instance

Instance Type: 8-core, 60GB ( ecs.gns-.. ~

More instance type, please contact customer service

Instance lea'r.':-;.- Sset(s) 10set(s) 20set(s) 2 set(s) =

Each duster can contain up to 20 ECS instances.

Add Node

Systemn Disk TypellicRe Tl SSD Cloud Disk
Data Disk Type SSD Cloud Disk:

Attach Data Disk:| | Attach Data Disk

* Logon Passwon

seword should be 8-30 characters long and contain three types of characters (uppercase/lowercase letters, numbers and specia

You can select the generation, family, type, and quantity of the instance, disk
type and capacity (the ECS instance has a 20 GB system disk by default), and
logon password. Container Service uses the configured Logon Password to

configure the ECS instances when creating the cluster, but does not save this

password.

@ Note:

Issue: 20190911 191




- The datadisk is mountedto the / var / lib / docker directory
and used for the storage of Docker images and containers if you select the
Attach Data Disk check box.

- Interms of performance and management, we recommend that you
mount an independent data disk to the host and manage the persistent

data of containers by using Docker volumes.

- Do not Add

You can click Add Existing Instance to add existing ECS instances to the cluster,
or click Add Existing Instances on the Cluster List page to add existing ECS
instances to the cluster after the cluster is created. For more information, see
#unique_111.

6. Select whether or not to configure public EIP.

If you select VPC as the network type, Container Service configures an EIP for each
ECS instance in the VPC environment by default. If this is not required, select the

Do not Configure Public EIP check box and then configure the SNAT gateway.

-

Note:
You can apply for up to 20 EIPs per account. To use VPC and create EIP
automatically when creating a cluster, the cluster fails to be created if the number

of EIPs under your account reaches its quota.

Do not Configure Public EIP

7. Select whether or not to create a Server Load Balancer instance.

Automatically Create Server Load Balancer

Pay-As-You-Go

The Automatically Create Server Load Balancer check box is selected by default

. With this check box selected, a Server Load Balancer instance is created after
the cluster is created. You can access the container applications in the cluster by
means of this Server Load Balancer instance. The created Server Load Balancer

instance is in the Pay-As-You-Go mode.



8. Select whether or not to install cloud monitoring plug-in on your ECS instances.

To view the monitoring information of the created ECS instances in the
CloudMonitor console, select the Install cloud monitoring plug-in on your ECS
check box.

Install cloud monitoring plug-in on your ECS.

9. You can select to add the IP addresses of the ECS instances to the RDS instance

whitelist.

Adding the IP addresses of the ECS instances to the RDS instance whitelist facilitate

s the ECS instances to access the RDS instances.

E] Note:

- We recommend that you configure the RDS Whitelist when Add is selected for
Add Node.

- If Do not Add is selected for Add Node and you want to configure the RDS
Whitelist, add the existing ECS instances on the Create Cluster page. The
RDS Whitelist cannot be configured if you create a zero-node cluster and add
existing ECS instances after the cluster creation.

- The ECS instance must be in the same region as the RDS instance so that the IP

address of the ECS instance can be added to the RDS instance whitelist.

a. Click Select RDS Instances. The Add to RDS instance whitelist dialog box

appears.

Select RDS Instances

b. Select the RDS instances and then click OK.

Add to RDS instance whitelist

o
¥ rm-ludallk7o8p2yvkvl MySQL 5.6 cn-hangzhou-b VPC

¥ rm-1udOrifgodbkemwfa MySQL 5.7 cn-hangzhou-b VPC




10.Click Create Cluster.

After the cluster is successfully created, you can configure the ECS instance or

Server Load Balancer instance in the corresponding console.
Subsequent operations

On the Cluster List page, you can click View Logs at the right of the cluster to view the

creation process logs of the cluster.

Container Serice Closeer Lst You can create up to 5 clusters and cen 2dd up t 20 nodes in each cluster.  Refresh
Kubernetes  Swarm
Overview Help:
Applications Mame *

Services

Clusters
L Alibaba VPC < Manage View Log:
test ch East1 althy 17.06.2-
Hodes = Cloud pns Bast Lo e @Running 05/06/2018,18:36:09 Delete
(Hangzhou) ce
Cluster Monitor | More~-

0wr
~

Networks

You can create applications in the created cluster. For more information, see

#unique_119.
References

If the cluster fails to be created, see#unique_120 for troubleshooting.

3.4 Cluster parameter configurations

This document aims to help you understand what the parameters on the page mean
when you create a cluster. Then, you can configure the parameters smoothly. For

some parameters, some documents are provided for your reference.
Cluster Name
Configure the cluster name.

- The name can be 1-63 characters long and contain numbers, Chinese characters,
English letters, and hyphens (-), but cannot start with a hyphen (-).

- You can modify the cluster name on the Cluster List page after creating the cluster.
Region and Zone

Container Service authorizes to create the region and zone of the Elastic Compute
Service (ECS) instances. Currently, the regions and zones supported by Container
Service belong to the subset of ECS product. For more information, see Regions and

zones.



https://www.alibabacloud.com/help/doc-detail/40654.htm
https://www.alibabacloud.com/help/doc-detail/40654.htm

Network Type

Select VPC as the network type of the ECS instances. Alibaba Cloud Virtual Private
Cloud (VPC) allows you to create a custom VPC. Layer-2 logical isolation exists
between different VPCs. You can plan the Classless Inter-Domain Routing (CIDR

) block of each cluster flexibly. VPC is applicable to a scenario with large-scale
container clusters and provides higher security and flexibility. To better guarantee
the system security and the support of hybrid cloud business, Container Service does
not support creating clusters whose network type is classic network or with non-I/O

optimized instance since January 1, 2018.
Initial CIDR Block of Container Service

Configure this parameter only when you select VPC. When planning the CIDR block,
make sure the container initial CIDR block does not overlap with the VPC CIDR block.

- You can only specify one CIDR block for each VPC. 172.16.0.0/12 is the default VPC
CIDR block.
- Specify the corresponding container CIRD block when creating a Container Service

cluster. Currently, Container Service supports the following container CIDR
blocks: 192.168.1.0/24 and 172.[ 16-31]. 1.0/24

Add Node

Container Service has two ways to add nodes: create nodes and add existing nodes. If
you select Add, Container Service is authorized to automatically create ECS instances
when the cluster is created and automatically add the created ECS instances to the
created cluster. If you select Do not Add, the existing ECS instances are added to the
cluster. You can add the existing ECS instances on the Create Cluster page directly or
create a zero-node cluster and then add the existing ECS instances on the Cluster List

page. For more information, see #unique_111.
Node Type

The node type is Pay-As-You-Go by default. After creating the ECS instances, you can
go to the ECS console to change the Pay-As-You-Go ECS instances to monthly or yearly
subscription ECS instances.

Operating System

Select the operating system installed in the ECS instances. We recommend that you
use Ubuntu 14.04 64 bit and CentOS 7.4 64 bit.



Instance Generation and Instance Family

Different instance generations correspond to different instance families. ECS
instances provide you with corresponding computing capabilities based on the
instance specifications. ECS instances can be divided into many generations and
families according to the business scenarios and usage scenarios. For the specific
scenarios for each instance generation and family, see ../../SP_2/DNECS19100341/EN-
US_TP_9548.dita#concept_sx4_Ixv_tdb.

Instance Type

ECS instance type defines two basic attributes: the CPU configuration and memory
configuration of the instance. However, ECS instances can determine the specific
service pattern of an instance only by working together with the disk, image, and

network type.
Instance Quantity

The number of the ECS instances to be created. The number of ECS instances in one
cluster cannot exceed 20. To enhance the cluster availability, we do not recommend

that you create a cluster with one node. 2 sets is the default value in the console.
System Disk Type

Select the cloud disk type of the installation system. Select Ultra Cloud

Disk or SSD Cloud Disk according to your requirements on the system
performance of the ECS instances. For the performance indicator comparison
between these two types of cloud disks, see ../../SP_2/DNA0011894323/EN-
US_TP_9557.dita#concept_ytm_vwj_ydb.

Data disk configurations

Select the type of the data disk that is to be mounted to the container. Select the
Attach Data Disk check box and select the data disk capacity. The data disk is mounted

tothe / var / lib / docker directory of the container to store the image data

and container data.
Logon Password and Confirm Password

Enter and confirm the logon password of the ECS instances. The password is 8-30
characters long and must contain uppercase letters/lowercase letters, numbers, and
special characters at the same time. This password is required when you log on to the

ECS console or log on to the ECS instance by using SSH.


../../SP_2/DNECS19100341/EN-US_TP_9548.dita#concept_sx4_lxv_tdb
../../SP_2/DNECS19100341/EN-US_TP_9548.dita#concept_sx4_lxv_tdb
../../SP_2/DNA0011894323/EN-US_TP_9557.dita#concept_ytm_vwj_ydb
../../SP_2/DNA0011894323/EN-US_TP_9557.dita#concept_ytm_vwj_ydb

Note:

- Container Service uses this password to configure the ECS instances when

creating the cluster, but does not save this password.

- Keep this password properly for the initialization usage.

EIP

The Elastic IP (EIP) is used to access the Internet. By default, Container Service
retains the EIP. If you select to not retain the EIP, the cluster releases the EIP after
the instance initialization. You can access the Internet by using the ../../SP_110/
DNnat1841475/EN-US_TP_13979.dita#concept_wpm_kfy_ydb or configuring SNAT for

Linux on your own.
Server Load Balancer

An Internet Server Load Balancer instance is created by default if a cluster is created
. The billing method is Pay-As-You-Go. The created Server Load Balancer instance is
used to distribute the traffic to control the services and implement the service high

availability.
Monitoring Plug-in

Select the check box to install the cloud monitoring plug-in on the ECS instances.
Then, the operating system-level performance indicators of the ECS instances in the

cluster can be monitored.
RDS Whitelist

You can select to add the IP addresses of the created nodes to the RDS instance

whitelist, which facilitates the ECS instances to access the RDS instances.

- We recommend that you configure the RDS Whitelist when Add is selected for Add
Node.

- If Do not Add is selected for Add Node and you want to configure the RDS Whitelist,
add the existing ECS instances on the Create Cluster page. The RDS Whitelist
cannot be configured if you create a zero-node cluster and add existing ECS
instances after the cluster creation.

- The ECS instance must be in the same region as the RDS instance so that the IP

address of the ECS instance can be added to the RDS instance whitelist.


../../SP_110/DNnat1841475/EN-US_TP_13979.dita#concept_wpm_kfy_ydb
../../SP_110/DNnat1841475/EN-US_TP_13979.dita#concept_wpm_kfy_ydb
https://www.alibabacloud.com/help/doc-detail/38776.htm
https://www.alibabacloud.com/help/doc-detail/38776.htm

Security Group

Container Service configures the default security group and only sets the inbound
security group rules. You can configure the security group according to your
business scenarios after the cluster is created successfully. For more information, see

#unique_122

- Ports 443 and 80 can be opened or closed as per your needs.

- We recommend that you retain the ICMP rules for communication between nodes

and the convenience of troubleshooting. Some tools also depend on ICMP.

- Make sure you open all the ports you need. Otherwise, some services become
inaccessible. The port that is accessed by using Server Load Balancer is not

required to be opened.

3.5 Add an existing ECS instance

You can add a purchased Elastic Compute Service (ECS) instance to a specified cluster.

Note:
At most 20 ECS instances can be added to a cluster by default. To add more ECS

instances, open a ticket.
You can add an existing ECS instance in the following ways:

- Add ECS instances automatically: The image and system disk of the ECS instance
are reset by using this method. You can add one or more ECS instances to the

cluster at a time.

- Add the ECS instance manually: Manually add the ECS instance by running scripts

on the ECS instance. You can only add one ECS instance to the cluster at a time.
Prerequisites

If you have not created a cluster before, create a cluster first. For information about

how to create a cluster, see #unique_110.
Instructions

- The ECS instance to be added must be in the same region and use the same
network type (Virtual Private Cloud (VPC)) as the cluster.
- When adding an existing ECS instance, make sure that your ECS instance has an

Elastic IP (EIP) for the network type VPC, or the corresponding VPC has configured


https://selfservice.console.aliyun.com/ticket/scene?productCode=cs&productName=%E5%AE%B9%E5%99%A8%E6%9C%8D%E5%8A%A1

the NAT gateway. In short, make sure the corresponding node can access public
network normally. Otherwise, the ECS instance fails to be added.
- The ECS instance to be added must be under the same account as the cluster.

- If you select to manually add the ECS instance, note that:

- If you have already installed Docker on your ECS instance, the ECS instance
may fail to be added. We recommend that you uninstall Docker and remove

the Docker folders before adding the ECS instance by running the following

command:

Ubuntu: apt - get remove -y docker - engine , rm - fr /[ etc

/ docker / / var / 1lib / docker / etc / default / docker

CentOS: yum remove -y docker - engine, rm - fr / etc /

docker / var / 1lib / docker

- Container Service nodes have special requirements for the operating system of
the ECS instance. We recommend that you use Ubuntu 14.04/16.04 or CentOS 7

as the operating system. We have strictly tested the stability and compatibility
of these operating systems.

Procedure

1. Log on to the Container Service console.
2. Click Swarm > Clusters in the left-side navigation pane.

3. Click More at the right of the cluster that you want to add ECS instances and then

select Add Existing Instances from the drop-down list.

Container Service Cluster List 1 can create up to 5 clusters and can add up to 20 nodes in each cluster.

Subaccount Authorization Refresh

ervice integration  Connect to cluster through Docker Client

envices
e ] @)
Nodes

pii wpC
Data Velumes routing-test-onine Albaba Cloud  China East 1
h - Cluster (Hanazhou)

e
bp1659u1p811058ea3npd

Update RAM Authorization Information

Upgrade Agent

Upgrade Docker

Upgrade System Service

Bxpand

Create Application


https://cs.console.aliyun.com

4. Add ECS instances.

The ECS instances displayed are filtered and synchronized from your ECS instance

list according to the region and network type defined by the cluster.
Add the ECS instances in the following ways:

- Add ECS instances automatically.

Note:



As this method will reset the image and system disk of the ECS instance,
proceed with caution. Create a snapshot to back up your data before adding the

ECS instance. For information about how to create a snapshot, see #unique_19.
a. Select the ECS instances you want to add to the cluster and click Next Step.

You can add one or more ECS instances at a time.

b. Configure the instance information. Click Next Step and then click Confirm in
the confirmation dialog box.

c¢. Click Finish.

- Manually add the ECS instance by running scripts on the ECS instance.
a. Select Manually Add. Select an ECS instance, and then click Next Step.

You can only add one ECS instance at a time.
b. Confirm the instance information and click Next Step.

c. The scripts unique to this ECS instance are displayed. Click log on to the ECS

instance xXxxxxx.

©

Token generated.

ps;sq log on to the |am: execute the following command:

curl -Ls http://ali

3aceBe4678953d192 -

d. The VNC connection password is displayed in the dialog box. Copy the

password and click Close.

WMNC Connection Password

YWINC Connection Password:

Close

e. In the dialog box, enter the VNC connection password and click OK.



Enter WNC Password

*Please enter WNC password: ‘

ﬂ I:a"CE|

f. Enter the logon account (root) and password of the ECS instance, and press

Enter to log on to the ECS instance.
Note: A black screen indicates that the system is in sleep mode. Press any key to activate the system. Input Commands || Mo nt Terminal

Send Remote Command~ | Successfully connected to the instance.

g. Click Input Commands. Paste the preceding scripts into the dialog box, click

OK and press Enter.

Copy Commands

Copy and paste content into the text box. Up to 2000 characters are allowed. Mon-standard
keyboard characters are not supported.

* Commands curl -Ls hitp-#aliyuncontainerservice. 0ss-cn-
Content: hanozhou aliyuncs.com/17.03.1¢cefattachModeScript | sudo -H
bash -5 -
instance-id i

The system runs the scripts. Wait until the scripts are successfully run. A

success message is displayed. The ECS instance is successfully added.
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Related operation

You can modify the VNC connection password of the ECS instance in the remote

terminal connection page. Click Modify Management Terminal Password, enter the
new password and click OK in the dialog box.
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3.6 Manage cross-zone nodes

To enhance the high availability of applications, you can distribute multiple nodes in
different zones when creating a cluster.



You can create a cluster with one node or a zero-node cluster. Then, add nodes of

different zones by expanding the cluster or adding existing Elastic Compute Service (
ECS) instances.

E] Note:

Nodes added by expanding the cluster are Pay-As-You-Go ECS instances.
Nodes added by adding existing ECS instances can be Pay-As-You-Go ECS instances

or monthly/yearly subscription ECS instances.
Add nodes of different zones by expanding the cluster
Procedure
1. Log on to the Container Service console.

2. Click Swarm > Clusters in the left-side navigation pane.

3. ClickMore at the right of the cluster that you want to expand and then select >

Expand. As shown in the following figure.
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4. The Expand page appears. Configure the specifications of the new nodes.

You can create nodes of different zones by setting Zone.

5. Click Expand to add the new nodes to the cluster.


https://cs.console.aliyun.com

6. Repeat the preceding steps to create and add nodes of different zones to the cluster

Add nodes of different zones by adding existing ECS instances

Prerequisites

To add nodes by using this method, purchase ECS instances from the ECS purchase

page first, and select different zones for them during the purchase.

Procedure

1. Log on to the Container Service console.

2. Click Swarm > Clusters in the left-side navigation pane.

3. ClickMore at the right of the cluster that you want to add existing ECS instances

and then select > Add Existing Instances. As shown in the following figure.
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4. Select ECS instances of different zones and add them manually or automatically to

the cluster.

For more information, see #unique_111.

Select Existing ECS Instance(s)
Adding Method:
® Automatically Add Manually Add

Adding 2n existing ECS instance to the Container Service will change the instance system disk. The disk ID will change and the previou:

Select Existing ECS Instance(s):

Instance ID v

15 system disk will be released.

5. Repeat the preceding steps to add ECS instances of different zones to the cluster.


https://cs.console.aliyun.com

3.7 Bind and unbind a Server Load Balancer instance

You can automatically create a Pay-As-You-Go Server Load Balancer instance when
creating a cluster, or bind a monthly/yearly subscription or Pay-As-You-Go Server

Load Balancer instance to a cluster after creating the cluster.

Container Service supports binding an Internet Server Load Balancer instance, a VPC
Server Load Balancer instance, or an intranet Server Load Balancer instance in a
classic network to a cluster.
Limits
- You can only bind a Server Load Balancer instance to a cluster of the same region.

- You can only bind a Server Load Balancer instance to a cluster created by the same

account.

- A VPC cluster can bind an Internet Server Load Balancer instance or a VPC Server

Load Balancer instance.
- One cluster can only bind one Server Load Balancer instance.

- Two clusters cannot share one Server Load Balancer instance.

Prerequisites

You have created a Server Load Balancer instance in the Server Load Balancer console

and configured the TCP 9080 port for the instance to listen to backend servers.

For how to create a Server Load Balancer instance, see Create a Server Load Balancer

instance.
Bind a Server Load Balancer instance

1. Log on to the Container Service console.

2. Click Manage at the right of the cluster that you want to bind a Server Load

Balancer instance. The cluster details page appears.
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= elp

Aibaba Cloud Cluster  China East 1 (Hangzhou)

i R ealthy 017-09-16 14:27: 6.1ce
vpc bp15pismdgrpsu7edy @RUMING  Heathy 2 2017-09-16 14:27:56  17.06.1-c2

Alibaba Cloud Cluster  China East 1 (Hangzhou) *

PC - .
" nning  Healthy 2 2 2017-08-16 14:27:16  17.06.1-ce
vpebpiSpisimyigTpsuTedy @ R S
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3. Click Load Balancer Settings in the left-side navigation pane > and then click Bind

Server Load Balancer .

< Cluster:swarmmode-cluster Refresh

Basic Information _—
Server Load Balancer Settings | St Domain Name

Load Balancer St

— o No Server Load Balancer is bound to your cluster.

Container List e
Events

Node Scaling

Secrets

4. Select the Server Load Balancer instance that you want to bind to the cluster from
the Server Load Balancer ID list and click OK.

E] Note:

If the selected Server Load Balancer instance has been bound to a backend server,
the system will prompt you that “This Server Load Balancer instance is already
bound to a backend server” . You need to select another Server Load Balancer

instance that has not been bound to any backend server.
Rebind a Server Load Balancer instance

You can change the Server Load Balancer instance bound to your cluster per your

needs.

1. Log on to the Container Service console.
2. Click Clusters in the left-side navigation pane.

3. Click Manage at the right of the cluster that you want to re-bind a Server Load

Balancer instance. The cluster details page appears.

FriETs S Cluster List You can create up o 5 clusters and can add up to 20 nodes in each cluster.  Subaccourt Authorization | Refresh
Overview Help
Applications [

Services

v Manage | Viewlogs | Delete

Al Cloud Cluster  Chin E3st 1 (Hangzhou) -, o grnereg, @RUINNG  HeathyS 2 2017-09-16 14:27:56  17.06.1¢8 : i
. vpc-bp15pIsimx3fa7pSuTedy Moritor | More=
Networks ; .
SHameluste: Alibaba Cloud Cluster  China East 1 (Hangzhou) *C o @Ruming  HeathyZ 2 2017-00-16 14:27:16  17.06.1-ce Viewlogs | Delete
N vpc-bp15pisimx3fg7pSuTedy Moritor | More=

Configurations

Images and Templ.
Operation Logs =

Getting Started
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4. Click Load Balancer Settings in the left-side navigation pane, > and click Re-bind

Server Load Balancer .

<

Basic Information

Load Balancer St

Cluster:swarmmode-cluster

Server Load Balancer Seftings | St Domain Name

Refresh

User Tags
Server Load Balancer ID: Io-tud
Image List
Container Lt Re-bind Server Load Balancer | Unbind Server Load Balancer
Events o
Node Scaling
Secrets

5. Select the Server Load Balancer instance that you want to bind to the cluster from
the Server Load Balancer ID list and click OK.

Unbind a Server Load Balancer instance

You can unbind a Server Load Balancer instance in the Container Service console if

the instance is not required.

1. Log on to the Container Service console.
2. Click Clusters in the left-side navigation pane.
3. Click Manage at the right of the cluster that you want to unbind a Server Load

Balancer instance. The cluster details page appears.

T Cluster List You can reate up to 5 clusters and can add up to 20 nodes in each cluster.  Subaccount Authorization | Refresh | [T RO Tl
Overview Help:
Applications Name ¥

Services

swarmmode-cluster

; vPC - ) Manag View Logs | Delete
Alibaba Cloud Cluster China East 1 (Hangzhou) i e @ Running Healthy & 2 2017-09-16 14:27:56  17.06.1-ce < < N
. voc-bp1SpisimfaTpsuTedy Moritor | More=
Networks
swarmluster it v ~ . ViewLogs | Delete
Tmelst Aibaba Cloud Cluster China East 1 (Hangzhou) "° _  __ @Ruming  HesthyD 2 20170016 14:27:16  17.06.1-ce lew Log
N vpc-bp15p1simx3ig7pSu7edy Monitor | More~

Configurations
» Images and Templ.

Operation Logs

Getting Started

4. Click Load Balancer Settings in the left-side navigation pane, > and click Unbind

Server Load Balancer .

'4 Cluster:swarmmode-cluster Refresh

Basic Information

Server Load Balancer Settings | Set Domain Name

Load Balancer Setti

User Tags
Server Load Balancer ID: Ib-1ud
Tmage List
o Re-bind Server Load Balancer || Unbind Server Load Balancer
Node Scaling
Secrets

3.8 Set the root domain name of a cluster

Context
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When you#unique_127 and configure the web routing rules, you are only required to
enter the domain name prefix nginx .Then, you can obtain the domain name
in  the format of $cluster_id.$region_id.alicontainer.com. You can
replace this domain name by setting a root domain name ( 51ili . com isusedin
this example) of the cluster. When you redeploy the application nginx ,the domain
name changes from nginx . cd5b226071 936493b8%e 75bbe88416 64c . cn -
hangzhou . alicontain er . com to nginx . 51ili . com , which makes

it convenient for you to access the cluster applications with your own root domain

name.

-

Note:
To guarantee the normal operation of the following example, upgrade the Agent to

the latest version first.

Procedure
1. Bind a Server Load Balancer instance.
a) Log on to the Container Service console.
b) Log on to the Container Service console.
¢) Click Clusters in the left-side navigation pane.
d) Click Manage at the right of the cluster ( routing - test - online in this

example) that you want to configure.

wwwwwwwwwww

110136}

e) Click Load Balancer Settings in the left-side navigation pane.

If no Server Load Balancer instance is bound to this cluster, log on to the Server
Load Balancer console and create a Server Load Balancer instance. Then, return

to this page and bind the instance to this cluster.

-

Note:
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For more information about how to bind and unbind a Server Load Balancer
instance to and from a cluster and the limits in Container Service, see

#unique_128.

< Cluster:test

Basic Information

Server Load Balancer Settings Set Domain Name
Load Balancer Se...

llser Tags
Server Load Balancer ID: | [b-f i85 00
Image List
Container List Re-bind Server Load Balancer Unbind Server Load Balancer
Events
Node Scaling

2. Set the domain name.

a) Click the Set Domain Name tab and enter the root domain name you bought in

the Domain Name field. In this example, 51ili.com is entered.

Server Load Balancer Settings  Set Domain Name

Domain Name: 51ill.com

Cancel
b) Click Set.



3. Resolve the domain name to the bound Server Load Balancer instance.

a) Log on to the Server Load Balancer console. Click Instances in the left-side
navigation pane, and then click the ID of the Server Load Balancer instance

bound to the cluster routing-test-online.

b) View the instance details. Find the instance IP address.
P9 acs-slb-c9b105e434... | =Rretum o Server Lozd Balancer List &P Restrictions and Notes

I Basic Information ~
@ Running
Chinz East 1 (Hangzhou)
Public IP cn-hangzhou-fi fcn-hangzhou-g

Classic Network

Billing Information Billing Details A

Pay by Traffic 2017-11-27 09:15:59

[ ]

¢) Log on to the Alibaba Cloud DNS console and add record A to resolve x. 51711

. com tothe Server Load Balancer VIP address.

4. Redeploy the nginx application.

a) Click Redeploy at the right of nginx. The service access endpoint of the

application nginx is changed.

The access endpoint before setting the root domain name.

The access endpoint after setting the root domain name.

b) Access the latest access endpoint http://nginx.51ili.com.

3.9 Download cluster certificate

Context

With the downloaded certificate, you can connect to the endpoint exposed from
the cluster by using Docker Swarm API or Docker client. For more information, see

#unique_130.



Procedure

1. Obtain the access address.

a) Log on to the Container Service console.
b) Log on to the Container Service console.

¢) Click Clusters in the left-side navigation pane. On the Cluster List page, click

Manage at the right of a cluster.

Container Service ster List

lp:

Overview

You can create up to 5 dusters and can add up to 10 nodes in each cluster.  Refresh Create Cluster  ~

Applications Name ¥

Servicss

=10

Nodes test-swarm

e i . vowtoss
ce

voc- @Running Healthy 1 05/21/2018,10:29:11 Delete
A - Monitor | More~

Alibaba Cloud
Cluster

Chinz East 1
(Hangzhou)
Networks

d) The cluster details page is displayed, showing the cluster connection

information.

I Connection Information

To access and manage clusters, certificatas aranted by Albaba Cloud are required. Each cluster has its own certificate. If you have not yet downloaded the certfficate for the current cluster, click [RBEIEETEG Roeh i S
Revoke Downloaded Certificate

Cluster Access Point:

tcp://masterdgs. cs-cn-hangzhou. aliyun. com: 21683

User Guide:

Configure Environment Variable (Linux or Mac):

export DOCKER_TLS_VERIFY="1*
export DOCKER_HOST="tcp://master4gs.cs-cn-hangzhou.aliyun.com:21683"
#Set the current path as the storage path for the cluster certificate file.

export DOCKER_CERT_PATH="$PWD"

Notice:

1. The certificate allows secure access to the container cluster. Please keep it secure. Each cluster certificate is unigue. You must configure the correct certificate in order to use Docker Client or Docker Compose to access the
cluster.

2. If your downloaded certificate is accidentally leaked, you can revoke it and download a new one.

2. Download and save the TLS certificate.

Configure a TLS certificate before you use the preceding access address to access

the

Docker cluster.

Click Download Certificate in the cluster details page to download the TLS

certificate. The certFiles.zip file is downloaded. certificate. The certFiles .

zip fileis downloaded. In the following example, the downloaded certificate

is saved to the

~/. acs / certs / ClusterNam

e /directory. ClusterNam

e indicates the name of your cluster. You can save the certificate to a different

directory, but we recommend using the ~/. acs / certs / ClusterNam

directory for easy management.

e/

mkdir ~/. acs / certs / ClusterNam
with your cluster name
cd ~/. acs / certs / ClusterNam

cp / path / to / certFiles . zip

e / # Replace ClusterNam e

e /
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unzip certFiles . zip

The certFiles . zip filecontains ca . pem , cert . pem ,and key . pem

3.10 Expand a cluster

Prerequisites
A cluster can contain up to 20 nodes.

Context

You can expand your cluster according to your business needs.

E] Note:

Elastic Compute Service (ECS) instances added by expanding the cluster are Pay-As-

You-Go instances.
Procedure
1. Log on to the Container Service console.
2. Click Clusters in the left-side navigation pane.

3. On the Cluster List page, click More at the right of the cluster that you want to

expand and then select Expand from the list.

Container Service | Cluster List You can create up to 5 custers and can add up to 20 nodes in each cluster.  Subaccount Authorization | Refresh
Overview
A Create cluster How to add existing ECS instances  Cross-zone node management  Log Service integration  Connect ta ciuster thraugh Dacker Cient
Services Name [=] |:|
o
Nodes
AP routing-test-online psin ot o e — oty Hey S 1 e P Manage 9 rose
R = (Hanazhou) bp1650uLpEL L058=anpd = B
Update RAM Authorization Information
» Tmages and Temp Upgrace Agent
Operation Logs 3 Upgrade Docker
Getting Started Upgrade System Service
o

Add Existing Instances

Create Application

4. In the displayed dialog box, configure the specifications of the new node.

You can select the number and the specifications of the ECS instances you are

about to add to the cluster.

5. Click Expand.
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3.11 Migrate a cluster

For a Swarm cluster created earlier, you can guarantee the performance and stability

of the cluster by migrating the cluster.

Context

- The latest time for migrating a cluster is displayed through SMS, station message,

or email. Complete the Swarm cluster migration before the latest time. The system

automatically migrates the cluster if you do not migrate the cluster before the

latest time.

- Cluster migration rebuilds connections from cluster nodes to the container server

without affecting applications deployed in the cluster, nor adding or modifying

any data. Make sure that you perform this operation during the low peak period

of your business because unpredictable risks might still exist throughout the

migration process.

Procedure

1.
2.

Log on to the Container Service console.

Under the Swarm menu, click Clusters.

migrated.

Alibaba Cloud
Cluster

Alibaba Cloud
Cluster

Note:

US Western 1 (Silicon vee

Valley)

US Western 1 (Silicon Vee
Valley)

. Click OK in the Prompt dialog box.

During cluster migration:

@ running

inning ~ Healthy &

Healthy &

. Click Cluster Migration in the action column at the right of the cluster to be

08/21/2018,21:46:39 iZ.OG.Z—

08/21/2018,21:46:32 i.oe.z—

- Information query, deployment, upgrade, and other operations cannot be

performed in the console.

- The cluster cannot be connected to through the cluster access point API.

- The data and application status in the cluster remain unchanged. Applications

deployed on the cluster are still accessible.
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The migration process takes about three minutes.

On the Cluster List page, Migrating is displayed in the Cluster Status column.

— - View Logs
Alibaba €l US Western 1 - 17.06.2-
1oaba Lou estem 3 Healthy 2 08/21/2018,21:46:47
Cluster (silicon Valley) ce
Monitor More

Alibaba Cloud  US W vPC 17062 Manage View Logs
L 1 .06.2-
—r vl @rRuming  Healthy S 2 08/21/2018,21:46:39

Cluster (Silicon Valley)

Delete
Monitor More v

Result
After cluster migration is completed, on the Cluster List page, Running is displayed in

the Cluster Status column.

Note:

The cluster ID, access point address, and other attributes remain unchanged.
Please be sure to confirm that your business is running properly.

During the migration process, if you have any questions, please open a ticket in
which you include the cluster ID and state whether your deployed applications are

normal.

Manage | View Logs

VPC

Alibaba Cloud ~ US Western 1 (Sil 17.06.2-

1baba tou estem 1 (Silicon @ Running | Healthy & 2 08/21/2018,21:46:47 Delete
Cluster Valley) ce

Monitor More~
Alibaba Cloud ~ US Western 1 (Silicon RE 17.06.2- REIEEE Uzl
@ Running  Healthy © 2 08/21/2018,21:46:39 o Delete

Cluster Valley) ce

Monitor More~

3.12 Search for a cluster

Procedure
1. Log on to the Container Service console.
2. Click Swarm > Clusters in the left-side navigation pane.

3. Enter the cluster name or keywords of the cluster name in the search box. Clusters

with the keywords in their names are displayed. As shown in the following figure.

Note:
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The search is case insensitive.

Cluster List You can create up to 5 clusters and can add up to 20 nodes in each cluster.  Sybaccount Authorization Refresh Create Cluster

Create cluster How to add existing ECS instances  Cross-zone node management Log Service integration  Connect to duster through Docker Client

‘ Name [®]| | ROUT |

VPC Manage View Logs
outing-test-o A t 7033
e EJE';: e ‘C::: E;;UI vpc- @Ready  Healthy 2 1 ;gf;z'?;ujl 17.03.1-ce Delete
o {Hengzhou) bp1659u1p811058ea3npd e Monitar Mare~

3.13 Delete a cluster

Context

You can delete clusters from Container Service. Deleting the cluster also deletes its
associated Elastic Compute Service (ECS) instances, Server Load Balancer instance,
and other cloud resources, so proceed with caution.

Procedure
1. Log on to the Container Service console.
2. Click Swarm > Clusters in the left-side navigation pane.

3. Click Delete at the right of the cluster you are about to delete.

Container Service Cluster List You can ereate up to 5 clusters and can add up to 20 nodes in each duster.  Subaccount Authorization Refresh
Overview
i Create cluster How to add existing ECS instances  Crosszone node management  Log Service integration  Connect to cluster through Docker Client
pplications

(1)

Nodes a
VPC Manage v Lo
outing-test-ol e A St 7-03-3
Data Volumes routing-test-onine gl‘:’;';? Cloud f:;”na f;;;l\‘ voe- @Ready  Heakty S 1 ;S?;;:Uﬂ 17.03.1-c2
= (Henaznow) bp1658u1p811058ea3npd = Monitor

Configurations

* Images and Temp.

Operation Logs

Getting Started

4. In the displayed window, select whether or not to keep the Server Load Balancer

instance and click OK.

3.14 Clean up a cluster disk

Context

Cleaning up disk clears the dirty data on each server in your cluster. Dirty data is

limited to:

Docker images downloaded locally but not used.
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Volume directory once attached to a container but not cleaned up after the

destruction of the container.

Procedure
1. Log on to the Container Service console.

2. Click Clusters in the left-side navigation pane.

3. On the Cluster List page, click Manage at the right of the cluster that you want to

clean up the disk.
Container Service Cluster List You can create up to 5 dusters and can add up to 20 nodes in each cluster.  Subaccount Authorizztion | Refresh
Overview
Create cluster How to add existing ECS instances  Cross-zone node management  Log Service integration  Cannect to cluster through Docker Client
Applications
@)
Hodes
i . vpC 5
e routing-test-onine Alibaba Cloud China East 1 e @Res esthy 2 1 2017-03-31
f = N P vpe- eatthy 2 32
Cluster (Hangzhou) bp1650u1p811058eadnpd 22:32:40
Configurations
» Images and Temp
Operation Logs =
Getting Started
. . .
4. Click Clear Disk on the cluster details page.
I Basic Information Upgrade Agent Upgrade System Service Clear Disk
VPC @Running China East 1 (Hangzhou) 1 Expand Add Existing Instances

Security Group ID: sg-bp

3.15 Log on to image repository

Prerequisites

Prepare an available image repository. Use the Docker Hub official service in

this example, which requires you to register a Docker ID and build an available

repository in it.

Configure the independent logon password for the repository. In this example,

log on to the Container Registry console to configure or modify the repository

logon password. Note that you are configuring the password when you modify the

repository logon password for the first time.

Context

You can log on to the image repository in a cluster to provide the related cluster logon

information, which facilitates you to manage clusters by using cluster management

tools.

Procedure
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1. Log on to the Container Service console.

2. Click Clusters in the left-side navigation pane.

3. Click Manage at the right of the cluster you want to configure.

*ou can create up to 5 clusters and can add up to 20 nodes in each dluster.  Refrash Creata Cluster

Container Service Cluster List
Help: & Create duster & How to add existing EC: & one node management &' Log Service intagratior & 0 hrough Docker Client

Owerview

Applications Name ¥

Services Cluster Node Number of Docke

Cluster Name/ID uster Type Region Network Type Status Status @ Nodes Time Created Version Action
N VPC Manage | View Logs
Nodes swarmmode-test Alibaba Cloud China East 1 ) —~ 2018-01-11 g .
i (Hangzhou) \-/nc . @Running  Healthy > 1 171415 17.06.2-c& ot Dr;‘u'f
Networks ' oner ¢
Data Volumes test Aibabs Cloud  China East 1 VS ~ 2018-01-10 View Logs
Cluster (Hangzhou) vpC- @Running  Healthy & 2 00:28:17 17.06.2-ce Delate
Configurations - b Monitor | Mora~
.
4. Click Log on to Hub.

Cluster:test Enable Log Sarvice Log on to Hub Refresh
Basic Information Upgrade Agent Upgrade System Service Clear Disk
J— R Number of Nodes 2

uster 1D VPC @Running Region: China East 1 (Hangzhou) Expand Add Existing Instances
Security Group ID: i Check Security Group Rebind

5. Configure the parameters in the displayed dialog box.

Log on to Hub

Repository
Domain Mame

Lizamame™ :

Password™®

Email :

registry.cn-hangzhou.alivuncs.com

LELIR ALY ] ]

The user's account password will be
encrypted

Cancel

Repository Domain Name: Enter the hub domain name of the image repository.

Take the image address registry . cn - hangzhou . aliyuncs . com
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/ acs / agent : 0 . 8 asanexample. The repository domain name is
registry . cn - hangzhou . aliyuncs . com
- Username: Enter the username of the image repository. In this example, enter
the Docker ID registered in Docker Hub.
- Password: Enter the independent logon password of the image repository. In
this example, enter the logon password set when you registered in Docker Hub.
Registry's login password is set and modified on the container mirroring Service

's console.

- Email: Enter the email set when you registered the image repository. In this

example, enter the email set when you registered in Docker Hub.

6. Click OK. You have successfully logged on to the image repository if no error

message appears.

3.16 Upgrade Agent

Context

Note:
Your applications are not affected during the upgrade, but you can neither manage
the cluster by using the Web interface, nor use Docker client to connect to the cluster

access port for about 2 minutes.

The Agent of Container Service, which is installed on each server in the cluster,

receives commands issued by the Container Service control system.

New functions are regularly added to Container Service. If you need the latest
functions, upgrade the Agent of the cluster.

Procedure
1. Log on to the Container Service console.

2. Click Clusters in the left-side navigation pane.
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3. On the Cluster List page, click More at the right of the cluster that you want to

upgrade the Agent > and then select Upgrade Agent from the list.

Container Service Cluster List

Overview

You can create up to 5 clusters and can add up to 20 nodes in each cluster.  Sybaccount Authorization

Create cluster How to add existing ECS instances  Cross-zone node management  Log Service integration  Connect to cluster through Docker Client

Applications

Services

Clusters o

Nodes

Hame []

China East 1
(Hangzhou)

Alibaba Cloud
Cluster

RS — routing-test-online

Configurations
* Images and Temp.

Operation Logs

Getting Started

4. Click OK in the displayed dialog box.

3.17 Upgrade Docker daemon

Context

wPC
wpe- @Ready
bp1659u1p811058ea3npd

Healthy & 1

2000-01-01
08:00:00

©

Manage dia Logs
9 "
O,

Update RAM Authorization Information

17.03.1-ce

Upgrade Agent

Upgrade Docker
Upgrade System Service
Expand

Add Existing Instances

Create Application

Standard Docker daemon is installed on each server in the cluster to manage

containers.

E] Note:

The cluster Docker daemon upgrade requires that the machine is able to access

the Internet to download necessary software packages.

The cluster Docker daemon upgrade may fail. To guarantee your data security, we

recommend that you back up snapshots before upgrading Docker daemon.

During the cluster Docker daemon upgrade, the services deployed on the cluster

are interrupted and you cannot perform operations on the cluster and applicatio

ns. Make appropriate arrangements before the upgrade. The upgrade lasts 3-30

minutes. The cluster status changes to Running after the upgrade.

You can view the Docker version of the cluster on the Cluster List page.

Container Service Cluster List
Kubermetes  Swarm
Overview Help:
Applications Name v
Services
Clusters
Nodes test-swarm Alibaba Cloud China East 1 vPC
Networks Cluster {Hangzhou)

‘You can create up to 5 clusters and can add up to 10 nodes in each cluster.  Refresh

@Running Healthy

1

05/21/2018,10:29:11

Create Cluster  ~

17.06.2- Manage | View Logs
ce Delete
Monitor | More~

Procedure




1. Log on to the Container Service console.
2. Under Swarm, click Clusters in the left-side navigation pane.

3. On the Cluster List page, click Upgrade in the Docker Version column, or clickMore

> Upgrade Dockerat the right of the cluster.

Container Service Cluster List You can create up to 5 clusters and can add up to 20 nodes in each dluster.  Subaccount Authorization Refresh
Qvervi
- Create cluster How to add existing ECS instances  Crosszone node management  Lag Service integration  Connect to cluster through Docker Client
Applica
Services Hame []
o
Nodes
WPC Manage aliay Logs
outing-test-online p t -01-
Data Volumes outing-test-onlin ;I‘Lh;h: Coud ‘c::: E\?éu\l vpe- @Ready  Heathy T 1 ;SF'D”D”D'DD] 17.03.1-ce e
- thangzious bp1659U1pBL1058ea3npd o MO

Configurations
Update RAM Authorization Inf

» Images and Temp.
£ 2 Upgrade Agent

Operation Logs = o Upgrade Docker

Getting Started Upgrade System Service
Expand
Add Existing Instances

Create Application

4. On the Upgrade Docker page, click Upgrade Agent to upgrade the Agent first if your

Agent is not in the latest version.

5. If your Agent is in the latest version, upgrade Docker daemon

in the following ways:
- Upgrade Directly

Click Upgrade Directly to enter the Docker Engine upgrade process.
- Back up Snapshot before Upgrade

We recommend that you back up the snapshots before upgrading Docker
daemon. In this way, you can recover Docker daemon by using the snapshots if

an error occurs during the upgrade process.

Click Back up Snapshot before Upgrade, and then the system calls the Elastic
Compute Service (ECS) API to take snapshots of the cluster nodes.

Backing up snapshots may take some time. Wait until the snapshots are backed
up, and then the system automatically enters the Docker Engine upgrade

process.

If the snapshots failed to be backed up, you can click Continue or Quit. Click
Continue to enter the Docker Engine upgrade process, or click Quit to give up

the upgrade.

What's next
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Return to the Cluster List page and you can see that the cluster you upgraded the
Docker daemon is in the Docker - Engine is upgrading status. This may

take a while as container data will be backed up during the upgrade of the Docker

Engine.

3.18 Upgrade system services

Context

The system services of a cluster, including Log Service acslogging , Simple
Routing Service acsrouting , Monitor Service acsmonitoring, and Volume
Service acsvolumed river ,are used to deal with general services necessary for

applications. This document introduces how to upgrade these system services.

3
|:| Note:
During the upgrade of the cluster system services, your applications or services may
be temporarily inaccessible or abnormal, so proceed with caution. We recommend
that you upgrade the system services when the access traffic is low or at the

maintenance time.
Procedure
1. Log on to the Container Service console.
2. Under Swarm, click Clusters in the left-side navigation pane.

3. On the Cluster List page, click More at the right of the cluster whose system
services you want to upgrade and then select Upgrade System Service from the

drop-down list. As shown in the following figure.

Container Service Cluster List You can create up to 5 clusters and can add up to 20 nodes in each cluster.  Subaccount Authorization Refresh
Overview
Create cluster  How to add existing ECS instances  Crosszone node management  Log Service integration  Connect to cluster through Docker Client
Applications
Services Name [=]
== @
HNodes
Y Manage Logs
' routing-test-online Albaba Cloud ~ China East 1 \Dp‘(:: @Ready  Heathy D 1 2000-01-01 17.03.1- o DD te
Data Volumes Cluster (Hanazhou) e teady HeaRny 08:00:00 ce z
- tHangzhou) bp1659u1p811058ea3npd o ' Monitor
Configurations Update RAM Authorization Information
* Images and Templates= Upgrade Agent

Upgrade Docker

Operation Logs

Upgrade System Service
Getting Started
Expand

Add Existing Instances

Create Applcation
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4. The Upgrade System Service dialog box opens. Select the system services you want

to upgrade and click Upgrade.

For example, select Simple Routing Service (corresponding to acsrouting;
note that the upgrade will temporarily affect your access to applications) and
Volume Service (corresponding to acsvolumedriver; note that the upgrade might

temporarily affect the functions of your associated applications).
Click Applications in the left-side navigation pane and select the cluster from the
Cluster drop-down list. You can see the system services are being upgraded.

After the upgrade, the affected services and applications resume normal

functioning.



4 Nodes

4.1 View containers running on a node

Context
You can view containers running on a node on the Node List page.

Procedure
1. Log on to the Container Service console.
2. Click Swarm > Nodes in the left-side navigation pane.
3. On the Node List page, select a cluster from the Cluster drop-down list.

4. Click the node ID.

Container Service Node List Refrash
Kubernstes Swarm

Qverview

Applications

Services

Ce==1] CPUz2corets)

Clusters Alibab d Nade mal 7
Alibaba Cloud Node @nomal 7 Memory:3.702 GB

Nodes o o

CentOS Linux 7 (Core)  17.06.2-ce 0.10-98812a2 Monitor Morev

You can see the list of containers running on the node.

< Node: 17
Container List
bolend Labels: Normal China East 1 (Hangzhou) swarmmode-dluster
Node Monitoring { com.docker.
=g 1721 172, Monitor | Logs
acslogging_logsp. acslo] 172, Monitor Logs Web Terminal
scslogging_ogt... 172.1 172, Monitor | Logs | Web Terminal
cslogging_|
acsmanitaring_ac. 74b2l2.izp22b2017e 721 - Morttor Logs Web Terminal
acsiogging_logspout
10.25
ACSTOUBNG_TOU... QISETY-1DE.LT-. , n | .
acsrouting_routi, S registry-vpe.cn- sojtcp ingre 7 - Loge web Terminal
mult ¢
acsro
qgistry-v ...
oumear running registry-vpc.cn 1721 172, Monitor | Logs
tunnel-agent registry-vpe.cn-... B .
running 1729 172 Monitor | Logs
What's next

In the list, you can view the labels, images, the image SHA256 values, logs, and
monitoring information of containers and perform operations on containers,
including starting and stopping containers, deleting containers, and operating on

containers on a remote terminal.
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4.2 Update a node certificate

You can update a node certificate of a Swarm cluster to avoid node certificate

expiration.
Prerequisites

1. You have created a swarm cluster, see #unique_110.

2. Updating a node certificate reboots the node Docker Daemon. Make sure that

containers on the node are all configured to restart automatically.

Note:
You can configure a container restart policy when creating an application.
When you create an application by using an image, select the Always check box
for Restart. When you create an application by using a template, configure a
container restart policy in the template restart : always .
3. If a node certificate expires within 60 days, a prompt is displayed. You must timely

update the node certificate.
Context

Each cluster node has a certificate used to access system control services. Each issued
certificate has a valid period. When the valid period of a certificate is about to expire
, you must manually renew the certificate. Otherwise, the service of the node is

affected.
Procedure

1. Log on to the Container Service console.

2. Under the Swarm menu, click Nodes in the left-side navigation pane. The

certificate expiration information of each cluster node is displayed.

Note:
The certificate expiration time is displayed in the status column only if the node

certificate expires within 60 days.

3. Select a node in the node list, and click More > Update Certificate on the right to

reissue the node certificate.

Note:
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We recommend that you upgrade the cluster agent to the latest version before
updating the node certificate.
4. Optional: If the system prompts you to upgrade the cluster agent after you click
Update Certificate, the current cluster agent does not support this feature. You
need to upgrade the cluster agent to the new version first, see #unique_143. If no

prompt is displayed, go to the next step.

5. If no prompt is displayed or the cluster agent is updated, click Update Certificate.

Confirm updating information and then update the node cluster certificate.

Note:

- When the node certificate update is completed, the Docker Daemon node is
automatically restarted about 1 minute later.
- To guarantee that containers on the node can automatically restart, make sure
that an automatic restart policy is configured.
6. After the cluster node certificate is updated, the node certificate information is no

longer displayed.



5 Images and templates

5.1 Update an orchestration template

Context

You can only edit orchestration templates displayed under My Orchestrations on the
Orchestration List page. To edit templates displayed under Sample, save the sample

template as your own template and then edit it.
For how to save an orchestration template as a new one, see #unique_146.

Procedure
1. Log on to the Container Service console.

2. n the left-side navigation pane, click Images and Templates > > Orchestration

Templates.

3. Click the My Orchestrations tab and then click Details of the orchestration

template you want to update.

Container Service Orchestration List ~ Sample I o e -
Kubernstes Swarm
ginx: nginx:latest Create Application =

Overview a0 rest
o n
Applications

~ |Images and Templates

D:cke']mi;eso =

Orchestration Templa..

4. Click Edit in the upper-right corner.

Orchestration:test 4 Back to Orchestration List Edit Delste Download Save As Create Application



https://cs.console.aliyun.com

5. Edit the template content.

To modify a service, you can modify the content in the template directly or click

Edit to modify the configurations in the appeared Create Service dialog box.

To add another service to the orchestration template, click Add Service. The Create
Service dialog box appears. Select an image and complete the other configurations.
Click OK. You can modify the content in the template directly or click Delete to

delete the service.

Orchestration:test 4 Back to Orchestration List Cancel m

Name: test

Service(s) Contained

'nginx:latest"
always

Service Name:
- 88/tcp newServiceBlock1510281361...
Image: nginx:latest

Edit Delete

Add Service

6. Click Save in the upper-right corner to save the modifications.



6 Service orchestrations

6.1 routing

The routing label configures the access domain name of a service.
Format:

aliyun . routing . port_ $ container_ port : [ http ://]$ domain |$
domain_pre fix [:$ context_pa th ]

Field description:

* $ container_ port :container port. Note: This is not the host port.

- $ domain :domain name. Enter a domain name.

- $ domain_pre fix :domain name prefix. If you enter a domain name prefix,
Container Service provides you with a test domain name and the domain name
suffixis .< cluster_id >.< region_id >. alicontain er . com .

- $ context_pa th :requested service path. You can select services according to

the requested path.
Domain name selection:

- If the HTTP protocol is used to expose the service, you can use the internal domain
name (the top-level domainis alicontain er . com ) provided by Container
Service for testing, or use your own domain name.

- If the HTTPS protocol is used, you can use only your own domain name. For
example, www . example . com .You must modify the DNS settings to assign
the domain name to the Server Load Balancer service provided by the container

cluster.
Format requirements of the label statement:

- Container Service allocates a subdomain name to each cluster, and you only need
to provide the domain name prefix to bind the internal domain name. The domain
name prefix only indicates a domain name level and cannot be separated with
periods (.).
- If you do not specify scheme , the HTTP protocol is used by default.



- The length of the domain name cannot exceed 128 characters. The length of the

context root cannot exceed 128 characters.

- When you bind multiple domain names to the service, use semicolons (;) to

separate them.

- A backend service can have multiple ports. These ports are exposed by the
container. A port can only be assigned one label. Therefore, a service with multiple

ports must be assigned multiple labels.
Example:
Use the routing label.

Bind the internal domain name wordpress .< cluster_id >.< region_id >.
alicontain er . com provided by Container Service and your own domain name

http :// wp . sample . com / context to port 80 of the Web service.

web :
image : wordpress : 4 . 2
links :
- db : mysql
labels :

aliyun . routing . port_80 : wordpress ; http :// wp . sample .
com / context
db :
image : mysql
environmen t :
-  MYSQL_ROOT _PASSWORD = password
The internal domain name that you finally getis wordpress . cd3dfe2690

56e4543ach ec5el9b0lc 074 . cn - beijing . alicontain er . com .

After starting the Web service, you can access the corresponding Web services by
using the URL: http :// wordpress . cd3dfe2690 56e4543acb ec5el9b0lc
074 . cn - beijing . alicontain er . com or http :// wp . sample . com

/ context .

To support the HTTPS service, upload the HTTPS certificate by using the Server Load
Balancer console on the Alibaba Cloud website, and then bind the corresponding

cluster to access the Server Load Balancer terminal.
routing.session_sticky

By using this feature, you can determine whether to maintain session sticky (session

persistence) when you set the routing for a routing request. With session persistence,



during the session, each request is routed to the same backend container instead of

being randomly routed to different containers.

Note:

- The setting takes effect only when you have configured aliyun

port_ $ contaienr_ port .

routing .

- Simple routing session persistence is based on the Cookie mechanism. By default

, the maximum expiration time of Cookie is 8 hours and the idle expiration time is

30 minutes.

- Simple routing session persistence is enabled by default.
The setting methods are as follows:
- Enable session persistence

aliyun . routing . session_st dicky : true

- Disable session persistence

aliyun . routing . session_st dicky : false

Example of a template orchestration file:

web :
image : wordpress : 4 . 2
links :
- db : mysql
labels :

aliyun . routing . port_80 : wordpress ; http :// wp .

com / context
aliyun . routing . session_st -icky : true
db :
image : mysql
environmen t :
-  MYSQL_ROOT _PASSWORD = password

sample .



7 Applications

7.1 Create an application

Context

Limits

Swarm clusters only support the compose V1 and compose V2 orchestration

templates. The system reports an error if you select to use the compose V3 template.

E] Note:

In the orchestration template list, compose V3 templates are marked with

composev3 .

Procedure

1. Log on to the Container Service console.

2. Click Applications in the left-side navigation pane.

3. Click Create Application in the upper-right corner.

Ct iner Service - Swarm

Overview
=1 @
Services
Clusters

Nodes

Networks

as follows:

‘ou cannot manage Swarm clu to Swarm will be removed from the Alibaba
h version will be available soon). If you encounter any problems, please contact Technical Support.
Application List Refrzsh
Help: 2
Cluster: | test v| @ Hide System Applications Name v
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4. Complete the basic information for the application you are about to create.

- Name: Enter the name of the application. It can be 1-64 characters long and
contain numbers, English letters, and hyphens (-), but cannot start with a
hyphen (-).

- Version: Enter the version of the application. By default, 1.0 is entered.

- Cluster: Select the cluster on which the application is to be deployed.

- Update: The update method of the application. Select Standard Release or Blue-
Green Release. For more information, see #unique_151.

- Description: Enter the information of the application. This field is optional.
The entered description cannot exceed 1024 characters, and is displayed on the
Application List page.

- Pull Docker Image: With this check box selected, Container Service pulls the
latest Docker image from the repository to deploy the application, even when

the image tag does not change.

To improve efficiency, Container Service caches the image. When deploying

an application, Container Service uses the cached image instead of pulling the
image from the repository if the image tag is the same as that of the local cache.
Therefore, if you modify your codes and image but do not modify the image tag
for the convenience of upper business, Container Service uses the old image
cached locally to deploy the application. With this check box selected, Container

Service ignores the cached image and re-pulls the image from the repository



when deploying the application to make sure the latest image and codes are

always used.

Create Application + Back to Application List
Help:
Name: ‘ tost ‘
The name should be 1-64 characters long, and can contain numbers, English letters and hyphens, but cannot start with a hyphen.
Version: 1.0
Cluster: test v
Update: Standard Release v

Description:

Pull Docker Image

Create with Image Create with Orchestration Template

5. Click Create with Image.

Click Create with Image. Set the following parameters according to your

requirements.

a) In the General section:

Image Name: Private registry entry supported Image Version:
Select image Select image wversion

] -
= Scale: Network Mods:
2 ! = = Default v
-}
[C]

Restart: | Always

- Set the Image Name and Image Version.

You can select an image provided by Container Service or enter your image
address in the format of domainname / namespace / imagename : tag .
To select an image, click Select image, select the image, and then click OK. By
default, the Container Service uses the latest image version. To use another
version of the image, click Select image version, and then click OK.

- Set the number of containers (Scale).

- Select the Network Mode of the application. Currently, Container Service

supports two network modes: Default and host. The Default mode is the

bridge network mode. The host network mode allows containers to use




the network stacks of Elastic Compute Service (ECS) instances. For more
information, see Docker container networking.

- Set the Restart field.

The Always check box is selected by default. With the check box selected, the

containers are restarted regardless of the exit status code. Docker daemon
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restarts the containers unlimitedly. Whatever the container status is, the

container tries to be restarted when daemon is started.

When the check box is not selected, the restart policy becomes no, indicating
containers are not restarted automatically on exit.

b) In the Container section:
Command:
Entrypoint:
CPU Lirnit: Memory Limit: MB

Capabilites: ADD DROP

Container Config: stdin L tty

- Set the startup command (Command and Entrypoint) of the container. If

configured, the image default configurations are overwritten.

Command is used to specify the startup command of the container main

process. For more information, see Command.

Entrypoint is used to specify the container startup process and parameter.
Used together with command, the cmd contents can be passed to Entrypoint

as parameters. For more information, see Entrypoint.

- Set the resource limits (CPU Limit and Memory Limit) of the container.

Set the resource limit for the CPU and memory to be used by the container.
For more information, see #unique_152.

- Set the Capabilities.

For how to add or drop Linux related privileges for the container, see
Capabilities.
- Set the Container Config.

¢) In the Network section:
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Port Mapping: o Add domain names to services exposed to the public network
Web Routing: ) Expose HTTP services through acsrouting

Load Balancer ) Expose services using custom Server Load Balancer

- Set the Port Mapping. Specify the port mapping for the host and the

container, and select TCP or UDP as the protocol.

The port mapping is used for the routing between container and host, and is
the precondition of Web Routing and Load Balancer. The container provides
external services by means of the configured port mapping.

- Set the Web Routing. The cluster automatically creates the acsrouting
application, including the routing service, and provides the simple routing
function. A routing service instance is deployed on each node. In a node,

the acsrouting _routing_i ndex container implements the routing
forward in the cluster to route the HTTP or HTTPS service. For more

information, see #unique_153.

-

Note:
When exposing the HTTP/HTTPS services, you can use the overlay network
or Virtual Private Cloud (VPC) to directly access the container port, without
configuring the specific host port.
- Set the Load Balancer. Configure the port mapping before configuring the

mapping of container_ port $ scheme ://$[ slb_name | slb_id ]:



$ slb_front_ port .Forhow to use the Server Load Balancer label, see

#unique_154.

When configuring this parameter, control the routing access path on your
own, including the routing mapping of Server Load Balancer front end port >
backend host port > container port.

d) Set the Data Volume.

Data Vaolume: @ Use third-party data volumes

volumes_from:

- Create a data volume. Enter the host path or data volume name, the container
path, and select RW or RO as the data volume permission. For more
information, see volume.

- Configure the volumes_from field. Enter the name and permission parameter
of another service or container, such as service_na me : ro .Ifnoaccess

permission is specified, RW is the default permission. For more information,
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see volumes_from. After the configuration, the container is authorized to use

volumes of another service or container.
e) Set the Environment variables.
Formats such as array, dictionary, and boolean are supported. For more
information, see Environment variables.

f) Set the container Labels.

For the extension labels supported by Container Service, see #unique_155.

g) In the Deploy section:

Smooth Enable @ Note: This only takes effect when used with health check [probe label].
Upgrade:

Across Multiple Ensure ' Try best

Zones:

Auto Scaling: Enable Mote: Before using auto scaling, upgrade the cluster Agent to the latest version.

- Set whether to enable Smooth Upgrade for containers.

For more information, see #unique_156.

- Set the Across Multiple Zones settings for containers.

Select Ensure to deploy containers in two zones. The container creation fails
if less than two zones are in the current cluster, or the containers cannot be
deployed in two zones because of limited machine resources. Select Try best
to try to deploy containers in two zones. The container can still be created

even if this condition is not met.

If this parameter is not configured, Container Service deploys the containers

in one zone by default. For more information, see #unique_157.

- Set whether or enable the container Auto Scaling.

For more information, see #unique_158.

h) Click Create at the right of the page after completing the settings.


https://docs.docker.com/compose/compose-file/compose-file-v2/#volumes_from
https://docs.docker.com/compose/environment-variables/

6. Click Create with Orchestration Template.

Create Application + Back to Application List
Help:
Add Service
https://docs.docker.com/compose/
| Usa Existing Orchastration Template | Save Template Prev Create and Deploy

a) Click Use Existing Orchestration Template or write a new template by yourself.

The contents of the orchestration template comply with the Docker Compose
format.

b) Click Select next to the template after clicking Use Existing Orchestration
Template.

¢) Edit the orchestration template.

Edit the orchestration template according to your requirements. Make
modifications in the template directly, or click Edit to modify the service or

Delete to delete the service.

Create Application + Back to Application List

Configuration

Service(s) Contained

registry.aliyuncs.com/acs-sample/wordpress:4.5

Service Name: web

- 'ga’ Image: registry.aliyuncs.com/acs-

sample/wordpress:4.5

changeme Edit Delete

changeme
changeme

Service Name: db

/UNCS.COM/3Cs-

a e Edit Delete
changeme
CEr==
always
- 'dbzmysql’
Jvar/log
http://container/license
http: //wordpress
registry.aliyuncs.com/acs-sample/mysql: 5.7
https://docs.docker.com/compose/
Use Existing Orchestration Template Szve Template Prev Create and Deploy

Click Add Service to add another service to this orchestration template. Select

the image and configure the parameters. Then, click OK.



Create Service

Image Mame: Private registry entr | Select image

Image Version: Select image version

Scale: 1

Port Mapping: Host Port Container Port Publish Protocol A
Host Port Container Port o v Add

Environment: variable Name Varable Value A
MName Value Add

Data Volume: Host Path or Data Volume

Host Path or Data Volume Container Path Read/Writ Add
Veb Routing: Container Port Domain Name 4
Container Port Domain name: For example: http://[domain nam Add

Mote: All domain names for a2 port must be entered in one entry,

Restart: =

¥ More Settings

d) Click Create and Deploy after completing the settings.

7.2 Schedule an application to specified nodes

To deploy an application to specified nodes, we recommend that you use user tags

and the constraint keyword to make the deployment configurations.

@ Note:

- The deployment constraint only works for newly created containers. It does not

work when existing containers change the configurations.



- After you use a user tag to deploy an application, deleting the user tag does
not affect the deployed application, but will affect the next deployment of the

application. Proceed with caution when deleting user tags.



Procedure

1. Add user tags for nodes.

a. Log on to the Container Service console.

b. Click Swarm > Clusters in the left-side navigation pane.

c¢. Click Manage at the right of the cluster.

Container Service Cluster List

Overview
Applications
Services Hame [=]

=@
Cluster Name/ID

Nodes
Data Volumes rest
Configurations

¥ Images and Temp. routing-test-online

Operation Logs

Getting Started

ccf530ee2blc1400e9!

d5b559d38ee4138b62a682c816677%

6425b05846f235¢C

Cluster Type

Alipaba Cloud

Cluster

Alibaba Cloud

Cluster

You can create up to 5 clusters and can add up to 20 nodes in each cluster. | Subaccount Authorization Refresh Create Cluster

Help: Create cluster How to add existing ECS instances  Cross-zone node management  Log Service integration  Connect to cluster through Docker Client

Cluster Node Status  Number of
St

ocke
Region Network Type tatus ] Nodes Time Created Versic e Action
China East 1 e No node 2017-04-01 View Loos
(e we oRexty [00% 2 AN 17.03.1-ce Delete
angziou bp1659u1p811058ea3npd e o Monitor | More~
vec Manage | View Logs
f:‘a": f;i]l wpe- @Ready  Heathy S 1 52.1372'_”43;1 17.03.1-ce Delete
o bp1656u1p811058ea3npd 2 Monitor | More~

d. Click User Tags in the left-side navigation pane.

e. Select the nodes that you want to deploy the application and then click Add Tag.

<

Basic Information

LIzer Tags

nusj:
er List

Events

Node Scaling

Load Balancer 5&...

Cluster:test

Ll

o;:a'-:e ID/Mame

ifaef157d08ab-nodel

am ",

F157d08ab-node2

Delete Tag Add Tag o

f. Enter your tag key and tag value, and then click OK to add user tags for the

selected nodes.

AddTags

Tags :

group:1

(8] 4 Close
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2. Create an application by clicking Create with Orchestration Template. Configure

the constraint keyword in the template.

For information about how to create an application, see #unique_119.

environmen t :

- constraint :
applicatio n
tag

to
with

1 # Indicates

group ==
the nodes

on all

Delete a user tag
1. Log on to the Container Service console.
2. Click Swarm > Clusters in the left-side navigation pane.

3. Click Manage at the right of the cluster.

the
group : 1

deploy
the "

Refresh Create Cluster

Subaccount Authorization

View Logs
17.03.1-ce Delete

Container Service Cluster List You can creats up to 5 clusters and can add up to 20 nodes in each cluster.
Overview
P Help: Create cluster How to add existing ECS instances  Cross-zone node management  Log Service integration  Connect to cluster through Docker Client
pplications
Senvices Name (]
Cluster Name/ID Cluster Type Region etwork Type Status 7]
Nodes
test Alibaba Cloud China East 1 vee N d 2017-04-01
Data Volumes st N c\‘ at 2 Cou Hm ;5 vpc- @Read tntm p 2 A
9d5 92 Cluster (Hangzhou) bp1659u1p811058ea3npd i o Monitor | More-
Configurations
wPC Manage | View Logs
» Images and Temp. 03
_ AlibsbaCloud  China East 1 e Ready  Hesthy D 1 2017-03-31 17 031ce Dote
ccf53 6fa35c  Cluster (Hangzhou) 22:32:40
Operation Logs = bp1659u1p811058ea3npd Monitor | More~
Getting Started

4. Click User Tags in the left-side navigation pane.

5. Select the nodes that you want to delete the user tags and then click Delete Tag.

< Clusteritest

Basic Information
Load Balancer Set. g- 1D/Name
[
Image List o B

by

Container List

Events

a Delete Tag Add Tag

Node Scaling

Refresh

group:1

group:1

The confirmation dialog box appears. Click OK.

DeleteTags

Are you sure you want to delete all selected tags?

Close
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8 Configurations

8.1 Implement multiple environments by using configurations

An application consists of codes and configurations. After an application is containeri
zed, the configurations are usually transmitted by using container environmen
t variables to deploy multiple applications using the same image and different

configurations.
Limits
- When associating a configuration file with an application, make sure the

configuration file is in the same region as the application.

- Currently, associating a configuration file when creating an application is only

available when you create the application by using an orchestration template.
Create an application

1. Log on to the Container Service console.

2. Under Swarm, click Configurations in the left-side navigation pane. Select the
region in which you want to create a configuration from the Region list and click
Create.

Container Service Configuration File List Refresh
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3. Complete the settings and then click OK.

- File Name: It can contain 1-32 characters.
- Description: It can contain up to 128 characters.

- Configuration: You can add up to 50 configurations in a region.

In this example, the size variable is set.

* File Name: test-aroup

The configuration file name should contain 1 to 32 characters.

Description: test group

The description can contain up to 128 characters.

Configuration: Edit JSON File

Edit
Delete

Name H— Add

The variable key should contain 1 to 32 characters; the variable value should contain 1
to 128 charactars. The variable valus must be unigue. The variable name and variable

value cannot be empty.
m Cancel

4. Under Swarm, click Applications in the left-side navigation pane. Select the cluster
in the same region as the created configuration from the Cluster list and click
Create Application.

5. Enter the basic information of the application and click Create with Orchestration
Template.

6. Enter the following orchestration template and then click Create and Deploy.

Wherein, size isadynamic variable and will be overwritten by the value in the

configuration.
busybox
image : ' busybox '
command : ' top - b '

labels



aliyun . scale : $ size

7. The dialog box appears. Select the configuration file to be associated with from the

Associated Configuration File drop-down list. Click Replace Variable and click OK.

Templats Parametsr

Assodated Configuration File: ¥

size

Description:

he selected configuration file contzins this variable and the varizble
Valles are the same,

The selected configuration file contains this variable but the variable
values are different.

The selected configuration file does not contain this variable.

Co

Update an application

If you associated a configuration file when creating an application, you can update

the application by modifying the configuration file and redeploying the application.

1. Log on to the Container Service console.
2. Under Swarm, click Configurations in the left-side navigation pane. Select the
region in which the configuration you want to modify resides from the Region list,

and click Modify at the right of the configuration.

Overview

Regiom:| | China East 1 (Hangzhou) ¥
Applications
Services ZEIL S OIS e e”‘e.;-:-

Clusters test-group test group Delete

Nades rfvlatg‘ IIf thedselectej region contains no duster, the configuration files of this region will not be displayed; these files will be displayed once a duster is created under this region. The maximum number of configuration
2z allowed is 50.

Networks

Data Voho
Configurations =

3. Click Confirm in the displayed dialog box.
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4. Click Edit (changes to Save after you click it) at the right of the variable you want to
modify. Modify the variable value. Click Save and then click OK.

* File Mame: test-
group
Description: test group
I
The description can contain up to 128 characters.
Configuration: Edit JSON File
Variable Name Variable Value Action
) Save
size |3 Delete
Name Valus Add
The variable key should contain 1 to 32 characters; the varable value should contain 1
to 128 characters. The variable value must be unigus. The variable name and variable
value cannot be empty.
m Cancs

5. Under Swarm, click Applications in the left-side navigation pane. Select the cluster
in the same region as the created configuration, and then click Redeploy at the

right of the application.

Container Service Applcation List Refresh Create Application
Overview
Heer: Create applcation  Change application configuration  Smple route blue-green release policy  Contaner auto scaling
Clster: | test [=] | ¥ Hide system applications [l Hide offine applications (] Hide online appiications Name []
Services
Name Description Status or us Time Created ~ Time Updated

Custers

- test @ready 2016-12-29 19:08:08 20161220 19:29:57

After the application is updated, the number of containers changes to three.

Cluster: | test - Hide system applications [ Hide offline applications [

Mame Description Status

test @ Ready



Trigger an update

If you associated a configuration file when creating an application, you can redeploy

the application by using the redeployment trigger.

1. Log on to the Container Service console.
2. Under Swarm, click Configurations in the left-side navigation pane. Select the
region in which the configuration you want to modify resides from the Region list,

and click Modify at the right of the configuration.

CEED Region:| = China East 1 (Hangzhou) v

Applications o

Pres Configuration File Name Description o:;e ation
Clusters test-group test group Delete
Nodes Note: If thf sgle;ted region contains no duster, the configuration files of this region will not be displayed; these files will be displayed once a cluster is created under this region. The maximum number of configuration
A les allowed is 50.

Data V0|I°

Configurations =

3. Click Confirm in the displayed dialog box.
4. Click Edit (changes to Save after you click it) at the right of the variable you want to
modify. Modify the variable value. Click Save and then click OK.

* Fle Name: test-
group

Description: test group

The description can contain up to 128 characters.
Configuration: Edit JSON File

Lad

| Save
Delete

Value Add

1]
m

The variable key should contain 1 to 32 characters; the variable value should contain 1
to 128 characters. The variable value must be unigue. The variable name and variable

value cannot be empty.
o I
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5. Create a redeployment trigger.

For how to create a trigger, see #unique_162.

I Trigger 1. You can only have one of each trigger type create Trioger (U

|h¢v- rigger?triggerli=Y2InMmi YUSMZQSYWAVhNDU4ZGHw YmE4M GQuZGQSHRICIRECmVKZXBsb3IBM TKINWSw Y2JhcTIzZnw=

Redeploy  Delete trigger

i st Restart | Reschedul | Update
e busyboxlstest op scar schedul pda

6. Initiate the redeployment trigger.

curl " https :// cs . console . aliyun . com / hook / trigger
? triggerUrl = Y2ViZDhkZT IwZGMyMjRm OTM4NDIzMT gwMzI3NmIw
M2IxfHR1c3 QtZ3JvdXB8 c2NhbGluzZ3 wxOXZwYzNm OXFiNTcwfA
==& secret = 4662423767 7565495154 6d6451656a Ta66e7f5b6
1db6885f8d 15aa648266 72c2 "

After the application is updated, the number of containers changes to three.

Cluster: | test b Hide systermn applications [C] Hide offline applications

tast @ Ready



9 Data volumes

9.1 Overview

The characteristic of Docker determines the containers are non-persistent. Deleting
a container also deletes its data. Data volumes provided by Docker can realize
persistent storage by attaching to the host directories, but the data volumes in the

host have the following limits in the cluster environment:

- Data cannot be migrated when containers are migrated between machines.

- Different machines cannot share data volumes.

To solve these issues, Alibaba Cloud Container Service provides third-party data
volumes. By packaging various cloud storage resources as data volumes, these data
volumes can be attached to containers directly and automatically reattached when

containers are restarted or migrated. Currently, cloud disks and OSSFS are supported.

9.2 Create an OSSFS data volume
OSSFS is a FUSE-based file system provided by Alibaba Cloud (click https://github.

com/aliyun/ossfs to view the project homepage). OSSFS data volumes can package

Object Storage Service (0OSS) buckets as data volumes.

The performance and functions of OSSFS differ from those of local file systems
because data must be synchronized to the cloud by the means of network. Do not
run databases, I/O-intensive applications, logs and other applications that require
constantly writing files to OSSFS. OSSFS is suitable for sharing configuration files
across containers, uploading attachments, and other scenarios without rewrite

operations.
OSSFS differs from local file systems in the following ways:

- Random write or append write leads to the entire file being overwritten.
- Metadata operations, such as list directory, provide poor performance because the

system must remotely access the OSS server.

- The file/folder rename operation is not atomic.
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- Coordinate the actions of each client on your own when multiple clients are
mounted to the same OSS bucket. For example, avoid multiple clients from writing

the same file.

- Hard link is not supported.
Prerequisites

You can only use the data volume function when your cluster meets the following

conditions:
- The cluster Agent is of version 0.6 or later.

You can check your Agent version on the Cluster List page. Select the target cluster,

and click More > Upgrade Agent on the right.

Upgrade Agent - test

The selected Cluster: test

1. The current Agent version: 0.2-093100b
(latest:0.9-0931000)

2. The upgrade has no effect on your applications.
But during the uparade, you cannot use the Web
interface to manage the duster, neither can you use
Cocker clients to connect to the access port of the
cluster. The upgrade takes about 2 minutes.

3. After clicking "OK", you can close the dizlog box
and continue to perform other cluster operations.

o J

If your Agent version is earlier than 0.6, upgrade the Agent first. For how to
upgrade Agent, see #unique_143.
- Deploy the acsvolumedriver application in the cluster. We recommend that you

upgrade the acsvolumedriver application to the latest version.

You can deploy and upgrade the acsvolumedriver application by upgrading the

system services. For more information, see #unique_166.

E] Note:

When acsvolumedriver is upgraded or restarted, containers that use OSSFS data

volumes are restarted, and your services are also restarted.



Step 1. Create an OSS bucket

1. Log on to the OSS console.

2. and create a bucket.
In this example, create a bucket in the region of China East 1 (Hangzhou).
Step 2. Create an OSSFS data volume

1. Log on to the Container Service console.
2. Click Data Volumes in the left-side navigation pane.

3. Select the cluster in which you want to create a data volume from the Cluster list.

Click Create in the upper-right corner.

(Container Service - Swarm | Data Volume List Refresh Create

Overview Help: o

Applications

Services
Clusters
(0 Could not find any record that met the condition.
Nodes
Networks

Data Volumes| o

Configurations
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4. The Create Data Volume dialog box appears. Select OSS as the Type, configure the
data volume parameters, and then click Create. Container Service creates a data

volume with the same name on each cluster node.

Create Data Volume

Type:  * 0SS Cloud Disk

Mame:
Arccess Key ID:
Access Key Secret:

Optional Parameters: allow_other @ noxattr @

Other Parameters:

For the formats of other parameters, refer to this
document, Example: -0 allow_other -0
default_permission=866 -onoxattr

Mote: Only clusters with volurme driver version
0.7 or zhove support thesse parametars. You can
go to the application list, find the

Elu=t] Lmeé}iw‘er application, and view the
volumedriver service's image version in the
service list an the application details page. If the
image version is lower than 0.7, please upgrade

the volumedriver.
Buckst ID:
Access Domain Intranet Internet VPC @
Name:
File Caching: Enable ® Cose @

Cancel

Name: The name of the data volume that must be unique within the cluster.

- Access Key ID/Access Key Secret: The AccessKey required to access OSS. You can
obtain them from the AccessKey console.

- Bucket ID: The name of the OSS bucket to be used. Click Select Bucket in the
dialog box, and click Select.
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- Access domain name: If the bucket and ECS instances are in different regions,
select external domain name. If they are located in the same region, you
must select the corresponding cluster network type. For VPC network, select
VPC domain name, and for classic network, select intranet domain name
respectively.

- File Caching: Select Disable if you want to synchronize the modifications of the
same file on multiple machines (for example, modify the file on machine A and

read the modified contents on machine B).

Note:
Turning off the File Caching causes 1s folder to become slow, especially

when a lot of files exist in the same folder. Therefore, when there is no such
requirement, enable the File Caching and increase the speed of the 1s

command.
You can view the created OSSFS data volumes on the Data Volume List page.
Subsequent operations

After the data volumes are created, you can use the data volumes created in your
app. For more information about how to use data volumes in an application, see

#unique_167.

9.3 Create cloud disk data volumes

Cloud disk is a block storage system officially provided by Alibaba Cloud, and an
elastic block storage product of distributed storage architecture that Alibaba Cloud
provides to Elastic Compute Service (ECS). Cloud disk provides random storage of
data block level, features in low latency, persistence, and high reliability, and adopts

the distributed mechanism of three copies.

Cloud disk can be used for relational database applications or development and test

applications. For more information, see #unique_169.
Limits
- The cloud disk and the ECS instances in the cluster must be in the same region and

zone.



- Cloud disk data volumes only support being mounted to a single machine, but does

not support the shared mode.

- A cloud disk data volume can be used by only one container at the same time.

Prerequisites

- Create a cloud disk manually in the ECS console before using the cloud disk data

volume.

- Upgrade your Agent to the latest version. For more information, see #unique_143.

- Deploy the acsvolumedriver application in the cluster. We recommend that you

upgrade the acsvolumedriver application to the latest version.

You can deploy and upgrade the acsvolumedriver application by upgrading the

system services. For more information, see #unique_166.

Procedure

Step 1 Create a cloud disk

In this example, create a cloud disk that is in the same region and zone as the cluster.

B b=

Log on to the ECS console.

Click Cloud Disks in the left-side navigation pane.

On the Disk List page, click Create Cloud Disk in the upper-right corner.
Configure the parameters for the cloud disk. Select the corresponding region and

zone. Create the cloud disk according to the guidance on the page.

Note:
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The purchased cloud disk can be mounted only when you select the same zone as

the server. The cloud disk cannot be mounted across zones or regions.

# Cloud Disk

Asia Pacific SE 1 (Singapore)
Asia Pacific SE 1 Zone B Asia

US East 1 (Virginia)

Asia Pacific SE 2 (Sydney)

acific SE 2 Zone A

US West 1 (Silicon Valley)

China East 1 (Hangzhou)

China East 1 Zone | -

Purchase ECS Instances

Q Choose the Datacenter Region and Zone

Asia Pacific NE 1 (Tokyo) EU Central 1 (Frankfurt)

Asia Pacific NE 1 Zone A

EU Central 1 Zone A

Hong Kong China North 1 (Qingdac)

China East 2 (Shanghai) China South 1 (Shenzhen)

China South 1 Zone B

China East 2 Zone D

Asia Pacific SE 3 (Kuala
Lurmpur)

Asia Pacific SE 3 Zone A

# Choose Storage

S5D Cloud Disk « 20

GB  Create disk with snapshot

Related Products ~

Middle East 1 (Dubai)
Middle East 1 Zone A
China North 2 (Beijing)
hina North 2 Zone E

China North 5 (Huhehaote)

Step 2 Create data volumes by using the cloud disk

1. Log on to the Container Service console.

2. Click Data Volumes in the left-side navigation pane.

3. Select the cluster in which you want to create the data volume from the Cluster list

and then click Create in the upper-right corner.

Container Service - Swarm | Data Volume List

Data Volumes o

Overview Help: & Data volume guide
applications Cluster: -

Services U Node Volume Name
Clusters

Nodes

Networks

(@) Could not find any record that met the condition.

e



https://cs.console.aliyun.com

4. In the displayed dialog box, select Cloud Disk as the Type, configure the data
volume parameters and then click Create. Container Service will create a data

volume with the same name on each cluster node.

Create Data Volume

- 0S5 # Cloud Disk

Yo,
Mame:
Cloud Disk ID: Select Cloud Disk

Access Key ID:
Access Key
Secret:

File System ext4 v
n.-'EE'

Cloud Disk Snapshot ( Snapshaot
makes data more safe )

2]
]
2]

7]
Y ¥
o= =
e i ]
=N

ek 3 o= =
o D
—

3 ' 3
= el 1
(]

1]

Cancel

- Name: The name of the data volume, The data volume name must be unique
within the cluster.

- Cloud Disk ID: Select the cloud disk to be mounted and is in the same region and
zone as the cluster. In this example, select the ID of the cloud disk created in
step 1.

- AccessKey ID and AccessKey Secret: The AccessKey of your account.

E] Note:

Container Service begins to support the STS Token function since December 5,
2017. If your cluster is created after that, you must enter the AccessKey when
you create a cloud disk data volume in the cluster.
- File System Type: You can select the data type in which data is stored to the
cloud disk. The supported types include ext4, ext3, xfs, and vfat.



After the data volume is successfully created, you can view the cloud disk data volume
on the Data Volume List page.
Data Volume List Refresh

Help:

Cluster: | test v

test Cloud Disk Jmnt/acs_mnt/acd/test View Delete All Volumes with the Same Name

test Cloud Disk /mntfacs_mnt/acdftest View Delete All Volumes with the Same Name

Subsequent operations

You can manage the cloud disk data volumes, including deleting all the data volumes

with the same name and viewing data volume parameters.

9.4 View and delete data volumes

You can view and delete the created data volumes.

Procedure
1. Log on to the Container Service console.

2. Click Data Volumes in the left-side navigation pane and select the target cluster.

All the data volumes in the selected cluster are displayed on the Data Volume List

page, including the local data volumes and third-party data volumes.

On this page, you can view the containers that reference the data volumes.

Data Volume List Refresh

Help:

Cluster: v

d... testMAS Jmntfacs_mnit/nas/testNAS View Delete All Volumes with the Same Name

For local data volumes, the data volume name is in the format of node_name /

volume_nam e .

For third-party data volumes, you can click View under Volume Parameters to view

the parameters of the data volumes.

When you create a third-party data volume, Container Service creates the data

volume with the same name on each node in the cluster, allowing containers to be


https://cs.console.aliyun.com

migrated between nodes. You can also select to Delete all volumes with the same

name.

Note:
Data volumes referenced by containers cannot be deleted. The Data Volume List
page displays the containers that reference the data volume. You must delete the

containers that references the data volume before you can delete the data volume.

9.5 Use third-party data volumes

Third-party data volumes are used in the same way as local data volumes.

You can set the data volumes when creating an application or changing the configurat

ions of an existing application.
Prerequisite

You have created a data volume in Container Service console. For details, see

#unique_172.
Procedure

Take the OSSFS data volume test in the test cluster as an example.

9d5h559d38ee4138b62a682... test 0S5 File System /mint/acs_mnt/ossfs/valum... View Delete All Volumes with the Same Name

9d5b559d38ee4138b623682... test 0S5 File System /mntfacs_mnt/ossfs/volum... View Delete All Volumes with the Same Name

Create an application by using an image

Log on to the Container Service console.
Click Applications in the left-side navigation pane.

Click Create Application in the upper-right corner.

B L b=

Enter the basic information for the application you want to create and then click
Create with Image. In this example, enter volume as the Name and select test as the

Cluster.

Note:
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The cluster on which the application will be deployed must be the same as the one

of the OSSFS data volume that you want to use.

| Name: | volume | |

The name should be 1-64 characters long, and can contain numbers, English letters and hyphens, but cannot start with a hyphen.

Version:

Cluster: test v
Update: Standard Release v
Description:

Pull Docker Image @

I Create with Tmage Create with Orchestration Template

5. Select the image you want to use and complete the other configurations.

@ Note:

For how to create an application by using an image, see #unique_119.

6. Click the plus icon in the Volume section. Enter the data volume name in the Host
Path or Data Volume Name field. Enter the Container Path and select RW or RO as

the data volume permission.

Data Volume: € Use third-party data volumes

Host Path or Data Volume Name Container Path Permission

test | |.-'tes?v'olume [ RW v @

volumes_from:

7. Click Create at the right of the page after completing the settings.

On the Data Volume List page, you can see that the OSSFS data volume test is

referenced by the container of the volume application.

Cluster: | test =
9d5b559038ee4138b623682... fest QS5 File System Jmntfacs_mnt/ossfs/volum... volume_volume_1 View Delete Al Volumes with the Same Name
9d5b559d38ee4138b623682... fest Q55 File System Jmnt/acs_mnt/ossfs/volum... View Delete All Volures with the Same Name

Create an application by using an orchestration template

1. Log on to the Container Service console.
2. Click Applications in the left-side navigation pane.

3. Click Create Application in the upper-right corner.
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4. Enter the basic information for the application you want to create and then click
Create with Orchestration Template. In this example, enter volume as the Name

and select test as the Cluster.

3
|:_| Note:
The cluster on which the application will be deployed must be the same as the one

of the OSSFS data volume that you want to use.

Basic Information
Name: | volume |
The name should be 1-64 characters long, and can contain numbers, English letters and hyphens, but cannot start with a hyphen.

Version: 1.0

Cluster: test v

Update: Standard Release v

Description:
7

Pull Docker Image

5. Click Use Existing Orchestration Template or use your own orchestration template.

il
|:_| Note:
For how to create an application by using an orchestration template, see
#unique_119.
6. Inthe volumes section of the template, enter the data volume name, container

path, and permission.

Configuration

h|
|

7. Click Create and Deploy after completing the settings.

On the Data Volume List page, you can see that the OSSFS data volume test is
referenced by the container of the volume application.

Cluster: | test =

9d5b559d38ee4138b623682... fest Q55 File System /mnt/acs_mnt/ossfs/volum... volume_volume_1 View Delete Al Volumes with the Same Name

c2d5b559d38ee4138b623682... test 0SS File System {mnt/acs_mnt/ossfs/volum... View Delete All Volumes with the Same Name



Change the configurations of an existing application

1. Log on to the Container Service console.

2. Click Applications in the left-side navigation pane.

3. Select the cluster (the test cluster in this example) in which the application resides
from the Cluster list. Click Update next to the application you want to change the

configurations.

For how to change the application configurations, see #unique_173.

Note:
Make sure the application and the OSSFS data volume you want to use are in the

same cluster.
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4. The Change Configuration dialog box appears. In the volumes section of the

template, enter the data volume name, container path, and permission.

Change Configuration

e
Marne: olum
Nersion: 1.1
Mote: The version of the application must be changed; otherwise, the "OK"
button is not avaikble
Description:
Ilze Latest Force
Irmage: Reschedule
Release Mode: Standard Release [ ]

Template:

i = LV I R WE Iy )

g

lUse Existing Orchestration Template Label description

5. Click OK after completing the modifications.

On the Data Volume List page, you can see that the OSSFS data volume test is
referenced by the container of the volume application.

Cluster: | test =

c2d5b559d38ee4138b623682... test 0SS File System fmnt/acs_mnt/ossfs/volum... volume_volume_1 View Delete All Volumes with the Same Name

9d5b559d38ee4138b623682... fest Q55 File System /mnt/acs_mnt/ossfs/volum... View Delete All Volures with the Same Name



9.6 FAQ

The container fails to be launched and the system reports an error such as chown /
mnt/acs_mnt/ossfs/XXXX: input/output error if you use the third-party data volume
in the method of Data volume name: an existing directory in the image (for example,

ol :/ data , when the /data directory exists in the image).

This error occurs because for named data volumes, Docker copies the existing files in

the image to the data volumes and uses chown to set the relevant user permissions.

However, Linux prohibits the use of chown for mount points.
To solve this issue, you can use one of the following solutions:

- Upgrade Docker to version 1.11 or later versions. Upgrade Agent to the latest
version and specify nocopy in the orchestration template. Docker will not copy
the data and thereby, no chown error will occur.

volumes :

- o0l :/ data : nocopy
-/ tmp :/ bbb

- If you need to copy the data, use the mount point path instead of the data volume
name to set the data volume. For example, / mnt / acs_mnt / ossfs / XXXX :/
data . However, this method bypasses the volume driver. When the machine is
restarted, the container might be started before the OSSFS is successfully mounted
and the container might be attached to a local data volume. To avoid this issue,
use two data volumes at the same time. One is set by the data volume name and the
other is set by the mount point path. The data volume set by the data volume name

is only used for synchronizing with the volume driver and is not used for storage.

volumes :
- o0l :/ nouse
- / mnt / acs_mnt / ossfs / XXXX :/ data
-/ tmp :/ bbb



10 Logs

10.1 Enable Log Service

Log Service is a platform service for log scenarios. You can collect, distribute, ship,
and query logs quickly without development, which is applicable to scenarios such as
log transfer, monitoring, performance diagnosis, log analysis, and audit. Container
Service integrates with Log Service, which allows you to send the application logs to
Log Service.
il

[:] Note:
On the cluster management page, choose Enable Log Service > OK. After Log Service
is successfully enabled, the log index is created for each automatically created
Logstore by using the built-in Resource Access Management (RAM) account. With
this feature enabled, you are charged for the Alibaba Cloud Log Service usage after
configuring the following settings. For more information, see #unique_177. Make

sure you know your log volume to avoid large unexpected costs.
Enable Log Service

1. Log on to the Container Service console.
2. Click Clusters in the left-side navigation pane.

3. Click Manage at the right of the cluster.

Container Service uster List You can create up to 5 clusters and can add up to 20 nodes in each duster.  Refrach Create Cluster  ~
[Kubernstes
Overview 2=
Applications Neme v
Services e
(2
VPC Manage | View Logs
Nodes test f}'uit: Cloud f}:‘;n:‘ﬂ ! vpe- ®Rumning Healthy S 2 04/18/2018,14:48:27 :Z 6.2 - Delete
Networks o : o Monitor | More~
2 Vi es test-swarmmode . P . VPC - Manage View Logs
?:;I 0‘i|n‘v>- i}:‘j:tt_‘i Cloud E:;‘;;fi)' pc- @Ruming Healthy & 1 04/04/2018,17:15:40 2:“’6'2- ) D:e',-:
Configurations Monitor | Mo
- Images and Tem E

4. Click Enable Log Service in the upper-right corner.

Clustar:test Enable Log Service Log on to Hub Refresh
Basic Information Upgrade Agent Upgrade System Service Clear Disk
VPC @Running China East 1 (Hangzhou) E%pa’c Add Existing Instances

Security Group ID: Check Security Group Rebind
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5. In the dialog box, click OK.

Before enabling Log Service in Container Service, activate the RAM service and Log
Service first. Click Activate It to activate the RAM service and Log Service if they
are not activated yet. The created Log Service project is displayed after Log Service

is successfully enabled.

Enable Log Service - test

Are you sure you want to enable the Log Service?

The Log Service must be enabled for application log collection. Log data will
be stored in Alibaba Cloud Log Service even after a cluster is deleted.

Help on using Log Service in clusters:Alibaba Cloud Log Service
Integration

1. The RAM service must be activated before using Log Service. Please
activate it if you have not.Activate It

2. Please activate Log Service if you have not.Activate It
3. Alivun log service will have costs, see product price

Coc I

Check installation result of acslogging service

Container Service installs the Agent required by Log Service on your machine if this is
the first time Log Service is enabled.You can use Log Service after the application is
installed successfully. You can find this application on the Application List page. You

can use Log Service after the application is installed successfully.

1. Log on to the Container Service console.
2. Click Applications in the left-side navigation pane.

3. Select the cluster from the Cluster list and clear the Hide System Applications
check box.

The acslogging application is successfully installed.

Container Service lication List Refresh
=100 ...0
oip: & Create an 3 n & Change applic) R I e e e e B Je e
T lelp: & Create an ap bn & Change applica¥gonfigurations &' Simple route blue-green release polic Container auto scaling
Cluster: [ test vl I Hide System Apuhcatiunsl Hide Offline Applications © Hide Online Applications Name ¥ Q x
gem(a lame Description Status Container Status Time Created Time Updated < Action
Clustars acslogging Logging Service ‘ @Running Running:a 04/18/2018,14:53:57 04/18/2018,14:54:12 Stop | Redeploy | Events
Nodes — -
Networks ZEmoatoring Manitoring Service @Running fumning:2 04/18/2018,14:53:57 04/18/2018,14:54:07 Stop | Redeploy | Events
Data Volumes
acsrouti Running:2 .
Configurations T Routing Service @Running :L" ‘:"g 04/18/2018,14:53:57 04/18/2018,14:54:13 Stop | Redeploy | Events
~ Images and Tem . = o edrive Running:2
T CTTver Data Volume Service @Running running: 04/18/2018,14:53:57 04/18/2018,14:54:02 Redeploy | Events
Docker Images Syste Sop:d
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The system creates a corresponding project in Alibaba Cloud Log Service. You can
view the project in the Log Service console. The project name contains the Container

Service cluster ID.

acslog-project-cfb72ca34c-mavbu cfb72ca34cat8433ba20e2... China East 1 (Hangzhou) 2018-04-18 15:14:20 Modify | Delete

Use Log Service in orchestration files

Most Docker applications write the logs directly to stdout, now you can do this
as well (for the scenarios of writing logs to files, see Use file logs in the following
section). After enabling Log Service, stdout logs are automatically collected and sent

to Alibaba Cloud Log Service.

In the following example a WordPress application is created. It contains two services
: WordPress service and MySQL service. Logs are collected to Alibaba Cloud Log
Service. which contains two services: WordPress service and MySQL service. Logs are

collected to Alibaba Cloud Log Service.

MySQL and WordPress

mysql :
image : mysql
ports :
- 80
labels :
aliyun . scale : " 1 "
environmen t :
- MYSQL_ROOT _PASSWORD = password

web :
image : registry . aliyuncs . com / jiangjizho ng / wordpress
ports :
- 80
labels :
aliyun . routing . port_80 : wordpress - with - log

aliyun . log_store_ dbstdout : stdout # Collect stdout
logs to the dbstdout Logstore .
aliyun . log_ttl_db stdout : 30 # Set the data
retention time for the dbstdout Logstore to 30 days .
links :
- mysql

In the preceding orchestration file:



aliyun . log_store_ dbstdout : stdout indicates to write the container
standard to the Logstore acslog - wordpress - dbstdout .The label format is

aliyun . log_store_ { name }: { logpath }, Wherein:

name is the name of the Alibaba Cloud Log Service Logstore. The actually

created Logstore name is acslog -${ app }-${ name }.

app isthe application name.

logpath is the log path in the container.

stdout isaspecial logpath ,indicating the standard output.

aliyun . log_ttl_ < logstore_n ame > isused to set the data retention time
(in days) for the Logstore. The value range 1-365. If left empty, logs are kept in the
Logstore for two days by default.
)
= | Note:
The value configured here is the initial configuration value. To modify the data

retention time later, modify it in the Log Service console.

You can create an application named wordpress in the Container Service console
by using the preceding orchestration file. After the application is started, you can
find the Logstore acslog - wordpress - dbstdout in the Log Service console, in

which stores the logs of application wordpress .
View logs in Log Service console

After deploying an application by using the preceding orchestration file, you can view
the collected logs in the Alibaba Cloud Log Service console. Log on to the Log Service
console. Find the Log Service project corresponding to the cluster. You can view the

Logstore acs - wordpress - dbstdout used in the orchestration file.

Logstore List Endpoint List

Search

acslog-wordpress-

=4 Logtail Config (Manage) | Diagnose | More Data~ Praview 055 Search Modify| Delete
dbstdout - - 2%) | Diagnosz | v - e

Click Search at the right of the Logstore to view the logs.

i




Use file logs

To write the logs directly to files (for example, / var / log / app . log ) instead of

stdout, configure as follows:

aliyun . log_store_ name : / var / log / app . log

name is the Logstore name. / var / log / app . log isthelog path in the

container.

To output multiple log files to Log Service, configure as follows to put the files under

multiple directories:

aliyun . log_store_ sl : / data / logs / access / access . log
aliyun . log_store_ s2 : / data / logs / error / error . log
aliyun . log_store_ s3 : / data / logs / exception /x. log #
Wildcards are supported

Note:
Currently, multiple Logstores cannot correspond to the same log directory. The log
files corresponding to the three Logstores s1, s2, and s3 in the preceding example

must be under three directories.
Enable timestamp

You can select whether to add timestamp when Docker is collecting logs. Configure
timestamp by using the aliyun . log . timestamp label in Container Service.

label in Container Service. The timestamp is added by default.
- Add timestamp

aliyun . log . timestamp : " true "

- Remove timestamp

aliyun . log . timestamp : " false "



11 DevOps

11.1 Jenkins-based continuous delivery

As an important step in agile development, continuous integration aims to maintain
high quality while accelerating product iteration. Every time codes are updated, an
automated test is performed to test the codes and function validity. The codes can
only be delivered and deployed after they pass the automated test. This document
mainly introduces how to integrate Jenkins, one of the most popular continuous
integration tools, with Alibaba Cloud Container Service to realize automated test and

image building push.

The following example demonstrates how to perform automated test and build a
Docker image by using Alibaba Cloud Container Service Jenkins, which realizes high-

quality continuous integration.
Background information

Every time codes are submitted to nodejs project in GitHub, Alibaba Cloud Container
Service Jenkins will automatically trigger a unit test. If the test is successful, Jenkins
continues to build images and then pushes them to a target image repository. Finally,

Jenkins notifies you of the results by email.

A general process is as follows.

Pull image

Docker image and Compose template
Alibaba Cloud |used for integration test and deployment
image service

(& ]
Configuration Test environment l.“
management
Push image
webhook notify 1 £ .
Source code Pre-release f
management Cl server CD server | enviranment "2
Submit codes
Developer Download sourceicode,
build
4 Jenkin
If UT or build failed, notify developer e s Production
. environment gl

Alibaba Cloud CRP

Alibaba Cloud Container Service

Slave-nodejs is a slave node used for unit test and building and pushing the image.



Jenkins introduction

Jenkins is an open-sourced continuous integration tool developed on Java. It monitors
and triggers continuously repeated work and supports expansion of multiple
platforms and plug-ins. Jenkins is an open-sourced tool featuring easy installation
and interface-based management. It uses job to describe every work step, and

node is a project execution environment. The master node is a default execution
environment of a Jenkins job and also the installation environment for Jenkins

applications.
Master/slave

Master/slave is equivalent to the server/agent concept. A master provides Web
interface with which you manage the job and slave. The job can run on the master
or be assigned to the slave. One master can be associated with several slaves to serve

different jobs or different configurations of the same job.

Several slaves can be configured to prepare a separate test and building environment

for different projects.

Note:
The Jenkins job and project mentioned in this document all refer to a build unit of

Jenkins, namely, an execution unit.
Step 1 Deploy Jenkins applications and slave nodes

The building and testing of different applications need different dependencies.

The best practice is to use different slave containers with corresponding runtime
dependencies and tools to perform the test and building. By using the slave images
and sample templates provided by Alibaba Cloud Container Service for different
environments such as Python, Node.js, and Go, you can quickly and easily generate

Jenkins applications and various slave nodes, configure node information in Jenkins
applications, and specify the execution nodes in the build projects so as to implement

the entire continuous integration process.

Note:
For images provided by Alibaba Cloud Container Service for developing slave nodes,

see https://github.com/AliyunContainerService/jenkins-slaves.

1.1 Create a Jenkins orchestration template


https://github.com/AliyunContainerService/jenkins-slaves

Create a template and create the orchestration based on the following contents.

The labels supported by Alibaba Cloud Container Service Jenkins master are: 1.651.3,
2.19.2, and 2.32.2.

E] Note:

For how to create an orchestration template, see #unique_180.

jenkins :
image : ' registry . aliyuncs . com / acs - sample / jenkins : 1
651 . 3 '
volumes :
- / var / 1lib / docker / jenkins :/ var / jenkins_ho me
restart : always
labels :
aliyun . scale : ' 1 '
aliyun . probe . url : ' tcp :// container : 8080 '
aliyun . probe . dinitial_de lay_second s : ' 10 '
aliyun . routing . port_8080 : jenkins
links :
- slave - nodejs
slave - nodejs :
image : ' registry . aliyuncs . com / acs - sample / jenkins -
slave - dind - nodejs '
volumes :
- / var / run / docker . sock :/ var / run / docker . sock
restart : always
labels :
aliyun . scale : ' 1 '

1.2 Use the template to create Jenkins application and slave node

Use the orchestration template created in the preceding section or the Jenkins
sample template provided by Alibaba Cloud Container Service to create the Jenkins

application and slave node.

E] Note:

For how to create an application by using an orchestration template, see

#unique_119.

Orchestration List My Orchestrations Search
o gitlab gl : registry.cn-hangzhou.aliyuncs.com ample/postaresgl-sameersbn:9.4-24
GO Details ample/gitlab-samesrsbn:latest Create Application =+

5 1 registry.cn-hangzhou.aliyuncs.com

.amplefredis-sameersbn:latest

ample/jenking: 2.60.3
-slave-dind-gal
kins-slave-dind-nodsis

kins-slave-dind-python

samplefjenkins-slave-dind-php

enkins
o |
Details

p : registry.aliyuncs.co




After a successful creation, the Jenkins application and slave node are displayed in

the service list.

Application:jenkins

| Overview

jenkins 2018-01-16 2018-01-16 fest

I Trigger 1. You can only have one of each trigger type.

Mo trigger is available at the moment. Click "Create Trigger” in the upper-right corner.

Refrash

Create Trigger e

Services Containers Logs Events Routes
B I Ready:1 ) . i i H astart cschedule
jenkins jenkins @ Ready registry.cn-hangzhou.aliyuncs.com/acs-samplefien... stop Restart Reschedul
Update Delete Events
Ready:1 . . H estart eschedule
slave-golang jenkins @ Ready ! registry.aliyuncs.com/acs-sample/jenkins-s| Stop Restart -~ Reschedul
Update Delste Events
. I Ready:1 § ' i L + J— cechedila
lave-java jenkins @ Ready registry.aliyuncs.com/acs-samplefienkins-slave-d... stop Restart Reschedule
Update Delste Events
son b Ready:1 . . , R 1 astart eschedule
slave-nodsjs jenking @ Ready ' registry.zliyuncs.com/acs-sample/isnkins-slave-d... Stop Restart Reschedul
Update Delete Events

Open the access endpoint provided by Container Service to use the deployed Jenkins

application.
Service:jenkins_jenkins Refresh Scale
| Overview
jenkins Jjenkins registry.cn-hangzhou.aliyuncs.com/acs-samplefjenkins:2.60.3 1 @ Ready
http://jenkins. cn-hangzhou.alicontainer.com

Containers Logs Configurations Events

jenkins_jenkins_... . registry.cn-hang... BOBO/tc

. = i running Normal - g SI]WI‘[I't?p Delete | Stop Monitor Logs Web Terminal

Step 2 Realize automated test and automated build and push of image

2.1 Configure the slave container as the slave node of the Jenkins application

Open the Jenkins application. Click Manage Jenkins in the left-side navigation pane.
Click Manage Nodes on the right pane. Click New Node in the left-side navigation
pane. Enter the node name and then click OK. Then, complete the parameters as

follows.



Name slave-nodejs-ut

Description slave-nodejs-ut

# of executors 4

Remote root difeetony oo ionking

Usage

Utilize this node as much as possible v
Launch mafhod Launch slave agents on Unix machines via SSH v
Host 1728
Credentials Jenking = v - Add -
Advanced...
Availability Keep this slave on-ine as much as possible v

Node Properties
Enviranment variables
Tool Locations

)

E] Note:

Label is the unique identifier of the slave.

The slave container and Jenkins container run on the Alibaba Cloud platform at

the same time. Therefore, enter a container node IP address that is inaccessible to

the Internet to isolate the test environment.
When adding the credentials, use the jenkins account and password (the initial
password is jenkins) in Dockerfile for the creation of the slave-nodejs image. The

image Dockerfile address is jenkins-slave-dind-nodejs.
2.2 Create a project to implement automated test

1. Go back to the Jenkins home page. Click New Item in the left-side navigation pane.

Enter the item name, select Freestyle project, and then click OK.



jenkins-slave-dind-nodejs?spm=a2c4g.11186623.2.6.zKuGQc

2. Enter the project name and select a node for running the project. In this example,

enter the slave-nodejs-ut node prepared in the preceding section.

| Project name nodejs-ut |

Description

[Plain text] Preview

GitHub project

Project url https://github.com/ginyujia‘containerops/

Advanced...

GitLab connection gitlab

| Discard Old Builds
| This build is parameterized
Disable Build (No new builds will be executed until the project is re-enabled.)

Execute concurrent builds if necessary

Restrict where this project can be run

Label Expression slave-nodejs-ut

Label is serviced by 1 node

3. Configure the source code management and code branch. In this example, use

GitHub to manage source codes.

Source Code Management

None
CVs
CVS Projectset
O Git
Reposilories o _
Repository URL https:/igithub.com/ginyujia‘containerops.git (2
Credentials 756N com/** " v o= Add ~
“2  Advanced...
Add Repository Delete Repository
Branches to build i tar? _
Branch Specifier (blank for 'any') “fjenkins-test @
Add Branch Delete Branch

4. Configure the build trigger. In this example, automatically trigger project
execution by combining GitHub Webhooks & services.

Build Triggers
Build after other projects are built
Build periodically
Build when a change is pushed to GitHub

Build when a change is pushed to GitLab. GitLab Cl Service URL: http:/jenkins.c11267d36daf04ee3960854773128225e.cn-hangzhou.alicontainer.com/projectiest2
Poll SCM

5. Add the Jenkins service hook to GitHub to implement automatic triggering.

On the GitHub project home page, click the Settings. Click Webhooks & services,
click Add Service, and then select Jenkins(Git plugin) from the drop list. In the

®®29®®® &

e ®®®



dialog box of Jenkins hook  url ,enter ${ Jenkins IP }/ github -

webhook /. For example:

http :// jenkins . cd *x*x*xxx*kxx*x*xxx*xxx., cn — beijing . alicontain
er . com / github - webhook /

ginyujia [ containerops @ Unwatch~ 1 sesStar 0  YrFork 3
forked from ringtail/containerops

Code Pull requests 0 Projects 0 Wiki Pulse Graphs £} Settings

Options Services [ Add Jenkins (Git plugin)

Collaborators
Install Notes
Branches
« Requires Git Plugin v1.1.18, released 2012-04-27, and the "Poll SCM" build trigger needs to be enabled.
Webhooks . ] o
(Though you can have it poll very infrequently, | recommend something like @ */3 * * *)
= “Jenkins Url" is the base URL of your Jenkins server. For example: http://ci.jenkins-ci.org/ . We will hit
fgit/notifycommit under this URL. (See the Git plugin wiki page for more details.)

Integrations & services

Deploy keys
Details

Jenkins is a popular continuous integration server.

If you're using the standard Jenkins Git plugin to poll & check out
your repository, you can quickly and easily switch to a push model using this
service.

It will send a request to your Jenkins instance telling it about the
repositories and branches that changed. Jenkins will then poll the repository
and build if needed. See push notification from repository on the

Jenkins wiki for information.

Jenkins url

http:/fjenkins.c112 -hang

Active
We will run this service when an event is triggered.

6. Add a build step of Execute shell type and write shell scripts to perform the test.

Build

Execute shell

Command | g
1s

cd chapter2
npm test

See the list of available environment variables

The commands in this example are as follows:

pwd

s

cd chapter2
npm test

SVN source code example:



Select Subversion in Source Code Management and enter the SVN repository address
inthe Repository URL field (if the Jenkins master and SVN server are in different
time zones, add @ HEAD at the end of the repository address). Add the username and

password of the SVN server in Credential s .

Source Code Management

None
Cvs
CVS Projectset
O Git
Repositories o _
Repository URL htips:figithub.com/ginyujia/containerops.git @
Credentials 75 GRSy cOm/* ¥ o= Add ¥
(7]
P Advanced...
Add Repository Delete Repository
Branches to build ifi [— =
Branch Specifier (blank for 'any’) *fienkins-lest .@.
Add Branch Delete Branch

Configure the build trigger. In this example, Post-commit hook is used to

automatically trigger the project execution. Enter your configured token in Token

Name .

Build Triggers
Build after other projects are built .@.

Projects to watch nodejs-ut

© Trigger only if build is stable
Trigger even if the build is unstable
Trigger even if the build fails

Build periodically .@.
Build when a change is pushed to GitHub .@.
Build when a change is pushed to GitLab. GitLab Cl| Service URL: hitp:/fjenkins.c11267d36daf04ee3960854773128225e.cn-hangzhou.alicontainer.com/project/nodejs- )
build =
Poll SCM @

Log on to the SVN server. Createa post - commit fileinthe hooks directory of

the code repository (svn-java-demo).

cd / home / svn / svn - java - demo / hooks
cp post - commit . tmpl post - commit
chmod 755 post - commit

Add the curl -u ${Jenkins_account}:${password}

${ Jenkins_ur 1 }/ job / svn / build ?
token =${ token } command

in the <g id="1">post-commit</g> file. For example:

curl - u test : test



http :// 127 . 6 . 6 . 1 : 8080 / jenkins / job / svn / build ?
token = ginyujia

2.3 Create a project to automatically build and push images

1. Go back to the Jenkins home page. Click New Item in the left-side navigation pane.

Enter the item name, select Freestyle project, and then click OK.

2. Enter the project name and select a node for running the project. In this example,
enter the slave-nodejs-ut node prepared in the preceding section.

3. Configure the source code management and code branch. In this example, use
GitHub to manage source codes.

4. Add the following trigger and set to automatically build the image only after the

unit test is successful.

Build Triggers
@ Build after other projects are built .@.

Projects to watch nodsjs-ut

© Trigger only if build is stable
Trigger even if the build is unstable
Trigger even if the build fails
Build periodically
Build when a change is pushed to GitHub

Build when a change is pushed to GitLab. GitLab Cl Service URL: hitp:/fjenkins.c11267d36daf04ee3960854 7731282256 cn-hangzhou.alicontainer.com/project/nodejs-
build

Poll SCM

5. Write the shell script for building and pushing images.

Execute shell (7]

Command cd chapter2

sudo docker build =t registry.aliyuncs.com/ginyujia-test/nodejs-demo .
sudo docker login -u ${yourAcecount} -p ${yourPassword} registry.aliyuncs.com
sudo docker push registry.aliyuncs.com/ginyujlia-test/nodejs-demo

See the list of available environment variables

The commands in this example are as follows:

cd chapter2

sudo docker build - t registry . aliyuncs . com / qginyujia
- test / nodejs - demo .
sudo docker login - u ${ yourAccoun t } - p ${ yourPasswo

rd } registry . aliyuncs . com
sudo docker push registry . aliyuncs . com / qginyujia - test
/ nodejs - demo

Step 3 Automatically redeploy the application

3.1 Deploy the application for the first time



Use the orchestration template to deploy the image created in step 2.3 to Container

Service and create the nodejs-demo application.
Example:

express :
image : ' registry . aliyuncs . com / ginyujia - test / nodejs - demo
1
expose :
- ! 22 ]
- ' 3000 '
restart : always

labels :
aliyun . routing . port_3000 : express

3.2 Automatic redeployment

1. Select the created application nodejs-demo and create the trigger.

Note:

For how to create a trigger, see #unique_162.

I Trigger 1. You can only have one of each trigger type Create Trigger S

https://undefined/hook/trinaer?trigaerUrl=YzkNWILN TkMzhZTOxMzhiNiIhNiay Yzaxhi Y3NzhfGplbmtpbnN8cmVKZXBsb 3IBMTYTNIMT Yy 74386f737245553732703738674b796643% Redploy Delete Trigger

2. Add a line to the shell script in 2.3. The address is the trigger link of the created
trigger.

curl ¢ https :// cs . console . aliyun . com / hook / trigger ?
triggerUrl =xx*==& secret =x**x%’

3. Change the command in the example of 2.3 as follows:

cd chapter2

sudo docker build - t registry . aliyuncs . com / qginyujia
- test / nodejs - demo
sudo docker login - u ${ yourAccoun t } - p ${ yourPasswo

rd } registry . aliyuncs . com
sudo docker push registry . aliyuncs . com / ginyujia - test
/ nodejs - demo
curl ¢ https :// cs . console . aliyun . com / hook / trigger ?
triggerUrl =*x*==& secret =*x*x*’

After pushing the image, Jenkins automatically triggers the redeployment of the

nodejs-demo application.
Step 4 Configure email notification of the results

To send the unit test or image building results to relevant developers or project

execution initiators by email, perform the following configurations:



1. On the Jenkins homepage, click Manage Jenkins > Configure System, and configure
the Jenkins system administrator email.

Jenkins Loeation

Jenkins URL hitp:/fenkins.c11267d36daf04ee3960854773128225¢.cn-hangzhou.alicontainer.com/

®

System Admin e-mail address jenkins-cs@alibaba-inc.com .@.

2. Install the Extended Email Notification plug-in, configure the SMTP server and
other relevant information, and then set the default email recipient list, as shown
in the following figure:

E-mail Notification

| SMTP server

smtp.alibaba-inc.com @

Default user e-mail suffix @
Use SMTP Authentication (7]

LSS Hcme jenkins-cs@alibaba-inc.com

Password

Use SSL @

SMTP Port 465 @

Reply-To Address

Charset UTE-8

Tesl configuration by sending test e-mail

The preceding example shows the parameter settings of the Jenkins applicatio
n system. The following example shows the relevant configurations for Jenkins

projects whose results are to be pushed by email.

3. Add post-building steps in the Jenkins project, select Editable Email Notification

and enter the email recipient list.

Add build step ~

Post-build Actions

Editable Email Notification .@
Disable Extended Email Publisher .@
Allows the user to disable the publisher, while maintaining the settings

Project Recipient List @alibaba-inc.com
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4. Add a trigger to send emails.

Triggers
o Always

Send To
' Recipient List

- Developers

- Requestor

Remove Trigger

z

E g g g

: # § 3

’ ® ® ®

282

Issue: 20190911



12 Service discovery and load balancing

12.1 Routing and Server Load Balancer between servicesin a
cluster

Container Service can expose the HTTP service based on domain names by using
acsrouting, and work with health check to enable the automatic Server Load
Balancer and service discovery. When one container malfunctions, routing will
automatically remove the container that failed the health check from the backend,
which achieves the automatic service discovery. However, in this way, the service is

exposed to the Internet.

Then, how can automatic service discovery and Server Load Balancer be achieved
between services in a cluster by using this method? The routing container of Alibaba
Cloud Container Service has the function of Server Load Balancer. Use the domain
name ending with . local to make the container can only be accessed by the other
containers in the cluster, and then work with the external_links label to implement

the inter-service discovery and Server Load Balancer in the cluster.
Implementation principle

1. Docker version later than 1.10 supports alias resolution in the container. In
the restservice container that depends and loads on the restserver.local, the
restserver . local domain name resolves the address of the routing
container. When the restclient service initiates a request, the HTTP request
is forwarded to the routing container, with HOST as the request header of
restserver.local.
2. Routing container monitors the health status of the containers configured with
aliyun . routing . port_xxx : restserver . local label and mounts
the status to the backend of HAProxy. When HAProxy receives the HTTP request
with the restserver . local HOST header, the request can be forwarded to the

corresponding container.



cluster

hode 1 node 2

restserver.local

restclient_1 restservice 1 restservice 2

restclient
service

@el: aliyun.routing.port_80=r?t';erver.local

Advantages

- Compared with the DNS-based method using link or hostname, the inconsistent
handling of DNS cache by different clients will delay service discovery, and the
DNS solution which only includes round robin cannot meet the requirements of
microservice scenarios.

- Compared with other microservice discovery solutions, this solution provides a
mechanism to achieve unrelated service discovery and Server Load Balancer,

which can be used without any modification on the server side or client application

- In decoupling service lifecycle, every microservice can adopt a Docker Compose
template for independent deployment and update. Only a virtual domain name is

required to achieve dynamic mutual binding.
Orchestration example

In the following orchestration example, add the aliyun . routing . port_80
restserver . local label to the restserver service to make sure only
the containers in the cluster can access this domain name. Then, configure

external_1 inks for the restclient service, pointing to the restserver.local



domain name. The restclient service can use this domain name to access the

restserver service, and work with health check to implement automatic service

discovery.
restserver # Simulate the rest service
image nginx
labels
aliyun routing . port_80 restserver local # Use the
local doma-in name and only the containers in the
cluster can access this domain name
aliyun scale "2 " # Expand two instances to
simulate the Server Load Balancer
aliyun probe . url " http :// container 80 " # Define
the container health check policy as http and the
port as 80
aliyun probe initial_de Tlay_second s "2 " # The
health check starts two seconds after the container
is started
aliyun . probe timeout_se conds "2 " # The timeout
for health check A container is considered as
unhealthy if no result is returned in two seconds
restclient # Simulate the rest service consumer
image registry aliyuncs com / acs - sample / alpine 3 3
command "sh - c¢c ' apk update ; apk add curl ; while
true ; do curl -- head restserver local ; sleep 1 done
'" # Access the rest service and test the Server
Load Balancer
tty true
external_1 dnks
- " restserver local " # Specify the link service
domain name Make sure that you set external_1 1nks
Otherwise , the access fails

The following restclient service logs show that the HTTP request of restclient curl is

routed to the containers of different rest services. The container ID is 053cb232fd

fbcb5405ff 791650a074 6ab77f26cc

e74fea2320 075c2af55c

. 43

¢ 43

4

9

. 43

. 43

¢ 43
40

14

i 43

¢ 43

975f and

b8c36abca5 25ac7fb02d 2a9fcaba8d 36641447a7 7T74ea956cd9 3068419f17
ee3f .

internal - loadbalanc e_restclie nt_1 | 2016 - 07 - 01T06
49 0668036267 Server nginx / 1 11 1

internal - loadbalanc e_restclie nt_1 | 2016 - 07 - 01T06
: 49 066814507Z Date Fri , 01 Jul 2016 06 43
GMT

internal - loadbalanc e_restclie nt_1 | 2016 - 07 - 01T06
49 0668213927 Content - Type text / html

internal - loadbalanc e_restclie nt_1 | 2016 - 07 - 01T06
49 0668292917 Content - Length 612

internal - loadbalanc e_restclie nt_1 | 2016 - 07 - 01T06
49 0668352597 Last - Modified Tue , 31 May 2016

22 GMT

internal - loadbalanc e_restclie nt_1 2016 - 07 - 01T06
49 0668412017 ETag : " 574da256 - 264 "

internal - loadbalanc e_restclie nt_1 | 2016 - 07 - 01T06
49 0668472457 Accept - Ranges bytes



internal - loadbalanc e_restclie nt_1 | 2016 - 07 - 01T06

43 : 49 . 0668531377 Set - Cookie : CONTAINERI D = 053cb232fd
fbcb5405ff 7916502074 6ab77f26cc e74fea2320 075c2af55c 975f ;

b}

path =/

internal - loadbalanc e_restclie nt_1 | 2016 - 07 - 01T06 : 43

50 . 080502413Z HTTP / 1 . 1 200 OK

internal - loadbalanc e_restclie nt_1 | 2016 - 07 - 01T06 : 43

50 . 0825481547 Server : nginx /1 . 11 . 1

internal - loadbalanc e_restclie nt_1 | 2016 - 07 - 01T06 : 43
50 . 0825591097 Date : Fri , 01 Jul 2016 06 : 43 : 50

GMT

internal - loadbalanc e_restclie nt_1 | 2016 - 07 - 01T06 : 43

50 . 0825892997 Content - Type : text / html

internal - loadbalanc e_restclie nt_1 | 2016 - 07 - 01T06 : 43

50 . 0825965417 Content - Length : 612

internal - loadbalanc e_restclie nt_1 | 2016 - 07 - 01T06 : 43 :

50 . 0826025807 Last - Modified : Tue , 31 May 2016 14 : 40
22 GMT

internal - loadbalanc e_restclie nt_1 2016 - 07 - 01TO6 : 43

50 . 082608807Z ETag : " 574da256 - 264 "

internal - loadbalanc e_restclie nt_1 | 2016 - 07 - 01T06 : 43

50 . 0826147807 Accept - Ranges : bytes
internal - loadbalanc e_restclie nt_1 | 2016 - 07 - 01T06

43 : 50 . 0826211527 Set - Cookie : CONTAINERI D = b8c36abca5b
25ac7fb0®2d 2a9fcaba8d 36641447a7 7T4ead956cd9 3068419f17 ee3f ;

path =/

12.2 Custom routing - simple sample

In this example, an #unique_184/unique_184_Connect_42_section_itl_v2z_xdb

)

container is deployed, services are exposed by using a Server Load Balancer instance

(with the #unique_154 label) externally, and an Nginx server is attached at the

backend. This example only shows the Nginx homepage, and other functions will be

added based on the basic example.

Note:

Different services cannot share the same Server Load Balancer. Otherwise, the

backend machines of Server Load Balancer will be deleted and the services will

become unavailable.
Basic example

The compose template is as follows:

1b
image : registry . aliyuncs . com / acs / proxy : O . 6
ports
- ' 80 : 80 '
restart : always
labels

# Addon allows the proxy image to function
a subscripti on registry center and dynamicall vy
the service route

as
load



aliyun . custom_add on : " proxy "
# A proxy image container is deployed on each
virtual machine ( VM ).
aliyun . global : " true "
# A Server Load Balancer instance is bound to
the frontend
aliyun . 1lb . port_80 : tcp :// proxy_test : 80
environmen t
# Indicates the range of backend containers that
support route loading . "x" 1ndicates the who'le cluster
By default , it indicates the services in applicatio
ns
ADDITIONAL _SERVICES : '"x"
appone
expose : # For proxied services , use expose or ports
to tell proxy containers which port is to be
exposed .
- 80 / tcp
image : ' nginx : latest '
labels
# http / https / ws / wss are supported . Use your
own domain name instead of the test domain name
provided by Container Service .
aliyun . proxy . VIRTUAL_HO ST : " http :// appone . example
com "
restart : always

After the service is successfully started, the following figure appears.

< C  ©® appone.example.com

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.

Enable session persistence

1b
image : vregistry . aliyuncs . com / acs / proxy : O . 6
ports
- ' 80 : 80 '
restart : always
labels

# Addon allows the proxy image to function as
a subscripti on registry center and dynamicall vy load
the service route

aliyun . custom_add on : " proxy "

# A proxy image container is deployed on each
VM

aliyun . global : " true "

# A Server Load Balancer instance is bound to
the frontend

aliyun . 1b . port_80 : +tcp :// proxy_test : 80



environmen t
# Indicates the range of backend containers that

support route loading . "x" -ndicates the who'le cluster
By default , 1t indicates the services in applicatio
ns
ADDITIONAL _SERVICES : "x"
appone
ports
- 80 / tcp
- 443 / tcp
image : ' nginx : latest '
labels
# http / https / ws / wss are supported
aliyun . proxy . VIRTUAL_HO ST : " http :// appone . example
com "
# Session persistenc e is enabled , the cookie
method is applied , and the key is CONTAINERI D .
aliyun . proxy . COOKIE : " CONTAINERI D insert indirect
n
restart : always

Customize 503 page

When the VIP address of the Server Load Balancer instance instead of the domain

name is entered, the 503 error page is returned as follows.

C' © 118.178.32.24/7spm=5176.2020520152.221.10.AmcosM

503 Service Unavailable

No server is available to handle this request.

To add messages to the 503 page, add the / errors folder to the VM where the
container resides and add the / errors / 503 . http file with the following

content:

HTTP / 1 . O 503 Service Unavailabl e

Cache - Control : no - cache

Connection : close

Content - Type : text / html ; charset = UTF - 8
< html >< body >< hl > 503 Service Unavailabl e </ hl >
< h3 > No server is available to handle this request .</
h3 >
< 1i > If you are the visitor of this applicatio n

, contact the applicatio n maintainer to solve the
problem . </ 1i >

< 1i > If you are the applicatio n maintainer , view the
following informatio n . </ 1i >
< 1i > You are using the simple routing service . The

request is sent from Server Load Balancer to
the acsrouting applicatio n container then to your



applicatio n container . Follow these steps for
troublesho oting . </ 1i >

< 1li > Log on to the Container Service console . Click
" Services " dn the left - side navigation pane . Select
the correspond 1ing cluster on the " Service List "
page . Click the name of the service exposed to the
public network . View the " Access Endpoint " of the

service , and check  whether your access domain name

is the same as the domain name configured in the

correspond 1ing service . </ 1i >

< 1li > Locate and troublesho ot the problem by following
the instructio ns described in < a href =" https :// www
alibabaclo ud . com / help / faq - detail / 42660 . html ">. </ 1i

>

< 19 > View Routing FAQs < a href =" https :// www .

alibabaclo ud . com / help / zh / faq - detail / 42658 . html ">. </

i >

< 1i > If the problem persists , open a ticket and

contact the technical staff for help . We will serve

you faithfully .</ 1i >

</ body ></ html >

You can modify the error page as per your needs. The compose template is modified

as follows:
1b
image : registry . aliyuncs . com / acs / proxy : 0 . 6
ports
- ' 89 : 80 '
restart : always
labels

# Addon allows the proxy image to function as

a subscripti on registry center and dynamicall vy load
the service route

aliyun . custom_add on : " proxy

# A proxy image container is deployed on each

VM
aliyun . global : " true "
# A Server Load Balancer instance is bound to
the frontend
aliyun . 1b . port_80 : +tcp :// proxy_test : 80
environmen t
# Indicates the range of backend containers that

support route loading . "x" -ndicates the who'le cluster
By default , 1t indicates the services in applicatio
ns
ADDITIONAL _SERVICES : "x"
EXTRA_FRON TEND_SETTI NGS_80 : " errorfile 503 / usr /
local / etc / haproxy / errors / 503 . http "
volumes
- [/ errors /:/ usr / local / etc / haproxy / errors /
appone
ports :
- 80 / tcp
- 443 / tcp
image : ' nginx : latest '
labels

# You can specify paths when configurin g URLs
In this example , http / https / ws / wss are supported

aliyun . proxy . VIRTUAL_HO ST : " http :// appone . example
com "



restart : always

After entering the VIP address of the Server Load Balancer instance, the 503 page is
displayed as follows.

T C @ 47.88.66.202

503 Service Unavailable

No server is available to handle this request.

If this page is returned, a problem occurs during the service access process. Take the following steps for troublest

If you are the visitor ol'lh:s lication, contact the lication maintainer to solve the problem.

If you are the ication m intainer, view the ing information.

You are using the simple routing service. The request is sent from Server Load Balancer to the acsrouting application container then to your appli i Take the g steps for .

Log on to the Container Service Management Console, select "Services" in the left navigation pane and select the corresponding "cluster" in "Service List". Click the "services" exposed to the public nclwork.
view the "Access Endpoints” of the services, and check whether your access domain is the same as the domain configured in the services.

Locate and solve the problem in accordance with Simple routing service link troubleshooting.
Refer to Routing FAQs.

Support extensive domain names

Modify the configurations as follows to enable the backend of Nginx to support
extensive domain names (that is, the Nginx homepage can be accessed by using

appone . example . com and*. example . com ).

1b
image : registry . aliyuncs . com / acs / proxy : 0 . 6
ports
- ' 80 : 80 '
restart : always
labels

# Addon allows the proxy image to function as

a subscripti on registry center and dynamicall vy load
the service route

aliyun . custom_add on : " proxy "

# A proxy image container is deployed on each
VM

aliyun . global : " true "
# A Server Load Balancer instance is bound to
the frontend
aliyun . 1lb . port_80 : +tcp :// proxy_test : 80
environmen t
# Indicates the range of backend containers that
support route loading . "*" -ndicates the whole cluster

By default , 1t indicates the services in applicatio
ns

ADDITIONAL _SERVICES : "x"
EXTRA_FRON TEND_SETTI NGS_80 : " errorfile 503 / usr /
local / etc / haproxy / errors / 503 . http "
volumes

- [/ errors /:/ usr / local / etc / haproxy / errors /

appone
ports
- 80 / tcp
- 443 / tcp
image : ' nginx : latest '
labels

# You can specify paths  when configurin g URLs
In this example , http / https / ws / wss are supported
aliyun . proxy . VIRTUAL_HO ST : " http ://x. example . com



restart : always

Bind a host and enter the domain name www . example . com . The Nginx
homepage is displayed as follows.

< C  ©® www.example.com

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.

Configure default backend

Remove the URL configuration and modify the configurations as follows to enable

access to Nginx at the backend by using an IP address.

1b
image : registry . aliyuncs . com / acs / proxy : O . 6
ports
- ' 80 : 80 '
restart : always
labels

# Addon allows the proxy image to function as
a subscripti on registry center and dynamicall vy load
the service route .

aliyun . custom_add on : " proxy "

# A proxy image container is deployed on each
VM

aliyun . global : " true "

# A Server Load Balancer instance is bound to
the frontend

aliyun . 1b . port_80 : +tcp :// proxy_test : 80

environmen t :
# Indicates the range of  backend containers that

support route loading . "x" 1ndicates the who'le cluster
By default , 1t indicates the services in applicatio
ns
ADDITIONAL _SERVICES : '"x"
# Specify the error page  when 503 is returned
EXTRA_FRON TEND_SETTI NGS_80 : " errorfile 503 / usr /
local / etc / haproxy / errors / 503 . http "
volumes
# Mount the error page to the container from
the host
- [/ errors /:/ usr / local / etc / haproxy / errors /
appone
ports :
- 80 / tcp
- 443 / tcp
image : ' nginx : latest '

labels



# Indicates that the service must be proxied
aliyun . proxy . required : " true "
restart : always
After entering the VIP address of the Server Load Balancer instance, the Nginx
homepage is displayed as follows.

C' | © 118.178.32.24/?spm=5176.2020520152.221.10.AmcosM

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.

Select backend based on URL parameter values
You can use different backend proxies based on different URL parameter values.

The following example shows how to access the appone service, that is, the Nginx

homepage, by using http :// www . example . com ? backend = appone and

how to access the apptwo service, that is, the hello world homepage, by using http
:// www . example . com ? backend = apptwo .The application template codes

are as follows:

1b
image : registry . aliyuncs . com / acs / proxy : 0 . 6
ports
- ' 80 : 80 '
restart : always
labels

# Addon allows the proxy image to function as
a subscripti on registry center and dynamicall vy load
the service route .
aliyun . custom_add on : " proxy "
# A proxy image container is deployed on each
VM
aliyun . global : " true "
# A Server Load Balancer instance is bound to
the frontend
aliyun . 1b . port_80 : +tcp :// proxy_test : 80
environmen t
# Indicates the range of backend containers that
support route loading . "x" -ndicates the who'le cluster
By default , 1t indicates the services in applicatio
ns
ADDITIONAL _SERVICES : '"x"
# Obtain the value of the " backend " parameter
in the URL and modify the HOST header to the
backend domain name  which needs to be matched



EXTRA_FRON TEND_SETTI NGS_80 : " http - request set -
header HOST %[ urlp ( backend )]. example . com "

appone
ports :
- 80 / tcp
- 443 / tcp
image : ' nginx : latest '
labels

# You can specify paths  when configurin g URLs
In this example , http / https / ws / wss are supported

aliyun . proxy . VIRTUAL_HO ST : " http :// appone . example
com "
restart : always
apptwo
ports :
- 80 / tcp
image : ' registry . cn - hangzhou . aliyuncs . com / linhuatest
/ hello - world : latest '
labels

# You can specify paths  when configurin g URLs
In this example , http / https / ws / wss are supported
aliyun . proxy . VIRTUAL_HO ST : " http :// apptwo . example
com "
restart : always

Bind a host and enter the link http :// www . example . com ? backend =

appone . Then, the Nginx homepage for the appone service is displayed as follows.

= C' ® www.example.com/?backend=appone

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.

Bind a host and enter the link http :// www . example . com ? backend =
apptwo . Then, the hello world homepage for the apptwo service is displayed as

follows.

= C'  ® www.example.com/?backend=apptwo

Hello world!

My hostname is 11614a37b5a3-custom-routing-apptwo-1



Record access logs

1b :
image : registry . aliyuncs . com / acs / proxy : O . 6
ports
- ' 80 : 80 '
restart : always
labels

# Addon allows the proxy image to function as
a subscripti on registry center and dynamicall vy load
the service route
aliyun . custom_add on : " proxy "
# A proxy image container is deployed on each
VM .
aliyun . global : " true "
# A Server Load Balancer instance is bound to
the frontend
aliyun . 1lb . port_80 : +tcp :// proxy_test : 80
environmen t
# Indicates the range of backend containers that

support route loading . "*" -ndicates the whole cluster
By default , 1t indicates the services in applicatio
ns
ADDITIONAL _SERVICES : '"x"
EXTRA_DEFA ULT_SETTIN GS : " log rsyslog locale , log
global , option httplog "
links
- rsyslog : rsyslog
rsyslog :
image : registry . cn - hangzhou . aliyuncs . com / linhuatest /
rsyslog : latest
appone
ports :
- 80 / tcp
- 443 / tcp
image : ' nginx : latest '
labels
# http / https / ws / wss are supported .
aliyun . proxy . VIRTUAL_HO ST : " http :// appone . example
com "
restart : always

Logs are printed directly to the standard output of the rsyslog container. The access

logs of custom routing can be viewed by using docker logs $ rsyslog_co

ntainer_na me .
Server Load Balancer between services

The following template creates a Server Load Balancer service 1b and an
application service appone to provide services externally with the domain name

appone . example . com

1b :

image : registry . aliyuncs . com / acs / proxy : O . 6

Hostname : proxy # Specify the domain name of  the
service as proxy , which is resolved to all containers

with this image deployed



ports
- ' 809 : 80 '
restart : always
labels
# Addon allows the proxy image to function as
a subscripti on registry center and dynamicall vy load
the service route
aliyun . custom_add on : " proxy "
# A proxy image container is deployed on each
VM
aliyun . global : " true "
# A Server Load Balancer instance is bound to
the frontend
aliyun . 1lb . port_80 : +tcp :// proxy_test : 80
environmen t
# Indicates the range of backend containers that
support route loading . "x" -dndicates the whole cluster
By default , 1t indicates the services in applicatio

ns
ADDITIONAL _SERVICES : "x"
appone
ports :
- 80 / tcp
- 443 / tcp
image : ' nginx : latest '
labels
# http / https / ws / wss are supported
aliyun . proxy . VIRTUAL_HO ST : " http :// appone . example
com "
restart : always

The following template is used as a client to access the appone application service,
but the access path is used to request access to the Server Load Balancer service 1b

and then provide a reverse proxy for the appone application service.

restclient : # Simulate rest service consumers

image : registry . aliyuncs . com / acs - sample / alpine : 3 . 3
command : " sh - ¢ ' apk update ; apk add curl ; while
true ; do curl -- head http :// appone . example . com ; sleep

1 ; done '" # Access the rest service and test Server

Load Balancer

tty ¢ true

external_1 inks

- " proxy : appone . example . com " # Specify the domain
name of the link service and the alias of the

domain name

In the containers of the restclient service,the appone . example . com

domain name is resolved to the IP addresses of all containers of the Server Load

Balancer service 1b .

/ # drill appone . example . com

53 —>> HEADER <<- opcode : QUERY , rcode : NOERROR , 1id : 60917

33 Tflags @ qr rd ra ; QUERY : 1 , ANSWER : 3 , AUTHORITY
¢ O , ADDITIONAL : ©

55 QUESTION SECTION

53 appone . example . com . IN A

53 ANSWER SECTION



appone . example . com . 600 IN A 172 . 18 3. 4
appone . example . com . 600 IN A 172 . 18 2 .5
appone . example . com . 600 IN A 172 . 18 1.5
53  AUTHORITY SECTION :
53 ADDITIONAL SECTION :
55  Query time : 0 msec
33 SERVER : 127 . 0 . 0 . 11
55 WHEN : Mon Sep 26 07 : 09 : 40 2016
55 MSG SIZE rcvd : 138
Configure monitoring page
1b
image : registry . aliyuncs . com / acs / proxy : 0 . 6

ports
- ' 80 : 80 '
- '"127 . 0 . 0 . 1 : 1935 : 1935 " # The port
that monitoring page exposes to the public network .
Configure the port with due care because of the
potential security risk .

restart : always

labels
aliyun . custom_add on : " proxy "
aliyun . global : " true "

aliyun . 1b . port_80 : +tcp :// proxy_test : 80
environmen t :

ADDITIONAL _SERVICES : "x"
STATS_AUTH : " admin : admin " # The logon account and
password used for monitoring , which are customizab le
STATS_PORT : " 1935 " # The port used for monitoring
, Wwhich is customizab le
appone
expose :
= 80 / tcp
image : ' nginx : latest '
labels
aliyun . proxy . VIRTUAL_HO ST : " http :// appone
example . com "
restart : always

Log on to each machine where the custom routing image resides (each machine can
receive the request, no matter the application container is on which machine) and

request the acs / proxy health check page.

Note:

Configure the correct username and password according to the environment variable

STATS_AUTH of the application template.

root @ c68a460635 b8c405e83c 052b7c2057 c7b - node2 :~# curl
- Ss -wu admin : admin ' http :// 127 . @6 . 0 . 1 : 1935 /' &>
test . html

Copy the page test . html toa machine with browsers and open the local file

test . html with the browser. View the stats monitoring statistics page. Green



indicates the network from container acs / proxy to backend containers is

connected and the container acs/proxy is working normally. Other colors indicate an

exception.

12.3 Custom routing - Supports TCP

When Alibaba Cloud Container Service is in use, the following problem may occur to
TCP Server Load Balancer: when the client image and server image of an application
are deployed on the same Elastic Compute Service (ECS) instance, the application
client cannot access the local server by using Server Load Balancer due to the
limitation of Server Load Balancer. In this document, take the common TCP-based
Redis as an example #unique_184/unique_184_Connect_42_section_it1_v2z_xdb to

describe how to solve the problem by using the custom routing acs/proxy.

Note:
Different services cannot share the same Server Load Balancer instance. Otherwise,
the backend machine of the Server Load Balancer is deleted and the services are

unavailable.
Solution 1: Deploy client and server containers on different nodes by scheduling containers

The following is a sample application template (the #unique_154 label and swarm

filter function are used):

redis - master :

ports :

- 6379 : 6379 / tcp
image : ' redis : alpine '
labels :

aliyun . 1lb . port_6379 : +tcp :// proxy_test : 6379
redis - client :
image : ' redis : alpine '
links :
- redis - master
environmen t :

- ' affinity : aliyun . 1lb . port_6379 ! = tcp :// proxy_test :
6379 '
command : redis - cli - h 120 . 25 . 131 . 64
stdin_open : true
tty : true
Note:

- Follow these steps if the scheduling does not take effect: Log on to the Container

Service console. Click Swarm > Services in the left-side navigation pane. Select the


https://docs.docker.com/swarm/scheduler/filter/
https://docs.docker.com/swarm/scheduler/filter/

cluster in which the service you want to reschedule resides from the Cluster drop-
down list. Click Reschedule at the right of the service you want to reschedule. >
Select the Force Reschedule check box in the displayed dialog box and then click
OK.

- The volumes of existing containers will be lost if you select the Force Reschedule

check box. Backup and migrate the data in advance.

Solution 2: Clients inside the container cluster access the server by using links, while clients

outside access the server by using Server Load Balancer
The following is a sample application template (the #unique_154 label is used):

redis - master :

ports :

- 6379 : 6379 / tcp
image : ' redis : alpine '
labels :

aliyun . 1lb . port_6379 : +tcp :// proxy_test : 6379

redis - client :

image : ' redis : alpine '

links :

- redis - master

command : redis - cli - h redis - master

stdin_open : true

tty ¢ true

Solution 3: Clients inside the container cluster access the server by using Custom routing (which
is based on HAProxy and serves as a proxy server), while clients outside access the server by

using Server Load Balancer

The following is a sample application template (the #unique_154 label and

#unique_186 are used):

b :
image : registry . aliyuncs . com / acs / proxy : O . 6
ports :
- ' 6379 : 6379 / tcp
restart : always
labels :

# Addon allows the proxy image to function as
a subscripti on registry center and dynamicall vy load
the service route .

aliyun . custom_add on : " proxy "

# A proxy image container is deployed on each
virtual machine ( VM ).

aliyun . global : " true "

# A Server Load Balancer instance is bound to
the frontend , and the 1b label is used .

aliyun . 1lb . port_6379 : +tcp :// proxy_test : 6379

# Indicates that  the custom routing must be
started after the master Redis and slave Redis are
started , and the custom routing depends on the master

Redis and slave Redis .
aliyun . depends : redis - master , redis - slave



environmen t
# Indicates the range of backend containers that
support route loading . "x" -ndicates the who'le cluster
By default , 1t indicates the services in applicatio
ns
ADDITIONAL _SERVICES : "x"
EXTRA_DEFA ULT_SETTIN GS : " log rsyslog locale , log
global , option httplog "
# Configures HAProxy to  work in TCP mode

MODE : " tcp "
links
- rsyslog : rsyslog
rsyslog :
image : registry . cn - hangzhou . aliyuncs . com / linhuatest /

rsyslog : latest
redis - master

ports

- 6379 / tcp

image : ' redis : alpine '
labels

# Indicates that the custom routing is to
expose the port 6379 .

aliyun . proxy . TCP_PORTS : " 6379 "

# Indicates that the service route is to be
added to the custom routing .

aliyun . proxy . required : " true "
redis - slave

ports :

- 6379 / tcp

image : ' redis : alpine '
links

- redis - master
labels

# Indicates that the custom routing is to expose
the port 6379 .
aliyun . proxy . TCP_PORTS : " 6379 "
# Indicates that the service route is to be
added to the custom routing .
aliyun . proxy . required : " true "
# Indicates that the slave Redis depends on the
master Redis and must be started after the master
Redis is started

aliyun . depends : redis - master

command : redis - server -- slaveof redis - master 6379
redis - client

image : ' redis : alpine '
links

- 1b : www . example . com

labels

aliyun . depends : 1b

command : redis - cli - h www . example . com
stdin_open : true

tty ¢ true

This solution provides a master-slave Redis architecture and balances load by using
the #unique_186/unique_186_Connect_42_section_wqf_v3z_xdb to make Container

Server become highly available.



12.4 Custom routing - supports multiple HTTPS certificates

Use the acs/proxy image #unique_184/unique_184_Connect_42_section_itl_v2z_xdb

in this example.

Note:
Services cannot use the same Server Load Balancer; otherwise, the backend machine

of the Server Load Balancer will be deleted, and the service will be unavailable.

b :
image : registry . aliyuncs . com / acs / proxy : 0 . 6
ports
- ' 80 : 80 '
- ' 443 : 443 ' # HTTPS must expose this port
restart : always
labels

# Addon allows the proxy image to function as
a subscripti on registry center and dynamicall vy load
the service route
aliyun . custom_add on : " proxy "
# A proxy image container is deployed on each
virtual machine ( VM ).
aliyun . global : " true "
# A Server Load Balancer instance is bound to
the frontend
aliyun . 1lb . port_80 : +tcp :// proxy_test : 80
aliyun . 1lb . port_443 : tcp :// proxy_test : 443
environmen t
# Indicates the range of backend containers that

support route loading . "x" -ndicates the who'le cluster
By default , 1t indicates the services in applicatio
ns
ADDITIONAL _SERVICES : '"x"
appone
expose : # For proxied services , use expose or
ports to tell proxy containers  which port is to be
exposed .
- 80 / tcp
image : ' nginx : latest '
labels

# You can specify paths  when configurin g URLs
In this example , http / https / ws / wss are supported
aliyun . proxy . VIRTUAL_HO ST : " https :// appone .
example . com "
# Configure the appone certificat e .
aliyun . proxy . SSL_CERT : "--———- BEGIN RSA PRIVATE
KEY ----- \ NMIIEpQIBA AKCAQEAvgn KhephWHKWY DEiBiSjzst
7nRPODIxZ5 cIOxyXmncd 2kslr \ nkUIB5qT / MSiJGBL3Lr 4advs6kI /
JFmxLloFrPt wEe2FGkLBf CDXXDrWgxy FhbuPQY \ nBLNueUu94 sffIxg
+ 4u5Mriui7f tindOAf@d2 1PSM9gb / ZUypxIgAd3 RHCe / gtToh \
NVCn6FikXy nXLDTODYWC thQHBwSZS8 8HNU + BOT9Y165Ji QOmV +
YF + h3D / c232E6Gp \ nzK + 8ehVB13s5h ecUx3dvdUQ PBUhJYvzsP
jChgsXSMDR exiN66kbhH 6dJArsrYb8 t \ nEBWXfCZaT cF82wkAsUe /
fh1lGhh97h + 661h60QQID AQABAOIBAQ C4d8ifNWRI 9vIB \ nbbAZRne7x
Mm5MCU2GI8 g97Rgm + nAPL5bHinM VsaBnKgaj7 6EH + TQ + relxyiSKwC H
\ nQ7FidsQqY GwQjy9Nncd ATpAjQ4EPe LWQU2D9LYy + NjnhEKr / u®Ro6LhdA
+ hqt59dS \ nXHvVfEP / It50dN62yJ zikDWBmk / hhKOtu28dP YUuPoWswXW



FMkaNttmfL gZlagiqr \ nYp7rxAFgQ urzctQ2VNw ezekDHQoh8 ounHGENniZ
+ fA6sFtYi83 KTKWkvFoml chZQr \ nxxPbbgANJ JJ1Ngtkl6J ZNxj6SYimm
WvzmrrU25k hKg / k1P5EtQzIx 6UFhURNUTK u \ nzNgqcIABA oGBAOqUOer
veEUePvsAl ta8CV / p2KKwenv + kUofQ4UpKF XfnHbQHQfr \ nZHS290Q1iP
xqjVXYLu8g NfLRfKtUNy qV + TDrzJlelW2 RKcOOGHAwP bXxijPhmJ2

fW \ neskn8tlDc yXpvogWlG3 4896vo4Ibc LOH / eUs0jJo603J

1CQBKXik + t3gxAoGBAM 9k \ nVOTV2caKy rZ4ta@QlLK qKfOktej +
vKz16735pS LjVKQSUXGM yLnGwiQdDt B4iy6L \ nFcCB / SOHMOUWKIW
hNYAL8kHry 53bVdHtQGO tuYFYvBJo7 A + Nppsn9MtlV h8KbVu4 \

nhOz / 3MWwbQNnvI VCGK / fS1tS1GhTk 4rKL7PjNwM RAoOGBALKON
3bgXj6Rrzs T7FK6c \ na6vlE4PFX Fpv8jF8pcy hMThSdP1Sz HsHCe2cn +
3YZSie +/ FFORZLgBA1l XBUZP6Na \ nFyrlqLgto fVCfppUKDP L4QXccjaeZ
DDIBZyPUYP QzbO5WE5t2 WzgNqcUOUV aMEXh \ n + 7uGrM94esp
WXEgbX6aeP 91RA0GARL1J Q7t8MXuQE5 GZ9w9cnKAX G / 9RkSZ4Gv +

cL \ nKpNQyUmoE 5IbFKIWFZg tkC1CLrIRD 5EdqQ7ql / APFGgYUoQ9
LdPfKzcW7c nHicOW \ nwW51rkQ2U U ++ a2 + uhIHB4Y3U6 + WPOOCP4gTI
CUhPTo5IQC 8vS8M85UZq u41LRA5W \ ngnpgqluECg VYEAq + 6KpHh1lR +

5h3Y / mOn84yJOYu Cmrl7HFRzB MdOcaW3oa¥Y L83rAag \ né6dJqpAVge
Uu3HP8AtiGY ZRe78J + n4d2JGYSqg tP21FFTdF9 HfhcR2P9bU BNYtWols

\ nEs3iw53t8 a4BndLGBwL PA31klf7J5 stYanRveNq aRalLg4FQMx

sW1AGQ =\ n —--—-—- END RSA PRIVATE KEY —----- \' n ———-- BEGIN
CERTIFICAT E ----- \ NnMIIDvDCCA gSgAwIBAgI BATANBgkgh kiG9wOBAQU
FADBgMQswC QYDVQQGEwJ DTFER \ nMA8GA1UEC BMIWmhlaml hbmcxETAPB
gNVBACTCEh hbmd6aG91M RQwEgYDVQQ KEwth \ nbGliYWJhL mNvbTEVMBM
GA1UECxMMd 3d3LnJvb3Q uY29tMB4XD TE1MDIWOTA 1MzQx \ nOFoXDTE2M
DIwWOTA1MzQ xOFowZjELM AkGA1UEBhM CQO4xETAPB gNVBAgTCFp oZWpp

\ nYW5nMRQwE gYDVQQKEwt hbGliYWJhL mNvbTEVMBM GA1lUECxMMd
3d3LnJvb3Q uY29t \ nMRcwFQYDV QQDEw53d3c ubGluaHVhL mNvbTCCASI
wDQYJKoZIh vcNAQEBBQA DggEP \ nADCCAQoCg gEBAL4JyoX qYVhylmAxI
gYko87Le50 T9AycWeXCD scl5p3HdpL Ja5FC \ nAeak / zEoiRgS9y6

+ Gnb70pCPyR ZsZaBaz7cB HthRpCwXwg 1lw6loMchY W7j0GASz \
nbnlLvelLH3 yMYPuLuTK4 rou37Yp3Tg H9HAtTOjPY G / 2VMqcSIAHd
ORwnv4LU9I VQp \ n + hYpF8plyw® zg2FgrYUBw cEmUvPBzVP gdE

/ WJeuSYKNI1 fmBfodw / 3Nt9hOhqcy v \ nvHovQdd70 YXnFMd3b3V
EDWVISWL87 D4woYLFOjA 0XsYjeupG4 R + nSQK7K2G / LRAV \ nl3wmWk3Bf
NsJALFHv34 ZRoYfe4fuu pYejkECAwE AAaN7MHkwC QYDVROTBAI wADAs

\ nBglghkgBh VhCAQ®EHxY dT3BlbINTT CBHZW5lcmF 0ZWQgQ2Vyd
GlmaWNhdGU wHQYD \ nVROOBBYEF M6ESmkDKrgq ngMwBawkje ONKrRMQMBS8
GA1UdIwQYM BaAFFUrhN9 ro + Nm \ nrZnl4WQzD pgTbCBhMA® GCSqGSIb3D
QEBBQUAA4I BAQCQ2D9CR -iv8brx3fnr / RZG6 \ nFYPEdxjY / CyfJrAbijo
PdKjzZKk10 67chM10xs2 JhJ6tMqg2s v50bGx4Xmb SPmEe \ nYTJjIXMY

+ jCoJ / Zmk3Xgu4Kl ylLvD25Pah DVhRrPN8H4 WjsYu51pQN shil5E /
3iQ \ n2JoVer8Qi AsPiiY5 + mNCD1fm + QNltyUabcz i / DHafgWJxf2
B3M66e3oUd tbzA2pf \ nYHR8RVeSF rjaBqudO08i r + uYcRbRkroY mY5Vm +
4Yp64oetrP pKUPWSYaAZ OuRtpeL \ nB5DpgXz9G EBb5m2Q4dK js5Hm6vyFU

ORCzZc04Xe xDhcgdLOH5 qznmh9oMCk 9QvZf \ n ----- END CERTIFICAT
E ——- \' n"

restart : always
apptwo

expose : # For proxied services , use expose or

ports to tell proxy containers which port is to be
exposed .
- 80 / tcp
image : ' registry . cn - hangzhou . aliyuncs . com / linhuatest
/ hello - world : latest '
labels
# You can specify paths  when configurin g URLs
In this example , http / https / ws / wss are supported
aliyun . proxy . VIRTUAL_HO ST : " https :// apptwo
example . com "
# Configure the apptwo certificat e
aliyun . proxy . SSL_CERT : "---—- BEGIN RSA PRIVATE
KEY —----- \ nMIIEpQIBA AKCAQEAvgn KhephWHKWY DEiBiSjzst
7TnRPODIxZ5 cIOxyXmncd 2kslr \ nkUIB5qT / MSiJGBL3Lr 4advs6kI /



JFmx1loFrPt wEe2FGKLBf CDXXDrWgxy FhbuPQY \ nBLNueUu94 sfflIxg

+ 4u5Mriui7f tindOAf@d2 1PSM9gb / ZUypxIgAd3 RHCe / gtToh \
NVCn6FikXy nXLDTODYWC thQHBwSZS8 8HNU + BOT9Y1l65Ji QOmV +

YF + h3D / c232E6Gp \ nzK + 8ehVB13s5h ecUx3dvdUQ PBUhJYvzsP
jChgsXSMDR exiN66kbhH 6dJArsrYb8 t \ nEBWXfCZaT cF82wkAsUe /
fh1lGhh97h + 661h60QQID AQABAOIBAQ C4d8ifNWRI 9vIB \ nbbAZRne7x
Mm5MCU2GI8 q97Rgm + nAPL15bHinM VsaBnKgaj7 6EH + TQ + relxyiSKwC H
\ nQ7FidsQqY GwQjy9Nncd ATpAjQ4EPe LWQU2D9LYy + NjnhEKr / u®Ro6LhdA
+ hqt59dS \ nXHvfEP / It50dN62yJ zikDWBmk / hhKOtu28dP YUuPoWswXW
FMkaNttmfL gZlagiqr \ nYp7rxAFqQ urzctQ2VNw ezekDHQoh8 ounHGEniZ
+ fA6sFtYi83 KTKWkvFoml chZQr \ nxxPbbgANJ JJINgtkl6J ZNxj6SYimm
WvzmrrU25k hKg / k1P5EtQzIx 6UFhURNUTK u \ nzNgqcIABA oGBAOqUOer
veEUePvsAl ta8CV / p2KKwenv + kUofQ4UpKF XfnHbQHQfr \ nZHS290QiP
xqjVXYLu8g NfLRfKtUNy qV + TDrzJlelW2 RKcOOGHAwWP bXxijPhmJ2

fW \ neskn8tlDc yXpvogWJG3 4896vo4Ibc LOH / eUs0jJo603]

1CQBKXik + t3gxAoGBAM 9k \ nVOTV2caKy rZ4ta@QlLK qKfOkt0j +
vKz16735pS LjVKQSUXGM yLnGwiQdDt B4iy6L \ nFcCB / SOHMOUWKIW
hNYAL8kHry 53bVdHtQGO tuYFYvBJo7 A + Nppsn9MtlV h8KbVu4 \

nhOz / 3MWwbQNnvI VCGK / fS1tS1GhTk 4rKL7PjNwM RAoGBALKON
3bgXj6Rrzs T7FK6c \ na6vlE4PFX Fpv8jF8pcy hMThSdP1Sz HsHCe2cn +
3YZSie +/ FFORZLgBAl XBUZP6Na \ nFyrlqlLgto fVCfppUKDP L4QXccjaeZ
DDIBZyPUYP QzbO5WE5t2 WzgNqcUOUV aMEXh \ n + 7uGrM94esp
WXEgbX6aeP 91RAOGARLJ Q7t8MXuQE5 GZ9w9cnKAX G / 9RkSZ4Gv +

cL \ nKpNQyUmoE 5IbFKIWFZg tkC1CLrIRD 5EdqQ7ql / APFGgYUoQ9
LdPfKzcW7c nHicOW \ nwW51rkQ2U U ++ a2 + uhIHB4Y3U6 + WPOOCP4gTI
CUhPTO5IQC 8vS8M85UZq u41LRA5SW \ ngnpqluECg YEAq + 6KpHhlR +

5h3Y / mOn84yJOYu Cmr17HFRzB MdOcaW3oaY L83rAag \ né6dJqpAVge
U3HP8AtiGY ZRe78J + n4d2JGYSqg tP21FFTdF9 HfhcR2P9bU BNYtWols

\ nEs3iw53t8 a4BndLGBwL PA31klf7J5 stYanRveNq aRalqg4FQMx

sW1A0Q =\ n ——-—- END RSA PRIVATE KEY ----- \' n ——-—- BEGIN
CERTIFICAT E --——- \ nMIIDvDCCA ¢SgAwIBAgI BATANBgkgh kiGO9wOBAQU
FADBgMQswC QYDVQQGEwJ DTjER \ nMA8GA1UEC BMIWmhlaml hbmcxETAPB
gNVBACTCEh hbmd6aG91M RQwEgYDVQQ KEwth \ nbGliYWJhL mNvbTEVMBM
GA1lUECXxMMd 3d3LnJdvb3Q uY29tMB4XD TE1MDIwOTA 1MzQx \ nOFoXDTE2M
DIwWOTA1MzQ xOFowZjELM AkGA1UEBhM CQO4xETAPB gNVBAgTCFp oZWpp

\ nYW5nMRQwWE gYDVQQKEwt hbGliYWJhL mNvbTEVMBM GA1UECxMMd
3d3LnJvb3Q uY29t \ nMRcwFQYDV QQDEw53d3c ubGluaHVhL mNvbTCCASI
wDQYJKoZIh vcNAQEBBQA DggEP \ nADCCAQoCg gEBAL4JyoX qYVhylmAxI
gYko87Le50 T9AycWeXCD scl5p3HdpL Ja5FC \ nAeak / zEoiRgS9y6

+ Gnb70pCPyR ZsZaBaz7cB HthRpCwXwg 1lw6loMchY W7j0GASz \
nbnlLvelLH3 yMYPuLuTK4 rou37Yp3Tg HOHAtTOjPY G / 2VMqcSIAHd
ORwnv4LU9I VQp \ n + hYpF8plyw® zg2FgrYUBw cEmUvPBzVP gdE

/ WJeuSYKNJI1l fmBfodw / 3Nt9hOhqcy v \ nvHoVQdd70 YXnFMd3b3V
EDWVISWL87 D4woYLFOjA 0XsYjeupG4 R + nSQK7K2G / LRAV \ nl13wmWk3Bf
NsJALFHv34 ZRoYfe4fuu pYejkECAwE AAaN7MHkwC QYDVROTBAI wADAs

\ nBglghkgBh VvhCAQOEHxY dT3Blb1INTT CBHZW5lcmF 0ZWQgQ2Vyd
GlmaWNhdGU wHQYD \ nVROOBBYEF M6ESmkDKrq ngMwBawkje ONKrRMQMBS8
GA1UdIwQYM BaAFFUrhN9 ro + Nm \ nrZnl4WQzD pgTbCBhMA® GCSqGSIb3D
QEBBQUAA4I BAQCQ2D9CR iv8brx3fnr / RZG6 \ nFYPEdxjY / CyfIrAbijo
PdKjzZKk10 67chM10xs2 JhJ6tMqg2s v50bGx4Xmb SPmEe \ nYTJjIXMY

+ jCoJd / Zmk3Xgu4Kl yllLvD25Pah DVhRrPN8H4 WjsYu51pQN shil5E /
3iQ \ n2JoVer8Qi AsPiiY5 + mNCD1fm + QNltyUabcz i / DHafgWJxf2
B3M66e3oUd tbzA2pf \ nYHR8RVeSF rjaBqud08i r + uYcRbRkroY mY5Vm +
4Yp64oetrP pKUPWSYaAZ OuRtpelL \ nB5DpgXz9G EBb5m2Q4dK js5Hm6vyFU

ORCzZc04Xe xDhcgdLOH5 qznmh9oMCk 9QvZf \ n ----- END CERTIFICAT
E ———- \ n"
restart : always

Services appone and apptwo use aliyun . proxy . VIRTUAL_HO ST to specifythe

domain names. If you must configure the certificate, set the protocol to https. Then,



use aliyun . proxy . SSL_CERT to specify the certificate content. The method of

configuring the certificate content is as follows:

Assume that the key . pem isa private key file,and ca . pem is a public key file.
Run the following commands in the bash (the current directory contains the public

key file and private key file).

$ cp key . pem cert . pem
$ cat ca . pem >> cert . pem
$ awk 1 ORS ='"\\ n ' cert . pem

Finally, enter the output of the awk command as the value of label aliyun
proxy . SSL_CERT . Use double quotation marks ( “) for separation. For other

information, such as Ib label, #unique_154 see the preceding template and the

corresponding #unique_186.
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