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Legal disclaimer
Alibaba Cloud reminds you t o carefully read and fully underst and t he t erms and condit ions of t his legal
disclaimer before you read or use t his document . If you have read or used t his document , it  shall be deemed
as your t ot al accept ance of t his legal disclaimer.

1. You shall download and obt ain t his document  from t he Alibaba Cloud websit e or ot her Alibaba Cloud-
aut horized channels, and use t his document  for your own legal business act ivit ies only. The cont ent  of
t his document  is considered confident ial informat ion of Alibaba Cloud. You shall st rict ly abide by t he
confident ialit y obligat ions. No part  of t his document  shall be disclosed or provided t o any t hird part y for
use wit hout  t he prior writ t en consent  of Alibaba Cloud.

2. No part  of t his document  shall be excerpt ed, t ranslat ed, reproduced, t ransmit t ed, or disseminat ed by
any organizat ion, company or individual in any form or by any means wit hout  t he prior writ t en consent  of
Alibaba Cloud.

3. The cont ent  of t his document  may be changed because of product  version upgrade, adjust ment , or
ot her reasons. Alibaba Cloud reserves t he right  t o modify t he cont ent  of t his document  wit hout  not ice
and an updat ed version of t his document  will be released t hrough Alibaba Cloud-aut horized channels
from t ime t o t ime. You should pay at t ent ion t o t he version changes of t his document  as t hey occur and
download and obt ain t he most  up-t o-dat e version of t his document  from Alibaba Cloud-aut horized
channels.

4. This document  serves only as a reference guide for your use of Alibaba Cloud product s and services.
Alibaba Cloud provides t his document  based on t he "st at us quo", "being defect ive", and "exist ing
funct ions" of it s product s and services. Alibaba Cloud makes every effort  t o provide relevant  operat ional
guidance based on exist ing t echnologies. However, Alibaba Cloud hereby makes a clear st at ement  t hat
it  in no way guarant ees t he accuracy, int egrit y, applicabilit y, and reliabilit y of t he cont ent  of t his
document , eit her explicit ly or implicit ly. Alibaba Cloud shall not  t ake legal responsibilit y for any errors or
lost  profit s incurred by any organizat ion, company, or individual arising from download, use, or t rust  in
t his document . Alibaba Cloud shall not , under any circumst ances, t ake responsibilit y for any indirect ,
consequent ial, punit ive, cont ingent , special, or punit ive damages, including lost  profit s arising from t he
use or t rust  in t his document  (even if Alibaba Cloud has been not ified of t he possibilit y of such a loss).

5. By law, all t he cont ent s in Alibaba Cloud document s, including but  not  limit ed t o pict ures, archit ect ure
design, page layout , and t ext  descript ion, are int ellect ual propert y of Alibaba Cloud and/or it s
affiliat es. This int ellect ual propert y includes, but  is not  limit ed t o, t rademark right s, pat ent  right s,
copyright s, and t rade secret s. No part  of t his document  shall be used, modified, reproduced, publicly
t ransmit t ed, changed, disseminat ed, dist ribut ed, or published wit hout  t he prior writ t en consent  of
Alibaba Cloud and/or it s affiliat es. The names owned by Alibaba Cloud shall not  be used, published, or
reproduced for market ing, advert ising, promot ion, or ot her purposes wit hout  t he prior writ t en consent  of
Alibaba Cloud. The names owned by Alibaba Cloud include, but  are not  limit ed t o, "Alibaba Cloud",
"Aliyun", "HiChina", and ot her brands of Alibaba Cloud and/or it s affiliat es, which appear separat ely or in
combinat ion, as well as t he auxiliary signs and pat t erns of t he preceding brands, or anyt hing similar t o
t he company names, t rade names, t rademarks, product  or service names, domain names, pat t erns,
logos, marks, signs, or special descript ions t hat  t hird part ies ident ify as Alibaba Cloud and/or it s
affiliat es.

6. Please direct ly cont act  Alibaba Cloud for any errors of t his document .
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Document conventions
St yleSt yle Descript ionDescript ion ExampleExample

 DangerDanger
A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

 Danger:Danger:

Resetting will result  in the loss of user
configuration data.

 WarningWarning
A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

 Warning:Warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

 Not iceNot ice
A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

 Not ice:Not ice:

If the weight is set to 0, the server no
longer receives new requests.

 Not eNot e
A note indicates supplemental
instructions, best practices, t ips, and
other content.

 Not e:Not e:

You can use Ctrl + A to select all files.

>
Closing angle brackets are used to
indicate a multi-level menu cascade.

Click Set t ingsSet t ings > Net workNet work> Set  net workSet  net work
t ypet ype.

BoldBold
Bold formatting is used for buttons ,
menus, page names, and other UI
elements.

Click OKOK.

Courier font Courier font is used for commands
Run the cd /d C:/window  command to
enter the Windows system folder.

Italic Italic formatting is used for parameters
and variables.

bae log list  --instanceid

Instance_ID

[] or [a|b]
This format is used for an optional value,
where only one item can be selected.

ipconfig [-all|-t]

{} or {a|b}
This format is used for a required value,
where only one item can be selected.

switch {active|stand}
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General-purpose NAS file systems are used to store hot data that is frequently accessed. General-
purpose NAS file systems consist  of NAS Performance file systems and NAS Capacity file systems. This
topic compares the performance metrics, supported protocols, advanced features, and scenarios of
NAS Capacity file systems and NAS Performance file systems. You can select  the type of General-
purpose NAS file systems based on your business requirements.

Item NAS Capacity NAS Performance

Peak
Bandwidth

The minimum bandwidth is 150 MB/s. The
bandwidth increases by 0.15 MB/s per GiB.
The maximum bandwidth is 10 GB/s.

The minimum bandwidth is 600 MB/s. The
bandwidth increases by 0.6 MB/s per GiB.
The maximum bandwidth is 20 GB/s.

IOPS
The maximum IOPS is 15,000. For more
information, see FAQ about performance of
Apsara File Storage NAS.

The maximum IOPS is 30,000. For more
information, see FAQ about performance of
Apsara File Storage NAS.

Average
latency of 4
KiB files

10 ms 2 ms

Capacity 0~10 PiB 0~1 PiB

Scaling step
size

4 KiB 4 KiB

Scaling
method

Auto scaling Auto scaling

Supported
protocols

NFS v3

NFS v4.0

SMB

NFS v3

NFS v4.0

SMB

Advanced
features

Perform access control based on RAM
policies

Server-side encryption

Performance monitoring

Back up and restore files

Data migration

Lifecycle management

ACL

Performance NAS file systems support the
same advanced features as Capacity NAS
file systems.

Scenarios
Cost-sensit ive workloads that require
moderate latency, such as big data analysis,
file sharing, and backup.

Random I/O intensive and latency-sensit ive
workloads, such as enterprise applications
and containers.

1.General-purpose NAS file systems1.General-purpose NAS file systems
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If  the data in a General-purpose NAS file system is not accessed for more than 14 days, you can enable
the lifecycle management feature. Then, you can dump the data to an Infrequent Access (IA) storage
medium to reduce costs. This topic describes the scenarios, benefits, and workflow of an IA storage
medium.

ScenariosScenarios
Web content management

Most web content management systems are used to upload and download data. These
management systems include WordPress, FTP, and Internet Information Services (IIS). In most cases,
the backends of the content management systems are used to provide shared file storage. However,
an increasing volume of data that is not often accessed may become cold data after a t ime range.
An IA storage medium provides a cost-effect ive solut ion to store and manage cold data for web
content management.

Big data analysis

An IA storage medium provides a cost-effect ive storage solut ion for large volumes of unstructured
data, such as gene sequencing, GIS, bill image, and audio recording data. IA storage media also
provide the same throughput as General-purpose NAS file systems.

Backup storage

If you use General-purpose NAS file systems as the backup media for databases such as MySQL, Redis,
and MongoDB, IA storage media provide a cost-effect ive storage solut ion. You can also integrate
General-purpose NAS file systems with Volume Shadow Copy Service (VSS) to back up Windows
servers.

BenefitsBenefits
Easy configuration: You do not need to write scripts or manually migrate cold data.

After you configure a lifecycle management policy for a directory, the files that meet the policy are
automatically dumped from the directory to the IA storage medium. You do not need to manually
perform complex or high-risk data migration.

Lower cost: You can dump files of cold data to an inexpensive storage medium.

The file system automatically identifies cold data based on the lifecycle management policy and
performs an immediate dump of the cold data. Compared with the method that is used to archive
the data by directory, the lifecycle management feature dumps only cold data to minimize your
overall costs.

Instant access: You can access cold data without the need to modify the lifecycle management
policy or manually migrate cold data from the IA storage medium to the file system.

After cold data is dumped, the content and structure of the file system is unchanged. Applications
can access the cold data as normal. Therefore, you do not need to modify applications or interrupt
your business.

WorkflowWorkflow

2.IA storage media2.IA storage media
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The workflow of lifecycle management includes the following steps:

1. A lifecycle management policy is configured for a file system based on the access frequency of the
data in the file system. For more information, see Manage a lifecycle management policy.

2. The lifecycle management module checks for cold data in the specified directory at  regular
intervals based on the lifecycle management policy. If  cold data is identified, it  is dumped from the
General-purpose NAS file system to the IA storage medium (1 in the figure).

3. When you attempt to access the cold data, it  is cached from the IA storage medium to the
General-purpose NAS file system (2 in the figure). The latency for access to cold data for the first
t ime is slightly higher than the latency for access to cold data for the second t ime. From the
second t ime, the access latency is the same as the latency for access to the data stored in the
General-purpose NAS file system. If  you access the cold data in the IA storage medium, you are
charged for the read/write traffic of the cold data. For more information, see Billing of IA storage
media.

4. If  you require frequent access to data in the IA storage medium, we recommend that you create a
data retrieval task. This allows you to retrieve the specified file or cold data from the specified
directory. Then, you can store the retrieved data in the storage space of the general-purpose NAS
file system (3 in the figure). If  you run a data retrieval task, you are charged for the write traffic of
the cold data. For more information, see Create a data retrieval task and Billing of IA storage media.
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Extreme NAS is a high-performance file sharing service based on the latest  network architecture and all-
flash storage. The fully managed cloud storage service is integrated with the computing services of
Alibaba Cloud to provide optimal computing performance for public cloud. This topic describes the
performance metrics, supported protocols, advanced features, and scenarios of Extreme NAS file
systems.

Item Standard Advanced

Bandwidth

The maximum bandwidth is 1,200 MB/s. The
bandwidth varies with the storage capacity,
as shown in the following list:

[100 GiB, 500 GiB): 150 MB/s

[500 GiB, 2 T iB): 300 MB/s

[2 T iB, 4 T iB): 600 MB/s

[4 T iB, 8 T iB): 900 MB/s

[8 T iB, 256 T iB): 1,200 MB/s

The maximum bandwidth is 1,200 MB/s. The
bandwidth varies with the storage capacity,
as shown in the following list:

[100 GiB, 500 GiB): 150 MB/s

[500 GiB, 2 T iB): 300 MB/s

[2 T iB, 4 T iB): 600 MB/s

[4 T iB, 8 T iB): 900 MB/s

[8 T iB, 256 T iB): 1,200 MB/s

IOPS

The input/output operations per second
(IOPS) varies with the storage capacity. If
the I/O is 4 KiB, you can use the following
formulas to calculate the read and write
IOPS:

Read IOPS = 7,000 + 30 × Capacity (GiB).
The maximum IOPS is 200,000.

Write IOPS = 3,500 + 15 × Capacity (GiB).
The maximum IOPS is 100,000.

The IOPS varies with the storage capacity. If
the I/O size is 4 KiB, you can use the
following formulas to calculate the read
and write IOPS:

Read IOPS = 5,000 + 50 × Capacity (GiB).
The maximum IOPS is 200,000.

Write IOPS = 2,500 + 25 × Capacity (GiB).
The maximum IOPS is 100,000.

Average
latency for
reading 4
KiB files

1.2 ms 0.3 ms

Capacity 100 GiB~256 T iB 100 GiB~256 T iB

Scaling step
size

1 GiB 1 GiB

Scaling
method

Manual scaling Manual scaling

Protocol
type

NFS v3 NFS v3

Advanced
features

Perform access control based on RAM
policies

Server-side encryption

Configure monitoring and alerting

Manage snapshots

The advanced edition of Extreme NAS file
systems also supports the same advanced
features.

3.Extreme NAS file systems3.Extreme NAS file systems
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Scenarios

High-performance web services and development and testing environments for continuous
delivery and continuous deployment (CI/CD).

Not eNot e

The advanced edition of Extreme NAS file systems is unavailable in some zones
due to infrastructure constraints. In this case, you can select the standard
edition instead.

We recommend that you create an Extreme NAS file system in the zone where
your business data resides.

You cannot change the edition of an Extreme NAS file system from standard to
advanced.

Item Standard Advanced

Extreme NAS file systems have been upgraded since May 20, 2020. If  your Extreme NAS file system was
created before May 20, 2020, we recommend that you create another Extreme NAS file system and
migrate data to the new file system. The following table describes the performance metrics, supported
protocols, and advanced features of the Extreme NAS file systems that were created before May 20,
2020. For more information, see Migrate data.

Item Standard Advanced

Bandwidth
The bandwidth does not vary with the
storage capacity. Minimum bandwidth: 0.15
GB/s. Maximum bandwidth: 0.3 GB/s.

The bandwidth does not vary with the
storage capacity. Minimum bandwidth: 0.15
GB/s. Maximum bandwidth: 0.3 GB/s.

IOPS

The IOPS varies with the storage capacity. If
the I/O size is 4 KiB, you can use the
following formulas to calculate the read
and write IOPS:

Read IOPS = 1,000 + 30 × Capacity (GiB).
The maximum IOPS is 20,000.

Write IOPS = 1,000 + 30 × Capacity (GiB).
The maximum IOPS is 10,000.

The IOPS varies with the storage capacity. If
the I/O size is 4 KiB, you can use the
following formulas to calculate the read
and write IOPS:

Read IOPS = 1,000 + 50 × Capacity (GiB).
The maximum IOPS is 45,000.

Write IOPS = 1,000 + 50 × Capacity (GiB).
The maximum IOPS is 30,000.

Average
latency for
reading 4
KiB files

1.2 ms 0.3 ms

Maximum
capacity

32 T iB 32 T iB

Minimum
capacity

100 GiB 100 GiB

Scaling step
size

1 GiB 1 GiB
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Scaling
method

Manual scaling Manual scaling

Protocol
type

NFS v3 NFS v3

Advanced
features

Perform access control based on RAM
policies

Server-side encryption

Configure monitoring and alerting

Manage snapshots

The advanced edition of Extreme NAS file
systems also supports the same advanced
features.

Item Standard Advanced

St orage t ypes··Ext reme NAS file sys
t ems

Apsara File St orage NAS

10 > Document  Version: 20210524

https://www.alibabacloud.com/help/doc-detail/123923.htm#task-960740
https://www.alibabacloud.com/help/doc-detail/145201.htm#task-2349639
https://www.alibabacloud.com/help/doc-detail/140349.htm#task-2309627
https://www.alibabacloud.com/help/doc-detail/135662.htm#task-2071424

	1.General-purpose NAS file systems
	2.IA storage media
	3.Extreme NAS file systems

