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Legal disclaimer
Alibaba Cloud reminds you t o carefully read and fully underst and t he t erms and condit ions of t his legal
disclaimer before you read or use t his document . If you have read or used t his document , it  shall be deemed
as your t ot al accept ance of t his legal disclaimer.

1. You shall download and obt ain t his document  from t he Alibaba Cloud websit e or ot her Alibaba Cloud-
aut horized channels, and use t his document  for your own legal business act ivit ies only. The cont ent  of
t his document  is considered confident ial informat ion of Alibaba Cloud. You shall st rict ly abide by t he
confident ialit y obligat ions. No part  of t his document  shall be disclosed or provided t o any t hird part y for
use wit hout  t he prior writ t en consent  of Alibaba Cloud.

2. No part  of t his document  shall be excerpt ed, t ranslat ed, reproduced, t ransmit t ed, or disseminat ed by
any organizat ion, company or individual in any form or by any means wit hout  t he prior writ t en consent  of
Alibaba Cloud.

3. The cont ent  of t his document  may be changed because of product  version upgrade, adjust ment , or
ot her reasons. Alibaba Cloud reserves t he right  t o modify t he cont ent  of t his document  wit hout  not ice
and an updat ed version of t his document  will be released t hrough Alibaba Cloud-aut horized channels
from t ime t o t ime. You should pay at t ent ion t o t he version changes of t his document  as t hey occur and
download and obt ain t he most  up-t o-dat e version of t his document  from Alibaba Cloud-aut horized
channels.

4. This document  serves only as a reference guide for your use of Alibaba Cloud product s and services.
Alibaba Cloud provides t his document  based on t he "st at us quo", "being defect ive", and "exist ing
funct ions" of it s product s and services. Alibaba Cloud makes every effort  t o provide relevant  operat ional
guidance based on exist ing t echnologies. However, Alibaba Cloud hereby makes a clear st at ement  t hat
it  in no way guarant ees t he accuracy, int egrit y, applicabilit y, and reliabilit y of t he cont ent  of t his
document , eit her explicit ly or implicit ly. Alibaba Cloud shall not  t ake legal responsibilit y for any errors or
lost  profit s incurred by any organizat ion, company, or individual arising from download, use, or t rust  in
t his document . Alibaba Cloud shall not , under any circumst ances, t ake responsibilit y for any indirect ,
consequent ial, punit ive, cont ingent , special, or punit ive damages, including lost  profit s arising from t he
use or t rust  in t his document  (even if Alibaba Cloud has been not ified of t he possibilit y of such a loss).

5. By law, all t he cont ent s in Alibaba Cloud document s, including but  not  limit ed t o pict ures, archit ect ure
design, page layout , and t ext  descript ion, are int ellect ual propert y of Alibaba Cloud and/or it s
affiliat es. This int ellect ual propert y includes, but  is not  limit ed t o, t rademark right s, pat ent  right s,
copyright s, and t rade secret s. No part  of t his document  shall be used, modified, reproduced, publicly
t ransmit t ed, changed, disseminat ed, dist ribut ed, or published wit hout  t he prior writ t en consent  of
Alibaba Cloud and/or it s affiliat es. The names owned by Alibaba Cloud shall not  be used, published, or
reproduced for market ing, advert ising, promot ion, or ot her purposes wit hout  t he prior writ t en consent  of
Alibaba Cloud. The names owned by Alibaba Cloud include, but  are not  limit ed t o, "Alibaba Cloud",
"Aliyun", "HiChina", and ot her brands of Alibaba Cloud and/or it s affiliat es, which appear separat ely or in
combinat ion, as well as t he auxiliary signs and pat t erns of t he preceding brands, or anyt hing similar t o
t he company names, t rade names, t rademarks, product  or service names, domain names, pat t erns,
logos, marks, signs, or special descript ions t hat  t hird part ies ident ify as Alibaba Cloud and/or it s
affiliat es.

6. Please direct ly cont act  Alibaba Cloud for any errors of t his document .
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Document conventions
St yle  Descript ion  Example

 Danger
A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

 Danger:

Resetting will result  in the loss of user
configuration data.

 Warning
A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

 Warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

 Not ice
A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

 Not ice:

If the weight is set to 0, the server no
longer receives new requests.

 Not e
A note indicates supplemental
instructions, best practices, t ips, and
other content.

 Not e:

You can use Ctrl + A to select all files.

>
Closing angle brackets are used to
indicate a multi-level menu cascade.

Click Set t ings   > Net work > Set  net work 
t ype .

Bold
Bold formatting is used for buttons ,
menus, page names, and other UI
elements.

Click OK.

Courier font Courier font is used for commands
Run the cd /d C:/window  command to
enter the Windows system folder.

Italic Italic formatting is used for parameters
and variables.

bae log list  --instanceid

Instance_ID

[] or [a|b]
This format is used for an optional value,
where only one item can be selected.

ipconfig [-all|-t]

{} or {a|b}
This format is used for a required value,
where only one item can be selected.

switch {active|stand}
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Server Load Balancer (SLB) checks the service availability of backend servers (ECS instances) by
performing health checks. Health checks improve the overall availability of your frontend service, and
avoid service impacts caused by exceptions of backend ECS instances.

After you enable the health check function, SLB stops distributing requests to the instance that is
discovered unhealthy and restarts forwarding requests to the instance only when it  is declared healthy.

If  your service is highly sensit ive to traffic load, frequent health checks may impact your service. To
reduce the impact on your service, you can reduce the health check frequency, increase the health
check interval, or change a layer-7 health check to a layer-4 one based on the service condit ions. To
guarantee the service availability, we do not recommend disabling the health check function.

Health check process
SLB is deployed in clusters. Data forwarding and health checks are handled at  the same t ime by node
servers in the LVS cluster and Tengine cluster.

The node servers in the cluster independently perform health checks in parallel, according to health
check configurations. If  an LVS node server detects that a backend ECS instance fails, the LVS node
server no longer sends new client  requests to this ECS instance. This operation is synchronized among
all node servers.

The IP address range used for health checks is 100.64.0.0/10. Make sure that backend ECS instances do
not block this CIDR block. You do not need to configure a security group rule to allow access from this
CIDR block. However, if  you have configured security rules such as iptables, you must allow access from
this CIDR block. (100.64.0.0/10 is reserved by Alibaba Cloud. Other users cannot use any IP address in this
CIDR block and therefore no security risks exist .)

Health checks of HTTP/HTTPS listeners
For layer-7 (HTTP or HTTPS) listeners, SLB checks the status of backend servers by sending HTTP HEAD
requests, as shown in the following figure.

For HTTPS listeners, cert if icates are managed in SLB. HTTPS is not used for data exchange (including
health check data and service interact ion data) between SLB and backend ECS instances so that the
system performance is improved.

1.Health check overview
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The health check process of a layer-7 listener is as follows:

1. A Tengine node server sends an HTTP HEAD request  to the internal IP address, health check port,
and health check path of a backend server according to the health check sett ings.

2. After receiving the request, the backend server returns an HTTP status code based on the running
status.

3. If  the Tengine node server does not receive the response from the backend server within the
specified response t imeout period, the backend server is declared as unhealthy.

4. If  the Tengine node server receives a response from the backend ECS instance within the specified
response t imeout period, the node server compares the response with the configured status code.
If  the status code is the same, the backend server is declared as healthy. Otherwise, the backend
server is declared as unhealthy.

Health checks of TCP listeners
For TCP listeners, SLB checks the status of backend servers by establishing TCP connections, as the
following figure shows.

The health check process of a TCP listener is as follows:

1. The LVS node server sends a TCP SYN packet to the internal IP address and health check port  of a
backend ECS instance.

Healt h check·Healt h check overvie
w
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2. After receiving the request, the backend server returns a TCP SYN and ACK packet if  the
corresponding port  is listening normally.

3. If  the LVS node server does not receive the packet from the backend ECS instance within the
specified response t imeout period, the server determines that the service does not respond and
health check fails. Then, the server sends an RST packet to the backend ECS instance to terminate
the TCP connection.

4. If  the LVS node server receives the packet from the backend ECS instance within the specified
response t imeout period, the server determines that the service runs properly and the health check
succeeds. Then, the server sends an RST packet to the backend ECS instance to terminate the TCP
connection.

Not e   In general, TCP three-way handshakes are conducted to establish a TCP connection.
After the LVS node server receives the SYN and ACK data packet from the backend ECS instance,
the LVS node server sends an ACK data packet, and then immediately sends an RST data packet to
terminate the TCP connection.

This process may cause backend server to think an error occurred in the TCP connection, such as an
abnormal exit , and then report  a corresponding error message, such as  Connection reset by
peer .

Solut ion:

Use HTTP health checks.

If  you have enabled the function of obtaining real IP addresses, you can ignore the
connection errors caused by accessing the preceding SLB CIDR block.

Health checks of UDP listeners
For UDP listeners, SLB checks the status of backend servers by sending UDP packets, as shown in the
following figure.

The health check process of a UDP listener is as follows:

1. The LVS node server sends a UDP packet to the internal IP address and health check port  of the ECS

Server Load Balancer Healt h check·Healt h check overvie
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instance according to health check configurations.

2. If  the corresponding port  of the ECS instance is not listening normally, the system returns an ICMP
error message, such as  port XX unreachable . Otherwise, no message is sent.

3. If  the LVS node server receives the ICMP error message within the response t imeout period, the ECS
instance is declared as unhealthy.

4. If  the LVS node server does not receive any message within the response t imeout period, the ECS
instance is declared as healthy.

Not e   For UDP health checks, the health check result  may fail to reflect  the real status of a
backend ECS instance in the following situation:

If the ECS instance uses a Linux operating system, the speed of sending ICMP messages in high
traffic hours is limited due to the anti-ICMP attack protect ion function of Linux. In this case, even if
an exception occurs to the ECS instance, SLB may declare the backend server as healthy because
the error message  port XX unreachable  is not returned. Then, the health check result  deviates
from the actual service status.

Solut ion:

Specify a pair of request  and response for UDP health checks. If  the specified response is returned,
the ECS instance is considered healthy. Otherwise, the ECS instance is considered unhealthy. To
achieve this, you must configure the client  accordingly.

Health check t ime window
The health check function effect ively improves the availability of your service. However, to avoid the
impact of switching caused by frequent health check failures on system availability, status is switched
(health check succeeded or failed) only when the health check succeeds or fails for a specified number
of t imes in the t ime window. The health check t ime window is determined by the following three
factors:

Health check interval: how often the health check is performed.

Response t imeout: the length of t ime to wait  for a response.

Health check threshold: the number of consecutive successes or failures of health checks.

The health check t ime window is calculated as follows:

Health check failure t ime window = Response t imeout × Unhealthy threshold + Health check interval ×
(Unhealthy threshold -1)

Healt h check·Healt h check overvie
w

Server Load Balancer

8 > Document  Version: 20220406



Health check success t ime window = Response t ime of a successful health check × Healthy threshold
+ Health check interval × (Healthy threshold - 1)

Not e   The success response t ime of a health check is the duration from the t ime when the
health check request  is sent to the t ime when the response is received. When TCP health checks
are used, the t ime is short  and almost negligible because the health check only checks whether
the port  is alive. For HTTP health checks, the t ime depends on the performance and load of the
application server and is generally within seconds.

The health check result  has the following impact on request  forwarding:

If the health check of the target ECS instance fails, new requests are distributed to other ECS

Server Load Balancer Healt h check·Healt h check overvie
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instance. The client  access is normal.

If  the health check of the target ECS instance succeeds, new requests are distributed to it . The client
access is normal.

If  a request  arrives during a health check failure window, the request  is st ill sent to the ECS instance
because the ECS instance is being checked and has not been declared unhealthy. Then, the client
access fails.

Healt h check·Healt h check overvie
w
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This topic describes how to configure health checks. You can configure health checks when you create
a listener or for an exist ing listener. The default  health check sett ings can meet your requirements in
most cases.

Context
You can configure health checks by using the SLB console or API operations. For more information, see
Health check overview and Health check FAQ.

Procedure
1. 

2. 

3. Select  a region.

4. Find an SLB instance and click the instance ID.

5. On the page that appears, click the List ener  tab.

6. Click Add List ener , or f ind an exist ing listener and click Modif y List ener   in the Act ions  column.

7. Click Next  to go to the Healt h Check  step and configure the health check.

We recommend that you use the default  sett ings when you configure health checks.

Health check parameters

Parameter Description

Healt h Check
Prot ocol

Select the protocol that the SLB instance uses when it  performs health
checks. For TCP listeners, both TCP health checks and HTTP health checks are
supported.

A TCP health check implements detection at the network layer by sending
SYN packets to check whether a port is open.

An HTTP health check verifies the health of a backend server by sending
HEAD or GET  requests to simulate browser access.

Healt h Check
Met hod

(for the HTTP and
HTTPS health checks
only)

Health checks of Layer 7 (HTTP or HTTPS) listeners support both the HEAD
and GET methods. The HEAD method is used by default.

If your backend application server does not support the HEAD method or if
the HEAD method is disabled, the health check may fail. To solve this issue,
you can use the GET  method instead.

If the GET  method is used and the response size exceeds 8 KB, the response
is truncated. However, the health check result  is not affected.

Not e   Health checks of Layer 7 listeners of all regions support the
GET method.

2.Configure health checks
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Healt h Check Pat h 
and Healt h Check
Domain Name
(Opt ional)

(for the HTTP health
checks only)

By default, SLB sends HTTP HEAD requests to the default homepage
configured on the application server through the internal IP address of the
backend ECS instance to perform health checks.

If you do not use the default homepage of the application server for health
checks, you must specify the path for health checks.

Some application servers verify the host field in requests. In this case, the
request header must contain the host field. If a domain name is configured in
health check settings, SLB adds this domain name to the host field when SLB
forwards a health check request to one of the preceding application servers.
If no domain name is configured, SLB does not include the host field in
requests and the requests are rejected by the application server, which may
cause health checks to fail. If your application server verifies the host field in
requests, you must configure a domain name in health check settings to
ensure that the health check feature functions properly.

Normal St at us Code 

(for the HTTP health
checks only)

Select the HTTP status code that indicates successful health checks.

Default values: http_2xx and http_3xx.

Healt h Check Port

The detection port used by the health check feature to access backend
servers.

By default, the backend port configured for the listener is used.

Not e   If a VServer group or a primary/secondary server group is
configured for the listener, and the ECS instances in the group use
different ports, leave this parameter empty. SLB uses the backend port
of each ECS instance to perform health checks.

Response T imeout

The length of t ime to wait for a health check response. If the backend ECS
instance does not send an expected response within the specified period of
time, the health check fails.

Valid values: 1 to 300. Unit: seconds. Default value for UDP listeners: 10.
Default value for HTTP, HTTPS, and TCP listeners: 5.

Healt h Check
Int erval

The interval between two consecutive health checks.

All nodes in the LVS cluster perform health checks independently and in
parallel on backend ECS instances at the specified interval. The health check
statistics of a single ECS instance cannot reflect the health check interval
because the nodes perform health checks at different t imes.

Valid values: 1 to 50. Unit: seconds. Default value for UDP listeners: 5.
Default value for HTTP, HTTPS, and TCP listeners: 2.

Unhealt hy
T hreshold

The number of consecutive failed health checks that must occur on a
backend ECS instance before this ECS instance is declared unhealthy.

Valid values: 2 to 10. Default value: 3.

Parameter Description

Healt h check·Configure healt h chec
ks

Server Load Balancer

12 > Document  Version: 20220406



Healt hy T hreshold 

The number of consecutive successful health checks that must occur on a
backend ECS instance before this ECS instance is declared healthy.

Valid values: 2 to 10. Default value: 3.

Healt h Check
Request s   and Healt h
Check Result s

When you configure health check for a UDP listener, you can enter the
request content (such as youraccount ID ) in the Healt h Check Request s 
field and the expected response (such as slb123) in the Healt h Check
Result s   field.

This operation adds the health check response logic to backend servers. For
example, slb123 is returned when a youraccountID request is received.

If SLB receives the expected response from a backend server, the health
check succeeds. Otherwise, the health check fails. You can use this method
to improve health check accuracy.

Parameter Description

8. Click Next .

Related information
Execute a health check script

Server Load Balancer Healt h check·Configure healt h chec
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This topic describes how to use Cloud Assistant to execute a health check script  on Elast ic Compute
Service (ECS) instances and view the health check results. Heath check scripts are generated based on
the health check configurations of listeners. You can manually execute a health check script  after you
attach backend servers to a Classic Load Balancer (CLB) instance.

Prerequisites
To execute a health check script  on backend servers, make sure that the following requirements are
met:

Your CLB service is granted the required permissions to perform health checks on ECS instances. To
grant the permissions, go to RAM Roles.

The backend servers that you want to check must be ECS instances that run Linux, the default  Linux
shell must be Bash, and Cloud Assistant must have been installed on the ECS instances. In addit ion,
the ECS instances must be deployed in a virtual private cloud (VPC) and they must be in the Running
state.

Health checks are enabled for the listener of the CLB instance, and the ECS instances are added to
the backend server group.

Context
Before you execute a health check script, take note of the following items:

You cannot execute a health check script  on backend servers that are associated with forwarding
rules.

The heath check results returned after you execute a script  may differ from those after the system
automatically performs a health check. This is because different connections are used to perform
these health checks. The health check results returned upon a script  execution only provide you with
suggestions on health check configurations. For backend server troubleshooting, the health check
results returned upon scheduled health checks shall prevail.

Procedure
1. 

2. 

3. Find the CLB instance for which you want to check backend servers and click its ID.

4. On the List ener  tab, f ind the listener that you want to manage and click Modif y List ener   in the
Actions column.

5. On the Conf igure List ener   page, click Next  until the Healt h Check  step appears.

6. Click Healt h Precheck  in the Advanced sect ion.

7. On the Healt h Precheck  page, find the backend server on which you want to execute a health
check script  and click St art  Precheck   in the Act ions column.

You can select  up to five ECS instances at  a t ime. If  you want to execute the health check script  on
more than five ECS instances, divide these ECS instances into batches.

8. Click OK to execute the health check script. After the health check script  is executed, the result  is
displayed in the console.

The following table describes the check items that are supported by listeners.

3.Execute a health check script
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Listener type
Status of
health check
ports

iptables
configuration

rpfilter
configuration

Response
upon HTTP
probing

UDP probing

TCP ✓ ✓ ✓ ✓ -

UDP ✓ ✓ ✓ - ✓

HTTP ✓ ✓ ✓ ✓ -

HTTPS ✓ ✓ ✓ ✓ -

To view the script  execution result  in details, log on to the Cloud Assistant console, select  the
region where the ECS instance is deployed, and then click the T asks  tab.

Server Load Balancer Healt h check·Execut e a healt h chec
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This topic describes how to disable the health check feature for a Server Load Balancer (SLB) instance. If
you disable the health check feature, requests may be distributed to unhealthy backend Elast ic
Compute Service (ECS) instances. This causes service disruptions. We recommend that you enable the
health check feature.

Procedure
1. Log on to the SLB console.

2. On the Inst ances  page, find the SLB instance that you want to manage and click its instance ID.

3. On the List ener  tab, f ind the listener for which you want to disable the health check feature and
click Modif y List ener   in the Act ions  column.

4. On the Conf igure List ener   page, click Next  to proceed to the Healt h Check  wizard page.

5. Turn off the Enable Health Check switch and click Next .

6. Click Submit  and click OK.

4.Disable the health check feature

Healt h check·Disable t he healt h ch
eck feat ure
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The following questions about health checks are frequently asked:

How does the health check feature of Server Load Balancer (SLB) work?

What are the recommended configurations for health checks in SLB?

Can I disable the health check feature?

What is the recommended health check method for TCP listeners?

How are health checks impacted if  the weight of an ECS instance is zero?

What health check method is used for HTTP listeners on backend ECS instances?

What is the CIDR block that HTTP listeners use to Health Check to backend ECS instances?

Why do the console and web logs display a different health check frequency?

How do I handle a health check failure caused by a faulty backend database?

Why is a network connection exception recorded in the backend service logs, but the TCP health
check is displayed as successful?

Why is the health check result  returned as unhealthy even though the service is running normally?

How does the health check feature of Server Load Balancer (SLB)
work?
SLB performs health checks to verify the availability of backend ECS instances. If  the health check
feature is enabled and the check result  shows that a backend ECS instance is unhealthy, the SLB
instance does not forward new requests to the ECS instance t ill the instance becomes healthy.

SLB uses the CIDR block of 100.64.0.0/10 for health checks. Make sure that this CIDR block is permitted
to access the backend ECS instances. You do not need to configure a security group rule to allow
access from this CIDR block. However, if  you have configured security rules such as iptables, you must
allow access from this CIDR block. 100.64.0.0/10 is reserved by Alibaba Cloud. Other users cannot use
any IP addresses within this CIDR block. Therefore, no relevant security risks exist .

For more information, see Health check overview.

What are the recommended configurations for health checks in SLB?

5.Health check FAQ
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To avoid impacts on system availability caused by frequent switching after failed health checks, the
health check status switches only when health checks successively succeed or fail for a specified
number of t imes within a certain t ime window. For more information, see Configure health checks.

The following table describes the recommended health check configurations for TCP, HTTP, and HTTPS
listeners.

Parameter Recommended value

Response T imeout  5 seconds

Healt h Check Int erval    2 seconds

Unhealt hy T hreshold   3

The following table describes the recommended health check configurations for UDP listeners.

Parameter Recommended value

Response T imeout  10 seconds

Healt h Check Int erval    5 seconds

Unhealt hy T hreshold   3

Healt hy T hreshold   3

Not e   The recommended configurations help restore the service in a t imely manner if  the
health check of a backend server fails. If  you have higher requirements, you can specify a lower
response t imeout value. However, you must make sure the response t ime in the normal status is less
than the t imeout value that you have specified.

Can I disable the health check feature?
You can disable health checks only for HTTP and HTTPS listeners. Health check for TCP and UDP listeners
cannot be disabled. For more information, see Disable the health check feature.

Not e   If  you disable health checks, requests may be distributed to unhealthy ECS instances
and cause impacts on your business. We recommend that you enable health checks.

What is the recommended health check method for TCP listeners?
For TCP listeners, both the HTTP and TCP health check methods are supported:

A TCP health check sends SYN handshake packets to an instance to check whether the status of the
instance is healthy.

An HTTP health check simulates a process that uses a web browser to access resources by sending
HEAD or GET requests to an instance and check whether the instance is healthy.

A TCP health check consumes less server resources. If  the traffic load on backend servers is high, select
TCP health checks. Otherwise, select  HTTP health checks.

Healt h check·Healt h check FAQ Server Load Balancer
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How are health checks impacted if the weight of an ECS instance is
zero?
If  you set  the weight of an ECS instance to zero, SLB no longer forwards traffic to this ECS instance, and
the ECS instance is determined as healthy in a health check.

After you set  the weight of an ECS instance to zero, the ECS instance is removed from SLB. The weight
is set  to zero only when you restart  or manage an ECS instance.

What health check method is used for HTTP listeners on backend ECS
instances?
The HEAD method.

If  you do not use the HEAD method for backend ECS instances, the backend ECS instances fail the
health checks. We recommend that you access your own IP address on an ECS instance by using the
HEAD method for test ing. Run the following command on an ECS instance to access your IP address:

curl -v -0 -I -H "Host:" -X HEAD http://IP:port

What is the CIDR block that HTTP listeners use to Health Check to
backend ECS instances?
The CIDR block used by SLB health checks is . If  backend ECS instances enable access control such as
iptables, you must allow the access of on the internal network interface controller (NIC).

Why do the console and web logs display a different health check
frequency?
Health checks are performed in clusters to avoid single points of failure. Proxies of SLB are deployed on
mult iple nodes. Therefore, the health check frequency recorded in web logs is different from the
frequency configured in the console.

How do I handle a health check failure caused by a faulty backend
database?
Problem descript ion:

Two web sites are configured on an ECS instance. The website www.test.com is a stat ic website, and
the website app.test.com is a dynamic website. Both websites are configured with SLB services. A 502
error occurs due to a backend database fault  when www.test.com is accessed.

Cause:

The domain name app.test.com is set  for health checks. ApsaraDB RDS or self-built  database failure
causes an access error to app.test.com and the health check fails.

Solut ion:

Set the domain name that is used for health checks to www.test.com.

Why is a network connection exception recorded in the backend
service logs, but the TCP health check is displayed as successful?
Problem descript ion:
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After a backend TCP port  is configured in an SLB listener, the backend service logs frequently displays a
network connection exception. The requests are sent from the SLB instance and the SLB instance also
sends RST packets to the backend server at  the same t ime.

Cause:

The problem is related to the health check mechanism.

TCP does not interrupt the upper-level services and is used to reduce the cost  of health checks and the
impacts on backend services. TCP health checks perform only a simple three-way handshake and then
directly send RST packets to terminate the TCP connection. The following sect ion describes the data
exchange process:

1. The SLB server sends an SYN request  packet to the backend SLB port.

2. The backend servers reply with an SYN-ACK package if  the backend port  is normal.

3. After the SLB instance receives the response from the backend port, the SLB instance determines
that the listener and the backend servers are healthy.

4. The SLB instance sends a RST packet to the backend port  to terminate the connection. A health
check is complete.

After the health check succeeds, the SLB instance directly sends RST packets to terminate the
connection. No data is sent afterwards. As a result , upper-level services such as the Java connection
pool determine that the connection is abnormal and errors such as  Connection reset by peer  occur.

Solut ion:

Change the protocol from TCP to HTTP.

Filter the logs for requests from the CIDR block of the SLB server and ignore related error messages.

Why is the health check result  returned as unhealthy even though
the service is running normally?
Problem descript ion:

The HTTP health check always fails, but the status code is normal. The  curl-I  command obtains the
following status code:

echo -e 'HEAD /test.html HTTP/1.0\r\n\r\n' | nc -t 192.168.0.1 80

Cause:

If the returned status code is different from the healthy status code configured in the console, the
backend ECS instances are declared as unhealthy. For example, assume that the configured healthy
status code is http_2xx, the health check fails if  the returned status code is not http_2xx.
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No error occurred when a curl test  is performed on the Tengine or Nginx cluster, but a 404 error
occurred in the test.html test  f ile because the default  site is used in the echo test. The following figure
shows the error details:

Solut ion:

Modify the main configuration file and comment out the default  site.

Add the domain name that is used for health checks in the health check configurations.
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