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Legal disclaimer

Alibaba Cloud reminds you to carefully read and fully understand the terms and conditions of this legal
disclaimer before you read or use this document. If you have read or used this document, it shall be deemed
as your total acceptance of this legal disclaimer.

1.

You shall download and obt ain this document from the Alibaba Cloud website or other Alibaba Cloud-
aut horized channels, and use this document for your own legal business activities only. The content of
this document is considered confidential information of Alibaba Cloud. You shall strictly abide by the
confidentiality obligations. No part of this document shall be disclosed or provided to any third party for
use wit hout the prior written consent of Alibaba Cloud.

. No part of this document shall be excerpted, translated, reproduced, transmitted, or disseminated by

any organization, company or individual in any form or by any means without the prior written consent of
Alibaba Cloud.

. The content of this document may be changed because of product version upgrade, adjustment, or

other reasons. Alibaba Cloud reserves the right to modify the content of this document without notice
and an updated version of this document will be released through Alibaba Cloud-aut horized channels
from time to time. You should pay attention to the version changes of this document as they occur and
download and obt ain the most up-to-date version of this document from Alibaba Cloud-aut horized
channels.

. This document serves only as a reference guide for your use of Alibaba Cloud products and services.

Alibaba Cloud provides this document based onthe "status quo", "being defective", and "existing
functions" of its products and services. Alibaba Cloud makes every effort to provide relevant operational
guidance based on existing technologies. However, Alibaba Cloud hereby makes a clear statement that
it in no way guarantees the accuracy, integrity, applicability, and reliability of the content of this
document, either explicitly or implicitly. Alibaba Cloud shall not take legal responsibility for any errors or
lost profits incurred by any organization, company, or individual arising from download, use, or trust in
this document. Alibaba Cloud shall not, under any circumstances, take responsibility for any indirect,
consequential, punitive, contingent, special, or punitive damages, including lost profits arising from t he
use or trust inthis document (evenif Alibaba Cloud has been notified of the possibility of such a loss).

. By law, allthe contents in Alibaba Cloud documents, including but not limited to pictures, architecture

design, page layout, and text description, are intellectual property of Alibaba Cloud and/or its
affiliates. This intellect ual property includes, but is not limited to, trademark rights, patent rights,
copyrights, and trade secrets. No part of this document shall be used, modified, reproduced, publicly
transmitted, changed, disseminated, distributed, or published wit hout the prior written consent of
Alibaba Cloud and/or its affiliates. The names owned by Alibaba Cloud shall not be used, published, or
reproduced for marketing, advertising, promotion, or ot her purposes wit hout the prior written consent of
Alibaba Cloud. The names owned by Alibaba Cloud include, but are not limited to, "Alibaba Cloud",
"Aliyun", "HiChina", and other brands of Alibaba Cloud and/or its affiliates, which appear separately or in
combination, as well as the auxiliary signs and patterns of the preceding brands, or anyt hing similar to
the company names, trade names, trademarks, product or service names, domain names, patterns,
logos, marks, signs, or special descriptions that third parties identify as Alibaba Cloud and/or its
affiliates.

. Please directly contact Alibaba Cloud for any errors of this document.
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Document conventions

Style

/\ Danger

warning

) Notice

@ Note

Bold

Courier font

Italic

(1 or [alb]

{} or {a|b}

Description

A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

A note indicates supplemental
instructions, best practices, tips, and
other content.

Closing angle brackets are used to
indicate a multi-level menu cascade.

Bold formatting is used for buttons ,
menus, page names, and other Ul
elements.

Courier font is used for commands

ltalic formatting is used for parameters
and variables.

This format is used for an optional value,
where only one item can be selected.

This format is used for a required value,
where only one item can be selected.

Example

& Danger:

Resetting will result in the loss of user
configuration data.

warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

p Notice:

If the weight is set to 0, the server no
longer receives new requests.

@ Note:

You can use Ctrl + A to select all files.

Click Settings> Network> Set network
type.

Click OK.

Runthe cd /d C:/window command to
enter the Windows system folder.

bae log list --instanceid

Instance_ID

ipconfig [-all|-t]

switch {active|stand}
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1.0peration Center
1.1. Overview

Operation Center provides the following modules: Overview, RealTime Task Maintenance, Cycle Task
Maintenance, Manual T ask Maintenance, Alarm, Intelligent Diagnosis, Resource, and Engine Maintenance.
You can use these modules to perform O&M operations on nodes, engines, and resources.

Modules of Operation Center

In general, after you commit and deploy a node that is configured in DataStudio, you can perform O&M
operations on the node in Operation Center. Operation Center provides multiple modules such as
Overview and RealTime Task Maintenance. The following table describes the modules of Operation
Center.

Module Description Sup.ported
environment
This module is
available only for
the production
environment of a
Dataworks
workspace in
standard mode.

This module displays the statuses of nodes in charts. For more

Overview . . .
information, see View the dashboard.

This module allows you to run, stop, and disable real-time sync
RealTime Task nodes, and configure alert rules for monitoring real-time sync
Maintenance nodes. For more information, see Manage real-time
synchronization nodes.

This module displays the auto triggered nodes that are

committed to the scheduling system and the auto triggered

node instances that are generated after the nodes are run by

the scheduling system. On the Cycle Task page, you can view all

existing auto triggered nodes and perform operations such as

changing the resource groups and owners of auto triggered
Cycle Task nodes.

Maintenance . .
DataWorks generates instances for auto triggered nodes each

evening based on the point in time at which the auto triggered
nodes are committed. You can perform operations on auto
triggered nodes to generate retroactive instances and test
instances for the nodes. For more information, see View auto
triggered nodes.
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Module

Manual Task
Maintenance

Alarm

Description

This module displays the manually triggered nodes or
workflows that are committed to the scheduling system and
the manually triggered instances that are generated after the
nodes or workflows are manually triggered. On the Manual
Task page, you can view all existing manually triggered nodes
or workflows and perform operations such as changing the
resource groups and owners of manually triggered nodes or
workflows.

In the upper part of the Manual Task page, you can set the
Type parameter to Manually Triggered Workflow to view
manually triggered workflows. You can trigger the manually
triggered workflows to run and generate instances for the
manually triggered workflows. Then, you can view the
execution details of the manually triggered workflows on the
Manual Instance page. For more information, see Manually
triggered nodes.

This module allows you to configure alert rules for monitoring
auto triggered nodes. This module monitors the statuses of
auto triggered node instances and the usage of exclusive
resource groups in automatic scheduling scenarios.

This module also allows you to configure alert rules for
monitoring a specific object such as a node, workflow,
workspace, baseline, real-time compute node, exclusive
resource group for scheduling, or exclusive resource group for
Data Integration. In addition, this module allows you to
configure alert rules for monitoring the baselines of the global
line-of-business and sends alert notifications based on the
notification method you specify. The notification methods
include SMS messages, emails, and DingT alk chatbots. For more
information, see Overview.

@ Note Only Singapore, Malaysia(Kuala Limpur), and
Germany(Frankfurt) support the SMS reminding method. To
use the SMS reminding method in other regions, submit a
ticket to contact DatawWorks technical support.

Supported
environment

This module is
available only for
the production
environment of a
Dataworks
workspace in
standard mode.
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Module Description Sup.ported
environment
This module monitors the usage of exclusive resource groups
for scheduling and exclusive resource groups for Data
Integration and automatically performs O&M operations. You
Resource . : b
can view the usage of a resource group and the list of nodes
that are using or waiting to use the resource group. For more
information, see Resource O&M.
This module is available only for E-MapReduce (EMR) compute
engines. A DataWorks node instance that runs on an EMR
compute engine contains multiple EMR jobs. These EMR jobs are This module is
run based on a specific sequence. You can use the Engine available only for
Engine Maintenance module of Dataworks to view the details of each the production

Maintenance

EMR job and identify and remove the jobs that fail to be run.
This prevents failed jobs from affecting the execution of both
the DataWorks node instance to which the jobs belong and the
descendant nodes of the node that generates the node

environment of a
Dataworks
workspace in
standard mode.

instance. For more information, see Use the engine O&M
feature.

This module is
available only for
the production
environment of a
Dataworks
workspace in
standard mode.

This module helps you track the execution of nodes and
identify problems. For more information, see Instance
diagnosis.

Intelligent
Diagnosis

When you use Operation Center of DataWorks, take note of the following items:

e |n a DataWorks workspace in standard mode, you can click the switch icon next to Operation Centerin
the top navigation bar to switch between the development and production environments.

e Only Operation Center of the production environment supports automatic scheduling. You can view
auto triggered node instances only on the Cycle Instance page in Operation Center of the production
environment.

Logic for running nodes

Before you run a node that is committed and deployed to Operation Center, an instance must be
generated forthe node. Then, Dataworks runs the node based on the trigger mechanismthat is
configured.

For example, an auto triggered node is run based on the following logic:

e Afterthe auto triggered node is committed to Operation Center, Dataworks generates an instance
each night for running the node the following day. Then, the generated instance is automatically
triggered to run based on your scheduling configuration when the trigger conditions are met. The
scheduling configuration includes node dependencies, the point in time when the node is
automatically triggered to run, and the resources for running the node.

e You can manually generate retroactive data for the auto triggered node to generate a retroactive
instance for the node. The retroactive instance can be run to obtain the retroactive data of the auto
triggered node in the specified time range in the past. Alternatively, you can manually test an auto
triggered node to generate a test instance for the node.
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@ Note

To sumup, auto triggered node instances are automatically generated for auto
triggered nodes and automatically run based on the scheduling configuration when the trigger
conditions are met. Test instances or retroactive instances are generated after you manually
trigger DataWorks to generate retroactive data for or test auto triggered nodes. Therefore, test
instances and retroactive instances are generated based on the latest node configurations.

e Onthe Cycle Instance, Patch Data, orTest Instance page under Cycle Task Maintenance, you
can view the statuses of auto triggered node instances, retroactive instances, or test instances. You
can determine whether the data output of an instance is normal based on the status of the instance.
For more information about instance statuses, see Related information: Instance status.

Instance
type

Auto
triggere
d node
instance

Scenario

You want to
perform periodic
extract, transform,
load (ETL)
operations.

How to generate the
instance based on an

auto triggered node

Dataworks
automatically
generates an auto
triggered node
instance based on
the snapshot
information of the
auto triggered node
at a specific point in
time.

@ Note If a
Dataworks
workspace in
standard mode
is used, an auto
triggered node
instance can be
automatically
generated and
run only in the
production
environment.

Prerequisite for
running the
corresponding node

How to trigger the
instance to run

Dataworks
automatically
triggers an auto
triggered node
instance to run.
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How to generate the ) -
v How to trigger the Prerequisite for

'Icr;sp;c:nce S instancg based on an instance to run running the
auto triggered node corresponding node
® Youwant to
generate
retroactive data
for the current
node and its
descendant nodes
for a specific time
range in the past. The following
In other words, prerequisites must
you want to You need to be met before an
perform ETL manually trigger After you manually auto triggered node
operations on DatawWorks to trigger DataWorks_to starts to run:
Retroact historical data. generate retroactive 3e|t1erfatet:1etroatctlve * The parent node
ive You want to data for the auto tr?gge?erd neo;ja: 2 of this node is
instance generate triggered node and retroactive inst:ance successfully run.

retroactive data
for the current
node and its
descendant nodes

generate a
retroactive instance
for the node.

is generated and
triggered to run.

® The scheduled
point in time for
running the node

is reached.
for a specific time
range in the e Sufficient
future. In other scheduling

words, you want
to perform ETL
operations on
future data in
advance.

resources are
provided for
running the node.

e This node is not
frozen.
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Instance

Scenario
type

You want to test the
current auto
triggered node to
check whether the
node can be run as
expected.

@ Note

When you run a
test instance,
Test the code logic
instance of the test
instance is
implemented.

How to generate the
instance based on an

auto triggered node

You need to
manually trigger
DataWorks to test
the auto triggered
node and generate a
test instance for the
node.

Prerequisite for
running the
corresponding node

How to trigger the
instance to run

After you manually
trigger DatawWorks to
test the auto
triggered node, a
test instance is
generated and
triggered to run.

After an auto triggered node is deployed in the production environment, you can view the node onthe
Cycle Task page. However, when an instance is generated for the auto triggered node depends on the
method that you use to generate the instance. For more information, see Configure time properties.

Node O&M: Intelligent monitoring

You can configure alert rules for monitoring auto triggered node instances and exclusive resource

groups.

e Customalert rules

You can configure a custom alert rule for monitoring the specified object.

For example, you can specify that an alert notification is sent if a node of the specified object such
as a baseline, workspace, or workflow is in one of the following states: Completed, Uncompleted,
Error, Uncompleted in Cycle, Overtime, and The error persists after the node automatically reruns. You
can specify that an alert notification is sent if an error occurs when a real-time compute node runs.
You can also configure a custom alert rule for monitoring an exclusive resource group. For example,
you can specify that an alert notification is sent if the resource usage or the number of node
instances that are waiting for resources exceeds a specific threshold. In addition, you can use the
automated O&M feature of intelligent monitoring to send notifications to the specified alert contact
such as the node owner, specified responsible person, or on-duty engineer that you specify for the
shift schedule. Notifications can be sent by using SMS messages, emails, or DingT alk chatbots. For
more information, see Manage custom alert rules.

e Built-in global alert rules

11
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You can monitor special events or implement global monitoring by using built-in global alert rules,
including alert rules for node isolation, node loops, global events, and global baselines.

o Alert rule for node isolation

Isolated nodes are nodes that do not have upstream dependencies. You can view the
dependencies of an auto triggered node on the Cycle Task or Cycle Instance page. When
DataWorks schedules auto triggered nodes to run, isolated nodes are excluded fromthe
scheduling. Therefore, isolated nodes cannot be automatically triggered to run. If anisolated node
has a large number of descendant nodes, the descendant nodes may fail to be run. Afteran
isolated node is generated, an alert notification is automatically sent. Handle the issue at the
earliest opportunity if you receive an alert notification that indicates an isolated node.

o Alert rule for node loops

If a node serves as both the ancestor node and descendant node of another node, a node loop is
formed. As a result, a dependency loop is formed. The nodes in a node loop cannot be
automatically scheduled to run. After a node loop is formed, an alert notification is automatically
sent. Handle the issue at the earliest opportunity if you receive an alert notification that indicates
a node loop.

o Alert rule for global events

You can configure alert rules for monitoring events that may affect the execution of nodes inthe
baselines of critical concern. You can specify the following information for a specific baseline: the
maximum number of alerts to be handled, minimum intervals at which alert notifications are to be
sent, notification methods, and alert contacts.

o Alert rule for global baselines

You can specify the following information for a baseline of critical concern: the maximum number
of alerts to be handled, minimum intervals at which alert notifications are to be sent, notification
methods, and alert contacts.

e Baseline management

You can use the baseline management feature to dynamically monitor lines-of -business and
baselines.

You can add the nodes of critical concernto a baseline. After the baseline is enabled, the nodes in
the baseline are monitored. If the data output of the nodes in the baseline is affected, an alert is
generated. For example, if an error is reported or the speed for running the nodes slows down, the
data output is affected. Then, DatawWorks calculates based on the historical duration required for
running these nodes to learn whether the data output of the current day can be generated and
generates alerts in advance. For more information, see Manage baselines.

e Automated O&M

You can use the automated O&M feature to manage exclusive resource groups based on the
configured custom alert rules for the resource groups when the specified conditions are met. For
example, you can terminate the execution of node instances. For more information, see Automated
o&M.

Data O&M: Data quality

Data Quality of DataWorks can monitor the table data generated by auto triggered node instances,
retroactive instances, and test instances.
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You can configure a data quality rule for a table generated by a node. Then, Data Quality matches the
partitions in the table by using the partition expression configured for the table. If the node that is
associated with the data quality rule is run, the data quality rule is triggered. You can specify the
strength of the rule to determine whether a node exits when an error occurs. This limits the flow of
dirty data. You can also subscribe to rules to receive corresponding alert notifications at the earliest
opportunity. For more information, see Overview.

Related information: Instance status

As mentioned in the Logic for running nodes section in this topic, the following conditions must be met
before a node startsto run:

e The parent node of this node is successfully run.

e The scheduled point in time for running the node is reached.

e Sufficient scheduling resources are provided for running the node.

e This node is not frozen.

[ ]

Two of the preceding conditions are related to node statuses. A node instance status model defines

the six states of a node throughout the time to live (TTL). The following figure shows the logic of
conversion between the states.

No. State Icon Conversion logic
1 Succeeded
2 Not running
3 Failed
4 Running
SETS SHTR MNEERETR. B/BESFIIETHET S
5 Waiting

Suspended or
frozen

1.2. View the dashboard

The dashboard displays the overall operations and maintenance (0&M) inf ormation, including the
metrics that require your special attention, overall running information about nodes, and trends on
scheduling resources. It also displays the information about data integration, including the running
status distribution and data synchronization progress of batch sync nodes and real-time sync nodes.
The dashboard helps improve O&M efficiency.

View the dashboard
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1. Log onto the Dataworks console.
2. Inthe left-side navigation pane, click Workspaces.

3. Afteryou select the region in which the workspace that you want to manage resides, find the
workspace and click Data Analytics inthe Actions column.

4. Clickthe B iconinthe upper-left corner and choose All Products > Task Operation >

Operation Center. The Workbench Overview tab of the Overview page appears.

View the overall 0&M information

The Workbench Overview tab displays statistics on auto triggered nodes and auto triggered node
instances. Other types of nodes or node instances are not included. You can view the following
information on the Overview page:

e The Focus on section displays the following information:

o The numbers of auto triggered node instances that require your special attention, including f ailed
node instances, slow node instances, and node instances pending for resources. The statistics are
collected on node instances whose data timestamp is the day before the current date. A node
instance is considered a slow node instance when it meets the following conditions:

m The node instance is running.
m The running time of the node instance exceeds 30 minutes.

m The running time of the node instance is at least 15 minutes longer than the average running
time of the past 10 days.

o The numbers of isolated nodes, paused nodes, and expired nodes.

m Anisolated node is a node that does not have an ancestor node. In this case, the node cannot
be run. For example, if you change the output name for the parent node of a node, the
dependency becomes invalid.

m Afteranode is paused, the node no longer generates node instances and cannot be scheduled.

m [f anode is not triggered at the specified time, the node becomes expired.

The statistics in this section are updated when you load the page. You can click a type of node or
node instance to go to the details page and view the specific nodes or node instances. We
recommend that you fix these nodes and node instances at the earliest opportunity to avoid impacts
on your business.

e The RUNNING state distribution section displays the distribution of auto triggered node instances
in different states. The data timestamp of these node instances is the day before the current date.
The statistics in this section are updated when you load the page. You can click a sector in the pie
chart to view the node instances in the specific state.
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| RUNNING state distribution

Pending (Ancestor}(31)
B Pending (Resources)(0)
B Failed(s)

Pending (Schedule)(47)
@ Running(1)

B Successful{155)

e The Task Completion section displays the completion status of node instances between 00:00 and
23:00 of the current date. You can view the number of the node instances that are completed or not
run today and yesterday, and the historical average. You can also select a node type to view the
status of specific node instances.

| Task Completion Run successfully [ETSEILIINLY

Node Type: | All

234

200
150
100

50

20 =
00 o 02 03 04 05 06 07 0B 09 10 11 12 13 14 13 16 ¥ 18 19 20 21 22 23

W Yesterday [l Today W Average

The line chart displays the numbers of auto triggered node instances that are completed today and
yesterday, and the historical average. If the deviations among the three numbers are large, an
exception occurred during a specific period of time. Further check and analysis are required.

@ Note The statistical aggregation method used by the Operation Center service has been
changed. Only node instances in the production environment are counted. Therefore, the line
that represents the number of node instances completed today shows obvious fluctuations.

e The Scheduling resource allocation section displays the usage of a specific resource group and
the number of node instances that were running at different time points in the last 24 hours. You can
select a resource group fromthe Resource Group selection drop-down list in the upper-right
corner.
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cheduling resource allocation esource Group selection : Common reseuree group
I Schedul llocat R Gr I c.

urce Group usag e
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The Number of instances line shows the number of only the node instances in the current
workspace. The Resource Group usage line shows the resource group usage occupied by node
instances in all workspaces under the current Alibaba Cloud account.

(@ Note The resource group usage occupied by data integration nodes is not counted.

e The Runtime ranking section ranks nodes based on their running time, time pending for resources, or
excess running time. The statistics in this section are updated every day. Nodes that were completed
onthe day before the current date are ranked in this section.

| Runtime ranking w

«' Runtime ranking e .
tuntime ng =8 AMinutes3s_.
Waiting time ranking

Slow ranking

3Minutes3T .

3Minutes30..

3Minutes15..

3Minutesbs...

3MinuteshS...

e The Error ranking in recent month section ranks nodes with the most errors in the last month and
displays the top 10 nodes. The statistics in this section are updated every day. You can view the
name, ID, number of occurred errors of each node.
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| Error ranking in recent month

MNode ID Node Name Owner Errors

e ThelInstances Run in the Last Month section displays the trends on the numbers of nodes and
node instances that are scheduled in the specified time range in the production environment. The
statistics in this section are updated every day. You can view the trend in the number of nodes and
node instances that are scheduled in a time range as wide as one year.

| Instances Run in the Last Month Auto Triggered Node Instance [ =R 0

2019-07-26 2020-07-26
250

200
150

100
2020-06-14 2020-06-20 2020-06-26 2020-07-02 2020-07-08 2020-07-14 2020-07-20 2020-07-26

nstances Run Today240 Compared with Yesterdayl Compared with Same Day Last Weekd Compared with Same Day Last Month134

e The Node Types section displays the distribution of nodes in a pie chart. The statistics in this section
are updated when you load the page. The pie chart displays a maximum of eight node types. If you
have created more than eight types of nodes, specific node types are merged for display.
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| Node Types

@ ODPS _SQL(48)

B Assignment Mode(7)

B Data Integration()
Traverse Node(3)

B SPARK(2)
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B SHELL(1)

@ Branch Nade(1)

View the 0&M information about offline synchronization

On the Overview page, clickthe Data integration tab. The information about offline synchronization
wit hin a specific time range is displayed. You can specify the time range of the statistics in the upper-
right corner.

Workbench Overview Data integration

Real-time synchronization Time range  2020-09-15 00:00 2020-09-21 23:59 [ ‘ Last week H Yesterday H Today H Refresh |

You can view the following information about batch sync nodes:

e The RUNNING state distribution section displays the distribution of auto triggered node instances
in different states. The data timestamp of these node instances is in the specified time range. The
statistics in this section are updated when you load the page. You can click a sector in the pie chart
to view the node instances in the specific state.

LR LrE I Real-time synchronization

| RUNNING state distribution

e The Data Synchronization progress section displays information about the data that is involved in
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offline synchronization within the specified time range. The information includes the total amount of
data, total amount of Internet traffic, and total number of records.

| Data Synchronization progress

¢ & =2

Total data volume Total public network traffic Total Records

307.42us 30.5¢ 1476045

e The Synchronize data volume statistics section displays the curves of the data that is pulled
fromorwritten to different data stores within the specified time range.

| Synchronize data volume statistics

Data Source pull Data source write
oss: 296.93MB MaxCompute: 6.42MB mysql: 4.04MB mongodb: 28.53KB MaxCompute: 305.83MB ots: 918.49KB stream: 706.83KB
elasticsearch: 14B
350,000,000 350,000,000
300,000,000 300,000,000
250,000,000 250,000,000
200,000,000 200,000,000
150,000,000 150,000,000
100,000,000 100,000,000
50,000,000 50,000,000
. ——, —— . — —— 0
2020-09-15 2020-09-17 2020-09-18 2020-09-20 2020-09-21 2020-09-15 2020-09-17 2020-09-18 2020-09-20 2020-09-21
18:00:00 06:00:00 18:00:00 06:00:00 18:00:00 18:00:00 06:00:00 18:00:00 06:00:00 18:00:00
Il oss [l MaxCompute [l mysql [l mongodb elasticsearch W MaxCompute |l ots [l stream

e The Latest list Top10 section displays the latest 10 node instances that failed and the latest 10
node instances that are successful. The statistics allows you to have an overview of the latest node
status.

e The Synchronization task execution details section allows you to search for a node instance by
conditions such as the submission time, node status, and node name. You can also clickthe ID of a
node instance to view the running details of the node instance.

| Synchronization task execution details

Submissien time Task Status All Task name:
Source data source  All Source data source Data integration All
type: name: Resource Group:
Destination data All Destination data Whether there is Al
source type: source name: public network
traffic:
Whether
Run con there is Synchroniz Number of
Instance ID  Task name TaskStatws  OUPMISON gt time End time Sourcedata  Gotodatas  DataintegrationRe o' [ipion  eddatavol  synchronize U
time source ource source Group dirt
y etworkt ume d records
raffic
T Sep 21,2020  Sep 21,2020  Sep 21,2020
3190902
1909025 141007 141012 141039 odps_first 2 Yes 223B 4 0
- Sep 21,2020  Sep 21,2020  Sep 21,2020
7 13:10:13 13:10:21 13:10:51 odps_first 2 Yes 2238 4 0
IS Sep 21,2020  Sep?21,2020  Sep 21,2020
1868045 121008 121012 121048 odps_first 2 Yes 2238 4 o
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View the 0&M information about real-time synchronization

Onthe Data integration tab of the Overview page, click Real-time synchronization. You can view
the following information about real-time sync nodes:

e The RUNNING state distribution section displays the distribution of real-time sync node instances.
The statistics in this section are updated when you load the page. You can click a sector in the pie
chart to view the node instances in the specific state.

Offline synchronization ‘ Real-time synchronization

| RUNNING state distribution

@ Exception(1)
Not running(1)

@ Running(1)

@ Stop(5)

@ Stopping(0)

Waiting for resources(0)

e The Overview section displays the total data transmission speed and total record transmission
speed of all real-time sync nodes in the current workspace.

| Overview

Data Speed (BPS) Record Speed (RPS)

Os 0

e TheTask delay Top10 section displays the top 10 nodes with the highest latency. This section
allows you to find the nodes with high latency.

| Task Delay Top 10

Task name Business latency Exclusive resource group for data integration

1 L] 36 Milliseconds
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e The Task alarm information section displays information about the latest alerts. This section
allows you to know exceptions with efficiency.

| Task alarm information

Occurrence time Task ID Task name Receiver Alarm Level Indicators Set threshold j\arm LETESHSE Notification method

e The Failover information section displays information about failovers within a specified period. T his
section allows you to have an overview of node failovers.

| Failover information

Inthe recent 30 Failover 0 times in minutes

Time Instance ID Task name Failover events

1.3. Perform O&M on real-time nodes
1.3.1. Manage real-time computing nodes

The Stream T ask page of the DataWorks console displays all real-time computing nodes and the basic
information of the nodes. You can view the details about nodes on this page. You can also configure
alert rules for nodes. This helps you quickly locate and fix errors if errors occur on a node.

Limits

DatawWorks supports O&M only for EMR Spark Streaming and EMR Streaming SQL nodes.

Go to the Stream Task page

1. Log onto the Dataworks console.
2. Inthe left-side navigation pane, click Workspaces.

3. Afteryou select the region in which the workspace that you want to manage resides, find the
workspace and click Data Analytics in the Actions column.

4. Onthe DataStudio page, clickthe B icon in the upper-left corner and choose All Products >
Task Operation > Operation Center.

5. Onthe Operation Center page, choose RealTime Task Maintenance > Stream Taskto go to the
Stream Task page.

View the real-time computing nodes in the node list
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The Stream Task page displays real-time computing nodes in the production environment. You can view
the basic information of, start, stop, or undeploy a real-time computing node. You can also configure
alert rules for a real-time computing node.

& DataStudio & Deploy () L 4

>
¢ [seser Qs Teskope Erine Tpe [E— RespanstlePerson =20

Node Name. Node D Stetue Startrunning I} End Running I Runtime I} Teskype Engine Type Ergnensnce  Depiores s (@) | [ Actons 5]

RedTime 1 ctaming 002 Fas - . R oo aum oL 0303 oy 21,202 164725

EMR Sperkc EMR testemr 033003 May21,2021 150426
Streaming ftoring Setting

(] » [

Section Parameter and description

In this section, you can search for real-time computing nodes by node ID or node name. You can
also specify Status, Task type, Engine Type, Engine Instance, and Responsible Person to
perform the operation.

@ Note

e If you search for nodes by node name or node ID, the search result is affected by
other filter conditions that you specified. Only nodes that meet all the filter
conditions that you specify are displayed.

1 e If you search for nodes by node name, fuzzy match is supported. After you enter a
keyword, all real-time computing nodes whose names contain the keyword are
displayed.
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Section

Parameter and description

In this section, you can view the basic information and details of a real-time computing node.

e Node Name: the name of the real-time computing node. You can click the node name to go
to the details page of the node.

e Node ID: the ID of the real-time computing node.

e Status: the status of the real-time computing node. The node can be in one of the following
states: Not Running, Generating, Pending (Resources), Starting, Running, Stopped,
Failed, Restarting, and Undeploying.

e Start running: the time when the real-time computing node started to run.
e End Running: the time when the running of the node was complete.
e Runtime: the running duration of the real-time computing node. Unit: seconds.

e Task type: the type of the real-time computing node.

@ Note

Dataworks supports O&M only for EMR Spark Streaming and EMR Streaming SQL nodes.

e Engine Type: the type of the engine used to run the real-time computing node. Dataworks
supports O&M only for real-time computing nodes that are run by using the EMR engine.

e Engine Instance: the name of the EMR compute engine instance that is associated with the
workspace to which the real-time computing node belongs.

e Deployed At: the time when the real-time computing node was deployed. The time is in the
yyyy-MM-dd HH: mm:ss format.

® Responsible Person: the owner of the workspace to which the real-time computing node
belongs.

@ Note You canrank all real-time computing nodes in ascending or descending order of
Starting running, End Running, or Runtime.

In this section, you can perform the following operations on a real-time computing node:
e Start: Start the node.

e Terminate: Terminate the node.

e Undeploy: Undeploy the node.

® Monitoring Setting: Configure alert rules for the node. If the node fails to run, the system
sends an alert notification to the specified alert contact by text message, email, mobile
phone, DingTalk chatbot, orwebhook URL.

For more information about how to configure an email address and a mobile phone number
for the alert contact, see What can | do if | fail to receive SMS or email alert notifications after |
configure alert notifications in Operation Center?. For more information about how to
configure a DingT alk chatbot and obtain a webhook URL, see Send alert notifications to a
DingT alk group.
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Section Parameter and description

In this section, you can perform an operation on multiple real-time computing nodes at a time.
4 You can select multiple nodes and click Start, Terminate, Undeploy, or Monitoring Setting
to perform the operation on these nodes.

View the details of a real-time computing node

Find the real-time computing node that you want to query in the node list and click the node name to
go to the details panel of the node. In the node details panel, you can view the details, operational
logs, operation logs, and code of the node on the Details, Runtime Log, Operations Log, and Code
tabs. This allows you to quickly locate operations performed on the node and operation records,
obtain details about the errors reported for the node, and fix the errors.

Runtime Log Operation Log Code
—

| General

Name: xc_EMR_sparkstreaming

Task type: EMR_SPARK_STREAMING
Workspace: u
Deployed At: Aug 23, 2021 11:20:16
Region: Shanghai

Engine Instance: xc_smr

| History

Instance 1D:

Executed Version: 1

Start Waiting for Resources At: Aug 23, 2021 12:23:21

End Time: Aug 23, 2021 12:57:09

Node ID:
Responsible Person 4
Latest Version: 1

Scheduling Resource Group: Exclusive_resources_for_scheduling

Engine Type: EMR

Status: Failed
Start running: Aug 23, 2021 12:23:26
Waiting for resource consumption: 5s

Runtime: 33md3s

1.3.2. Manage real-time synchronization nodes

The Real Time DI page of the DatawWorks console displays all real-time synchronization nodes that are
committed to and run by the scheduling system.
Go to the Real Time DI page

1. Log onto the Dataworks console.

2. Inthe left-side navigation pane, click Workspaces.

3. Afteryou select the region in which the workspace that you want to manage resides, find the
workspace and click Data Analytics inthe Actions column.

4. Onthe DataStudio page, clickthe B icon in the upper-left corner and choose All Products >
Task Operation > Operation Center.

5. Onthe Operation Center page, clickthe & icon next to RealTime Task Maintenance inthe left-
side navigation pane.

6. Select Real Time DI fromthe drop-down list. The Real Time DI page appears.

View real-time synchronization nodes in the node list
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The node list displays real-time synchronization nodes that are run by the scheduling system. You can
manage these nodes and perform 0&M operations on these nodes. For example, you can view the basic
information, properties, and running information of a real-time synchronization node. You can also start
or undeploy a real-time synchronization node.

Q' imeligent Diagnosis

5 © = » W e

s © - . S e

s © N e e

S0 © . vy e datahub

| |m:>

Section Description

In this section, you can specify filter conditions to search for real-time synchronization nodes.

You can specify the following filter conditions to search for nodes: Task node name, Status,
Responsible Person, Source Type, Source Name, Operated By, Destination Type,
Destination Name, and Data Integration Resource Group.

@ Note When you search for nodes by node name, the search result is affected by other
filter conditions that you specified. Only the nodes that meet all filter conditions are
displayed.
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Section Description

In this section, you can view the following information about the real-time synchronization node
that you want to query:

ID: the ID of the node.

Task name: the name of the node. You can click the node name to go to the details page of
the node.

Status: the status of the node. The node can be in one of the following states: Running, Not
Running, Waiting for Resources, Exception, and Stop or Stopping.

Description: the description of the node.

Business delay: the period of time between the current time and the offset from which
incremental data starts to be synchronized.

Current synchronization site: the offset at which incremental data is being synchronized.
Recent operation time: the time when the node was last modified.

Recent operator: the user who last modified the node.

Source Type: the type of the source.

Source data source: the name of the source.

Destination Type: the type of the destination.

Destination: the name of the destination.

Responsible Person: the owner of the workspace to which the node belongs.
Current Start Site: the offset from which incremental data starts to be synchronized.
Data Read Speed (Bytes per Second): the speed at which the data is read.
Recording Speed: the speed at which the read data is written to logs.

Data Integration Resource Group: the resource group that is used to run the node.

In this section, you can perform the following operations on multiple nodes at a time:

3 L]

Start: Start the nodes.

Stop: Stop the running nodes.

Undeploy: Undeploy the nodes that are not running, abnormal, or stopped.
Configure Alert Rule: Configure alert rules for the nodes.

Operation alarm: Delete, enable, or disable alert rules and modify alert rules based on alert
metric types.

View the details about a real-time synchronization node
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Find the real-time synchronization node that you want to query and clickthe node name to go to the
details panel of the node. In the details panel of the node, you can view the details about the node on
the Operation Information, Log, Basic properties, Task configuration, Failover records, and
DDL records tabs.

Log  Besic Properties  Task configurstion  Failoverrecords DL records Status: Exception ()
Reader Statistics ~
Step Type Thread ID Totel Records Total Bytes Total Wait Time g‘a:leeWmdc-»r (= Speed(record/s) Speed(MB/s) Delay Total Error Records
reader 0 128 0.035 1ms 0 08 0.08s 0
Wrlter Statistics
Step Type Thread ID Totel Records Total Bytes Totel Wait Time :":IT‘W*”‘“""’ ® Speed(record/s) Speed(MB/s) Delay Total Error Records
writer 0 188 9ms oms 0 0B 0.08s 0
writer 1 0 08 0ms 0ms 0 08 0.08s 0
Database Event Statistics
Overview: Insert: 1 Times, Updste: 0 Times, Delete: 0 Times, DDL: 0 Times

Related Tables

Source Table Name:

Source Table Name Insert Update Delete

Perform operations on a real-time synchronization node

e Start areal-time synchronization node

Find the node that you want to start and clickStart in the Operation column. Then, the Start dialog
box appears. After you configure the parameters in the dialog box, click Confirm. Then, the system
starts to run the node.

Workbench Overview Data integration

Real-time synchronization Time range  2020-09-15 00:00 2020-09-21 23:59

v | st ] [Toio ) [t |

If you select Reset site, you must configure the Start time point and Time zone parameters.
e Stop areal-time synchronization node

Find the real-time synchronization node that you want to stop and click Stop in the Operation
column. Then, click Stop in the message that appears to stop the node.

e Undeploy a real-time synchronization node

Find the node that you want to undeploy and clickUndeploy in the Operation column. Then, click
Undeploy in the message that appears to undeploy the node.

e View the alert rule settings of a real-time synchronization node

o Find the node whose alert rule settings you want to view and click Alarm settings in the Operation
column. Then, the Alarm event tab appears. On this tab, you can specify Occurrence time, Alarm
Level, and Rules to view the alarm events of the node.

o ClickAlarm rules to go to the Alarm rules tab. On this tab, you can view all the alert rules that are
created forthe node. You can view the metrics and status of an alert rule. You can also modify,
pause, delete ortest an alert rule. If you want to create an alert rule, click New rule and configure
the following parameters.
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New rule

* Name:
Description:
* Indicators: Status
* Threshold: ~ WARNING In
CRITICAL In
* Alarm interval: 5
WARNING: Mail
CRITICAL: Mail

* Receiver (Non-DingTalk):

Parameter

Name

Description

Indicators

SMS

SMS

W

Within minutes, no heartbest

Within minutes, no heartbest

Alarm only once in minutes

Telephone DingTalk

Telephone DingTalk

Description Required

The name of the alert rule. Yes

The description of the alert
rule.

No

The type of metric that triggers
an alert. The Indicators
parameter and the Threshold
parameter must be used in
pairs. The value of the
Threshold parameter varies
based on that of the Indicators
parameter. Valid values of
Indicators: Status, Business
delay, Failover, Dirty Data, and
DDL statements are not
supported.

Yes

x
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Parameter

Threshold

Alarm interval

Description

The thresholds for the metrics
that are specified by the
Indicators parameter.

= [f you set the Indicators
parameter to Status, you
must specify the interval at
which alerts are triggered.

= |f you set the Indicators
parameter to Business
delay, you must specify a
duration for business delay
and another duration during
which an alert can last after
the duration for business
delay elapses.

® [f you set the Indicators
parameter to Failover, you
must specify a duration and
the maximum number of
failovers that can be
performed within the
duration before an alert is
triggered.

= [f you set the Indicators
parameter to Dirty Data,
you must specify a duration

and the maximum number of

dirty data records that are
allowed within the duration
before an alert is triggered.

= |f you set the Indicators
parameter to DDL
statements are not
supported, you need only
to select an alert level.

The minimum interval at which
alerts are reported. Default
value: 5. Minimum value: 1.
Unit: minutes.

The method used to receive a
notification for a WARNING-
level alert. Valid values: Mail,
SMS, Telephone, and

DingT alk.

Required

Yes

Yes

29
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Parameter De@@ri[:m%qa Required

® Mail: If you want to
use a RAM user to
receive the
notification, you
must use an
Alibaba Cloud
account to add the
email address of
the RAM user in
user information.

®m SMS: If you want to
use a RAM user to
receive the
notification, you
must use an
Alibaba Cloud
account to add the
mobile phone

WARNING number of the RAM No

user in user
information.

® Telephone: If you
want to use a RAM
user to receive the
notification, you
must use an
Alibaba Cloud
account to add the
mobile phone
number of the RAM
user in user
information.

= DingTalk: If you
want to receive the
notification by
using a DingT alk
chatbot, you must
configure a
DingT alk chatbot
for your DingT alk
group and add the
keyword DataWork
sfor the DingTalk
chatbot.
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Parameter Description Required

The method used to receive a

notification for a CRITICAL-level

CRITICAL alert. valid values: Mail, SMS, No

Telephone, and DingT alk.

The alert contact to which alert

Receiver (Non-DingT alk) . Yes
notifications are sent.

1.4. Auto triggered node O&M
1.4.1. View auto triggered nodes

Auto triggered nodes are automatically run as scheduled after they are committed to the scheduling
system. You can view the details of an auto triggered node fromthe DAG of the node orthe auto
triggered node list.

Context

By default, the Cycle Task page displays the nodes in all the workflows that are created by using the
current Alibaba Cloud account.

P Notice Do not perform operations on the projectname_root node, which is the root node
of the workspace. All the instances of auto triggered nodes depend on this node. If this node is
frozen, the instances of auto triggered nodes cannot be run.

Instances can be generated in the following ways:

e Next Day:
o If anodeis committed and deployed before 23:30, instances are generated fromthe next day.

o If anodeis committed and deployed after 23:30, instances are generated fromthe day afterthe
next day.

o Immediately After Deployment : Instances are generated immediately after a node is committed
and deployed. However, if the node is committed and deployed after 23:30, instances cannot be
immediately generated. For more information, see Configure immediate instance generation for a
node.

If you cannot find the instances generated by your node, perform operations by following the
instructions in What do I do if I cannot find the instance of a node?.

The Cycle Task page displays the auto triggered nodes that are committed to the scheduling system
in a list orin directed acyclic graphs (DAGS).

e Manage auto triggered nodes

You can specify filter conditions to search for your desired node. Then, you can view the basic
information of the node and perform operations such as testing the node and generating retroactive
data forthe node. For more information, see Manage auto triggered nodes.

e DAG
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A DAG presents the ancestor and descendant nodes of a node. You can view the details and lineage
of anode and test it fromthe DAG of the node. A DAG provides the node aggregation, upstream
analysis, and downstream analysis features. The node aggregation feature allows you to aggregate
nodes in a DAG from the dimensions such as workspace, owner, and priority, and view the total
number of nodes from your required dimension. The remaining two features allow you to analyze the
ancestor and descendant nodes of a specific node. This way, you can quickly locate the ancestor
node that blocks the running of the node and view the number of the descendant nodes of the
node based on the analysis results. These features help you better understand the running status of
all nodes. For more information, see Manage auto triggered nodes in a DAG.

Limits

DAGs have the following limits:

Only users of the Dataworks Standard Edition or a more advanced edition can use the node
aggregation, upstream analysis, and downstream analysis features provided by DAGs.

Users of the Dataworks Basic Edition or Standard Edition can use the node aggregation, upstream
analysis, and downstream analysis features provided by DAGs on a trial basis free of charge as of May
31, 2021. FromJune 1, 2021, users must update their DataWorks to the Professional Edition before
they can use these features. For more information about DatawWorks editions, see DataWorks
advanced editions.

You can use the node aggregation, upstream analysis, and downstream analysis features of the DAGs
of auto triggered nodes that are deployed only in the China (Shenzhen) region.

Go to the Cycle Task page

1. Go to the DataStudio page.
i. Log onto the Dataworks console.
ii. Inthe left-side navigation pane, clickWorkspaces.

ii. Inthe top navigation bar, select the region where the required workspace resides, find the
workspace, and then click Data Analytics.

2. Onthe DataStudio page, clickthe B icon in the upper-left corner and choose All Products >

Operation Center.

3. Inthe left-side navigation pane, choose Cycle Task Maintenance > Cycle Task. Onthe Cycle
Task page, view the auto triggered nodes or the DAGs of the auto-triggered nodes.

Manage auto triggered nodes

In the middle of the page, clickthe |» icon to show the node list.

fh DataWorks | Operation Center
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Operation Description

Specify filter conditions to search for your desired node in the section marked with 1 inthe
preceding figure.

You can search for nodes by node name or node ID. You can also specify the following

conditions to search for your desired node: Solution, Workflow, Node Type, Owner,

Region, Scheduling Resource Group, Engine Type, Engine Instance, Baseline, My
Filter Nodes, Modified Today, Frozen Nodes, Isolated Nodes, and Expired Nodes.

@ Note If yousearch for nodes by node name, the search results are affected by
other filter conditions you specified. Only nodes that meet both the specified search
condition and other filter conditions are returned in the search result.

Click DAG in the Actions column that corresponds to a node to view the DAG of the node.
DAG You can view the node information, such as properties, operation logs, and code, inthe
DAG.

Test Click Test in the Actions column that corresponds to a node to test the node. For more
information, see Manage test instances.
Click Patch Data in the Actions column that corresponds to a node to generate retroactive
Patch Data data for the node. For more information, see Generate retroactive data and manage
retroactive instances.

Click More in the Actions column that corresponds to a node to perform the following
operations on the node:

® Select Freeze to freeze the node. After the node is frozen, the system generates
instances for the node but does not run the instances of the node and its dependent
descendant instances.

e Select Unfreeze to unfreeze the node. After the node is unfrozen, the system normally
runs the instances of the node and its descendant instances.

e Select View Instances to view the instances of the node.
e Select Configure Alert Rule to configure alert rules for the node.

" e Select Change Owner to change the owner of the node.
ore

e Select Add to Baseline to add the node to a baseline.

e Select Modify Scheduling Resource Group to change the resource group that is used
to run the node. You can perform this operation if multiple resource groups exist in the
workspace. In the Modify Scheduling Resource Group dialog box, select a resource
group from the New Resource Group drop-down list and click OK.

e Select Configure Data Quality Rules to configure rules for monitoring the data quality
of the node.

® Select View Lineage to view the lineage of the node.

e Select View Node Details to go to the Node Information page. On this page, you can
view the node information on the Ancestor Nodes and Descendent Nodes tabs.

In the section marked with 3 in the preceding figure, you can perform the following
Batch operations on the nodes: Change Owner, Modify Scheduling Resource Group, Modify
operations Data Integration Resource Group, Freeze, Unfreeze, Configure Alert Rule, Add to
Baseline, and Undeploy.
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Manage auto triggered nodes in a DAG

Click DAG inthe Actions column that corresponds to a node to view the DAG of the node. You can
performthe following operations in a DAG:

Ee 2= a @ ©O[ce cas=zx

| % Downstreom Analysis |o Production Environment

‘ _test da... ‘ ‘ pw_test da... ‘

‘ pw_test_da... ‘

‘ test_da... ‘

e Aggregate nodes

If an auto triggered node has multiple ancestor and descendant nodes or the ancestor and
descendant nodes are distributed at multiple levels, you can aggregate the nodes. The nodes can be
aggregated from dimensions such as node status, workspace, owner, and priority. Then, you can view
the number of nodes fromyour required dimension. T his allows you to understand the number of
nodes from different dimensions and helps the system run the nodes. The following figures show the
node distribution when the ancestor and descendant nodes of an auto triggered node are not
aggregated or are aggregated by priority.

o The following figure shows the node distribution when the ancestor and descendant nodes of an
auto triggered node are not aggregated.

@@@gn Q cw @QE X

F Downstream Analysis Productlon Environment
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o The following figure shows the node distribution when the ancestor and descendant nodes of an
auto triggered node are aggregated by priority. Fromthe figure, you can quickly understand that
the current auto triggered node has six descendant nodes whose priorities are 7.

;:3.@g a ceH @AQBE X

T Downstream Analysis Productlon Environment

5 Nodes in Total
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1 Nodes in Total
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e Analyze ancestor nodes

In most cases, an auto triggered node has both upstream and downstream relationships. If an auto
triggered node is not run for a long time, you can analyze the ancestor nodes of the node. You can
view the ancestor node that blocks the running of the node in the DAG of the node, and quickly
locate and troubleshoot the issue. This improves the running efficiency of the node.

@ Note Youcan analyze the ancestor nodes of only the auto triggered nodes that are
not run.

The following figure shows how to analyze the ancestor nodes of an auto triggered node. For
example, the 2_ node is not run for a long time. In this case, you can select the node and click
Upstream Analysis in the upper-left corner to analyze the ancestor nodes of the node.

Ec @ 2 F a cCa @AQE® U
|:| T Downstream Analysis Productlon Environment
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The analysis results show that the ancestor nodes that block the running of the 2_ node are the
table data synchronization and metric statistics nodes, as shown in the following figure. Then,
you can quickly troubleshoot the issue based on the analysis result.

e Analyze descendant nodes

If an auto triggered node has multiple descendant nodes or the descendant nodes of an auto
triggered node are distributed at multiple levels, you can analyze the descendant nodes of the auto
triggered node. You can aggregate the descendant nodes by workspace, owner, or priority. Then,
you can view the number of nodes at different levels or the total number of nodes at all levels from
your required dimension.
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@ Note

o By default, the descendant nodes of an auto triggered node are aggregated by owner.
The system calculates the total number of nodes at all levels from the owner dimension.

o If youanalyze the descendant nodes of an auto triggered node, the analysis results
are displayed by level, and a maximum of six levels of nodes can be displayed. If you
want to view more levels of nodes, click Continue Analysis in the upper-left corner.

In the following example, the descendant nodes of the tag node are analyzed. The following
figures show the analysis results that are displayed by using different methods.

o The descendant nodes of the tag node are aggregated based on the workspaces to which
the descendant nodes belong, and the analysis results are presented by level. This way, the
number of the descendant nodes in different workspaces is displayed at different levels.

@E&B Q

* Cancel Downstream Analysis Merge

@ oneclickDdps_wpw_test d...

o The descendant nodes of the tag node are aggregated based on the workspaces to which
the descendant nodes belong, and the analysis results are presented by using the merging
method. This way, all the descendant nodes are placed at the same level, and the number of the
descendant nodes that belong to different workspaces is displayed.

GE & R Q
X Cancel Downstream Analysis

© oneclickOdps wpw _test d...

e Select adisplay patternfora DAG
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You can click the icons in the upper-right corner of a DAG panel to adjust the display pattern of the
DAG based on your business requirements. For example, you can click Toggle Full Screen View or
Fit Screen to performthe operation.

In the following examples, the DAG of the 0_2 node is displayed after the descendant nodes of the
0_2 node are ungrouped orgrouped:

o The following figure shows the DAG of the 0_2 node when the descendant nodes of the 0_2 node

are ungrouped. In this pattern, you can clearly view the upstream and downstream relationships
of all the nodes.

Elc ¢ acr a c@ﬂ@:-:::

X Cancel Downstream Analysis m Layer Production Environment
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o The following figure shows the DAG of the 0_2 node when the descendant nodes of the 0_2 node
are grouped. In this pattemn, every five descendant nodes of the 0_2 node are placed at the same
level. This way, the descendant nodes are displayed in an orderly manner, and you can quickly
obtain the total number of the descendant nodes.

Elc ¢ 2 F Q clal eaa@ =

X Cancel Downswream Anslysis () Lover Production Environment
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e Right-click your desired node in a DAG and perform operations on the node.

Virtual Node

¥C_ods user ir 3
l C
Show Ancestor Nodes

Operation

Show Ancestor

Nodes

Show Descendent Nodes

View Node Details
View Code

Edit Node

View Instances

View Lineage

Configure Data Quality Rules

Description

*

>

If a workflow contains three or more nodes, specific nodes are automatically
hidden in the DAG in Operation Center. You can select the number of levels to
view all nodes at one or more levels. Select the largest number to view the

Show Descendant

Nodes

View Node Details

View Code

Edit Node

View Instances

View Lineage

Test

most node dependencies.

Allows you to go to the Node Information page to view the node

Allows you to view the code of the node.

information, including the input table, output table, ancestor nodes, and
descendant nodes.

Allows you to go to the DataStudio page and modify the current node.

Allows you to view the instances of the node.

Allows you to view the lineage of the node.

Allows you to test the node. After you select Test, the Test dialog box
appears. You must specify Test Name and Data Timestamp and click OK.

Then, the Test Instance page appears.
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Operation Description

Allows you to generate retroactive data for the node. The following modes
for generating retroactive data are supported: Current Node Retroactively,

Run
Current and Descendant Nodes Retroactively, and Mass Nodes
Retroactively.
Freeze Allows you to freeze the current node and pause the scheduling of the node.
Unfreeze Allows you to resume the scheduling of the frozen node.

Configure Data

Quality Rules Allows you to configure rules for monitoring the data quality of the node.

1.4.2. View auto triggered node instances

An auto triggered node instance is a snapshot that is taken for an auto triggered node at the time the
node is scheduled to run. You can view the details of and performthe required operations on an auto
triggered node instance in the list of auto triggered node instances. You can also view the details of
and perform the required operations on an auto triggered node instance in the directed acyclic graph
(DAG) of the instance.

An instance is generated each time an auto triggered node is run as scheduled. You can manage auto
triggered node instances that have been scheduled. For example, you can view the running status of
instances, and stop, rerun, and unfreeze instances.

® Note

e [nstances are generated as scheduled for auto triggered nodes. Each generated instance
runs the latest code. If you modify and recommit the node code after instances are
generated forthe node, the instances that have not been run will run the latest code.

e [f no alert is generated for a failed instance, you must check whether your mobile number
and email address are configured on the Personal Account page.

Limits
DAGs have the following limits:

e Only users of the DatawWorks Standard Edition or a more advanced edition can use the node
aggregation, upstream analysis, and downstream analysis features provided by DAGs.

e Users of the Dataworks Basic Edition or Standard Edition can use the node aggregation, upstream
analysis, and downstream analysis features provided by DAGs on a trial basis free of charge as of May
31, 2021. FromJune 1, 2021, users must update their DataWorks to the Professional Edition before
they can use these features. For more information about DatawWorks editions, see Dataworks
advanced editions.

e You can use the node aggregation, upstream analysis, and downstream analysis features of the DAGs
of auto triggered nodes that are deployed only in the China (Shenzhen) region.

Manage auto triggered node instances
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You can manage auto triggered node instances in the instance list. For example, you can check
operational logs, rerun instances, and stop running instances.

Node: Q  Data Timestamp: TZ Al | Jan8,2021  Jang,2021 Node Type: Scheduling Resource Group (1]
iy & & & i
A Alarm v
R e E oopssaL 1 Jen, 2021 002800 Jon8, 2021 Jan9,20210 DAG | T
;7 Virtuel nods 1 Jan 9, 2021 00:00:00 Jan8,2021 0s Jan9,20210
s)
=7 ol i 1 Jan9,2021 00:00:00 Jan8,2021 mi7s Jan9,20210 DAG | Tc
# Offine synchronization 1 Jan9,2021 000600 Jan8,2021 6s Jan9,20210
s)
s)
. oDPSSaL 1 Jan9,2021 002500 Jan8,2021 0s
e R oDPssaL 1 Jan9,2021 00:04:00 Jan8,2021 0s
B | I ]l 0| 2 [
Operation Description
You can specify filter conditions to search for your desired instance in the section marked
with 1 in the preceding figure.
You can search for instances by node name or node ID. You can also specify the following
conditions to search for your desired instance: Data Timestamp, Node Type, Run At,
Solution, Workflow, Region, Engine Type, Engine Instance, Baseline, Owner,
Filter Scheduling Type, Status, My Nodes, My Nodes with Errors, and My Incomplete

Nodes.

@ Note By default, the data timestamp is set to the previous day of the current
day.

Allows you to stop the instance. You can stop an instance only when it is in the Pending
Stop (Schedule), Pending (Resources), or Running state. After this operation is performed,
the instance enters the Failed state.

Allows you to rerun the instance. After the instance is rerun, its pending descendant
instances are run as scheduled. Perform this operation if an instance fails to be run or it is

not run as scheduled.
Rerun

@ Note Onlyinstances inthe Successful or Failed state can be rerun.

> Document Version: 20211230 40



Task Operation-Operation Center DataWorks

Operation

Rerun
Descenden
t Nodes

Set Status
to
Successful

Freeze

Unfreeze

Batch
operations

Description

Allows you to rerun the instance and its descendant instances. You must specify the
instances that you want to rerun. After they are run, their pending descendant instances are
run as scheduled. Perform this operation to recover data.

@ Note Onlyinstances inthe Pending (Ancestor), Successful, or Failed state
can be selected. The value No appears in the Meet Rerun Condition column of
instances in other states, and you cannot select the instances.

Allows you to set the status of the instance to Successful and run its pending descendant
instances. Perform this operation if an instance fails to be run.

@ Note Onlythe status of a failed instance can be set to Successful. This
operation does not apply to workflows.

Allows you to freeze the instance that is in the Running state.

Allows you to unfreeze the instance that is frozen.

e [f the instance is not run, it is automatically run after the running of its ancestor instances
is complete.

e |[f all the ancestor instances are run, the status of the instance is directly set to Failed.
You must manually rerun the instance.

Allows you to perform batch operations. You can click the following buttons to perform
batch operations on instances: Stop, Rerun, Set Status to Successful, Freeze, and
Unfreeze.

Manage auto triggered node instances in a DAG

ClickDAGint

he Actions column that corresponds to a node to view the DAG of the node. You can

performthe following operations in a DAG:

€ ovenview

$%  RealTime Task Mainten...
T1  Cycle Tesk Maintenance
Cycle Task
Cycle Instance
Patch Data
TestIn:
Manusl Task Meintenan..
Alarm

Intelligent Diagnosis

Node Q| DataTimestamp: [QyM T2 Al May12,202 - May 12,202 Node Type
~
Scheduling Resource Group
-
Oe o ar o |@
| = Downstream Analysis | a Production Environment
v 0s)
~
0s)
L] _root
0s)
o 5 ne.. [-] ne. ] (-] 2

" 7 nades are displayed in 2 layers.

e Aggregate nodes
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If an auto triggered node has multiple ancestor and descendant nodes or the ancestor and
descendant nodes are distributed at multiple levels, you can aggregate the nodes. The nodes can be
aggregated from dimensions such as node status, workspace, owner, and priority. Then, you can view
the number of nodes fromyour required dimension. This allows you to understand the number of
nodes from different dimensions and helps the system run the nodes. The following figures show the
node distribution when the ancestor and descendant nodes of an auto triggered node are not
aggregated or are aggregated by priority.

o The following figure shows the node distribution when the ancestor and descendant nodes of an
auto triggered node are not aggregated.

@c«-@gp Q cwam @a

Productlon Environment
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F Downstream Analysis
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o The following figure shows the node distribution when the ancestor and descendant nodes of an
auto triggered node are aggregated by priority. Fromthe figure, you can quickly understand that
the current auto triggered node has six descendant nodes whose priorities are 7.

@&a_ a cwm @aam®

T Downstream Analysis Productlon Environment

5 Modes in Total
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e Analyze ancestor nodes

In most cases, an auto triggered node has both upstream and downstream relationships. If an auto
triggered node is not run for a long time, you can analyze the ancestor nodes of the node. You can
view the ancestor node that blocks the running of the node in the DAG of the node, and quickly
locate and troubleshoot the issue. This improves the running efficiency of the node.

@ Note Youcan analyze the ancestor nodes of only the auto triggered nodes that are
not run.

The following figure shows how to analyze the ancestor nodes of an auto triggered node. For
example, the 2_ node is not run for a long time. In this case, you can click the node and click
Upstream Analysis in the upper-left cornerto analyze the ancestor nodes of the node.
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The analysis results show that the ancestor nodes that block the running of the 2_ node are the
table data synchronization and metric statistics nodes. Then, you can quickly troubleshoot the
issue based on the analysis results.

e Analyze descendant nodes

If an auto triggered node has multiple descendant nodes or the descendant nodes of an auto
triggered node are distributed at multiple levels, you can analyze the descendant nodes of the auto
triggered node. You can aggregate the descendant nodes by node status, workspace, owner, or
priority. Then, you can view the number of nodes at different levels from your required dimension or
the total number of nodes at all levels from your required dimension.

@ Note

o By default, the descendant nodes of an auto triggered node are aggregated by owner.
The system calculates the total number of nodes at all levels from the owner dimension.

o If youanalyze the descendant nodes of an auto triggered node, the analysis results
are displayed by level, and a maximum of six levels of nodes can be displayed. If you
want to view more levels of nodes, click Continue Analysis in the upper-left corner.

In the following example, the descendant nodes of the tag node are analyzed. The following
figures show the analysis results that are displayed by using different methods.

o The descendant nodes of the tag node are aggregated based on the workspaces to which
the descendant nodes belong, and the analysis results are presented by level. This way, the
number of the descendant nodes in different workspaces is displayed at different levels.

GE&B Q

X Cancel Downstream Analysis Merge
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o The descendant nodes of the tag node are aggregated based on the workspaces to which
the descendant nodes belong, and the analysis results are presented by using the merging
method. This way, all the descendant nodes are placed at the same level, and the number of the
descendant nodes that belong to different workspaces is displayed.

E’E_B Q

* Cancel Downstream Analysis Merge
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e Select adisplay patternfora DAG

You can click the icons in the upper-right corner of a DAG panel to adjust the display pattern of the
DAG based on your business requirements. For example, you can click Toggle Full Screen View or
Fit Screen to performthe operation.

In the following examples, the DAG of the 0_2 node is displayed after the descendant nodes of the
0_2 node are ungrouped orgrouped:

o The following figure shows the DAG of the 0_2 node when the descendant nodes of the 0_2 node
are ungrouped. In this pattern, you can clearly view the upstream and downstream relationships
of all the nodes.
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o The following figure shows the DAG of the 0_2 node when the descendant nodes of the 0_2 node
are grouped. In this pattern, every five descendant nodes of the 0_2 node are placed at the same
level. This way, these descendant nodes are displayed in an orderly manner, and you can quickly
obtain the total number of the descendant nodes.

Elc ¢ 2 F a clE eaa@ =3
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e Right-click your desired node in a DAG and perform operations on the node.
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45 > Document Version: 20211230



DataWorks

Task Operation-Operation Center

Operation

Show Ancestor
Nodes or Show

Descendent
Nodes

View Runtime
Log

Instance
Diagnose

View Code
Edit Node

View Lineage

More

Stop

Rerun

Rerun
Descendent
Nodes

Set Status to
Successful

Resume

Description

If a workflow contains three or more nodes, specific nodes are automatically hidden
in the DAG in Operation Center. You can select the number of levels to view all
nodes at one or more levels.

Allows you to view the operational logs of the current instance that is in the states
such as Running, Successful, or Failed.

Dataworks Operation Center provides the instance diagnosis feature to help you
track the running of nodes and identify problems. For more information, see
Instance diagnosis.

Allows you to view the code of the current instance.

Allows you to go to the DataStudio page and modify the current node.

Allows you to view the lineage of the current instance.

Allows you to view more instance information on the General, Context, Runtime
Log, Operation Log, and Code tabs.

Allows you to stop the instance. Only instances in the Pending or Running state can
be stopped. After this operation is performed, the instance enters the Failed state.

Allows you to rerun the instance. After the instance is rerun, its pending descendant
instances are run as scheduled. Perform this operation if an instance fails to be run
or it is not run as scheduled.

Q) Note Only instances in the Pending (Ancestor), Successful, or Failed
state can be rerun.

Allows you to rerun the instance and its descendant instances. You must specify the
instances that you want to rerun. After they are run, their pending descendant
instances are run as scheduled. Perform this operation to recover data.

@ Note Onlyinstances in the Pending (Ancestor), Successful, or Failed
state can be selected. The value No appears in the Meet Rerun Condition
column of instances in other states, and you cannot select these instances.

Allows you to set the status of the instance to Successful and run its pending
descendant instances. Perform this operation if an instance fails to be run.

@ Note Only the status of a failed instance can be set to Successful. This
operation does not apply to workflows.

Allows you to continue to run the instance after it fails.
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1

Operation Description

Allows you to perform emergency operations in emergencies only. Emergency
operations take effect only once on the current node.

Emergenc . .
9 . y Select Delete Dependencies to delete the dependencies of the current node. You
Operations . . . . .
can perform this operation to start the current node if the ancestor instances fail
and the current instance does not depend on the data of the ancestor instances.
Freeze Allows you to freeze the instance that is in the Running state.
Allows you to unfreeze the instance that is frozen.
o If the instance is not run, it is automatically run after the running of its ancestor
Unfreeze instances is complete.

o If all the ancestor instances are run, the status of the instance is directly set to
Failed. You must manually rerun the instance.

.4.3. Generate retroactive data and manage

retroactive instances

You can generate retroactive data for an auto triggered node to run the node in a specified date range

in

Dataworks. You can stop, rerun and unfreeze the generated retroactive instances on the Patch Data

page. This topic describes how to generate retroactive data and manage retroactive instances for an
auto triggered node.

Context

After an auto triggered node is developed, committed, and deployed to the scheduling system, the
scheduling system runs the node as scheduled. If you want to run the auto triggered node in a specified
date range, you can generate retroactive data for the node. For more information, see Generate
retroactive data. You can select the following modes to generate retroactive data:

Current Node Retroactively: This mode is used to generate retroactive data for the current node.

Current and Descendent Nodes Retroactively: This mode is used to generate retroactive data
forthe current and descendant nodes at a time. We recommend that you use this mode when the
number of the descendant nodes is small. In this mode, you can generate retroactive data for some
of the descendant nodes.

Mass Nodes Retroactively: This mode is used to generate retroactive data for the current and
descendant nodes at a time. We recommend that you use this mode when the number of the
descendant nodes is large. In this mode, you can filter descendant nodes by workspace. You can set
a whitelist to generate retroactive instances for the nodes that are not in the selected workspaces.
You can also set a blacklist to prevent the generation of retroactive instances for the nodes that are
included in the selected workspaces.
Advanced Mode: This mode is used to generate retroactive data for multiple nodes at a time. You
can select nodes that may not have dependencies with each other. You can select nodes for which
you want to generate retroactive data in the Directed acyclic graph (DAG) or in the node list on the
Cycle Task page.
o Inthe DAG, you can use the node aggregation feature to group nodes by workspace, owner, or
priority. T his way, you can generate retroactive data for the node group.
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o You can also select nodes in the node list on the Cycle Task page. You can filter nodes based on
specific conditions and select the nodes for which you want to generate retroactive data.

Limits
e You can use the advanced mode only in workspaces in the China (Shenzhen) and UAE (Dubai) regions.

e You canstop multiple retroactive instances at a time, but you cannot delete themat atime. A
retroactive instance is automatically deleted about 30 days after it expires.

Considerations

e When DataWorks generates retroactive data for a node for a specific time range, if one instance of
the node fails on a day within the time range, the retroactive instance for that day is also set to
failed. Dataworks will not run the instances of this node for the next day. To sum up, Dataworks runs
the instances of a node on a day only when all its instances on the previous day are successful.

e Foraself-dependent auto triggered node, if the first instance for which retroactive data needs to
be generated has a last-cycle instance that is not run on the previous day, the retroactive instance
cannot be run. If the first instance for which retroactive data needs to be generated does not have a
last-cycle instance on the previous day, the retroactive instance is directly run.

e [f both an auto triggered node instance and a retroactive instance are running for a node, you must
stop the retroactive instance to ensure that the auto triggered node instance can be run as
expected.

e A large number of retroactive instances or concurrent instances may lead to insufficient resources for
the recurring schedule. Make sure that the number of instances is appropriate based on your business
requirements.

Generate retroactive data

1. Go to the DataStudio page.
i. Logontothe Dataworks console.
ii. Inthe left-side navigation pane, clickWorkspaces.

iii. Inthe top navigation bar, select the region where the required workspace resides, find the
workspace, and then click Data Analytics.

2. Onthe DataStudio page, clickthe B icon in the upper-left corner and choose All Products >
Operation Center.

3. Inthe left-side navigation pane, choose Cycle Task Maintenance > Cycle Task.

4. Generate retroactive data for nodes that you want.

i. Clickthe name of an auto triggered node in the node list to open the DAG.

You can also clickthe | icon to show the node list. Find the required node and click DAG in the
Actions columnto openthe DAG.

ii. Right-clickthe node inthe DAG. Inthe shortcut menu that appears, move the pointer over Run
and select a mode for generating retroactive data. In the dialog box that appears, the
parameters.
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@ Note Youcanalso performthis step on the Cycle Task page. Clickthe ;jicon to show

the auto triggered node list. Find the required auto triggered node, click Patch Data inthe
Actions column, and then select a mode for generating retroactive data.

i DataWorks | Operation Center n & DataStudio () q ¥

€ Overview
Search Q  NodeType Ouer Scheduling Resource Group:
% RealTime Task Mainten_ v

11 Cycle Task Maintenance A

Cyole Task
=lelalm a cE @@=

Cycle Instance

Patch Data F Downstream Analysis Show dncesorNodes 3 Production Environment

Tes ce Show Descendent Nodes >

Manual Task Maintenan__ View Node Details

View Code
Alarm
Edit Node
P w Instences
View Linsage
Engine Maintenance
Test
Intelligent Diagnosis —  Run 5 | Current Node Retroscively
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Configure Deta Quality Rules
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The following tables describe the parameters that you must set when you select different modes
for generating retroactive data:

o Generate retroactive data in Current Node Retroactively mode.

Patch Data X

Retroactive

Instance Name:

Node: test0l

Data Timestamp: | Oct 7, 2021 Oct7, 2021

Parallelizm: o

Order: l Ascending by Business Date | | Descending by Business Date

The following table describes the parameters.

Parameter Description

Retroactiv DataWorks automatically generates a retroactive instance name. You can change the
e Instance name as needed.
Name
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Parameter

Node

Data
Timestam

p

Parallelis
m

Description

The name of the node for which you want to generate retroactive data.

The data timestamp range of the retroactive instances. A data timestamp is a date-
based timestamp.

= [f you want to generate retroactive data for the node in multiple non-consecutive

date ranges, click Add multi-segment business date.

® [f the start date of the timestamp is later than the current date, you can select

Run Retroactive Instances Scheduled to Run after the Current Time. When
the start date passes, the system automatically runs the retroactive instance.

For example, if the current date is August 24, 2021 and the start date of the
timestamp is September 17, 2021 ,the system runs the retroactive instance
on September 18, 2021

@ Note We recommend that you do not set this parameter to a long range.
Otherwise, the retroactive instance may be delayed due to insufficient resources.

Specifies whether to run multiple retroactive instances in parallel.

® [f you do not select Parallelism, the retroactive instances are run in sequence based

onthe data timestamps.

If you select Parallelism, a specific number of retroactive instances are generated
based on the data timestamps and run in parallel. The number of retroactive
instances is specified by the Number of Concurrent Nodes parameter. Instances
with different data timestamps can be run at the same time.
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Parameter Description

The number of retroactive instances that are created and run in parallel during the
generation of retroactive data.

@ Note This parameter is required if Parallelism is selected.

You can set the Number of Concurrent Nodes parameter to an integer from 2to 70.
The following rules are applied when multiple retroactive instances are run in
parallel:

® [f the number of data timestamps is smaller than the number of parallel instances,
the retroactive instances are run in parallel. For example, the data timestamps are

Ic\)l;meer from January 11 to January 13, and you set the Number of Concurrent Nodes
Concurren parameter to 4. In this case, a retroactive instance is generated for each of the
t Nodes three data timestamps. These three retroactive instances are run in parallel.
= |f the number of data timestamps is larger than the number of parallel instances,
the system runs specific instances in sequence and specific instances in parallel
based on the data timestamps. For example, the data timestamps are from
January 11 to January 13, and you set the Number of Concurrent Nodes
parameter to 2. In this case, two retroactive instances are generated. They are run
in parallel for once, and one of them must be run for the second time.
Valid values: Ascending by Business Date and Descending by Business Date.
Order You can generate retroactive data in an ascending or descending order of data

timestamps.

o Select Current and Descendent Nodes Retroactively.
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The following table describes the parameters.

Parameter Description
Retroactiv . L
DataWorks automatically generates a retroactive instance name. You can change the
e Instance
name as needed.
Name
The data timestamp range of the retroactive instances. A data timestamp is a date-
based timestamp.
= [f you want to generate retroactive data for the node in multiple non-consecutive
date ranges, click Add multi-segment business date.
= |f the start date of the timestamp is later than the current date, you can select
Data Run Retroactive Instances Scheduled to Run after the Current Time. When
. the start date passes, the system automatically runs the retroactive instance.
Timestam
p For example, if the current dateis August 24, 2021 and the start date of the

timestamp is September 17, 2021 ,the system runs the retroactive instance
on September 18, 2021

@ Note We recommend that you do not set this parameter to a long range.
Otherwise, the retroactive instance may be delayed due to insufficient resources.
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Parameter Description

Specifies whether to run multiple retroactive instances in parallel.

® [f you do not select Parallelism, the retroactive instances are run in sequence based

parallelis onthe data timestamps.

m = |f you select Parallelism, a specific number of retroactive instances are generated
based on the data timestamps and run in parallel. The number of retroactive
instances is specified by the Number of Concurrent Nodes parameter. Instances
with different data timestamps can be run at the same time.

You can set the Number of Concurrent Nodes parameter to an integer from 2to 70.
The following rules are applied when multiple retroactive instances are run in
parallel:

= [f the number of data timestamps is smaller than the number of parallel instances,
the retroactive instances are run in parallel. For example, the data timestamps are
Number from January 11 to January 13, and you set the Number of Concurrent Nodes
of parameter to 4. In this case, a retroactive instance is generated for each of the
Concurren three data timestamps. These three retroactive instances are run in parallel.

t Nodes m |f the number of data timestamps is larger than the number of parallel instances,

the system runs specific instances in sequence and specific instances in parallel
based on the data timestamps. For example, the data timestamps are from
January 11 to January 13, and you set the Number of Concurrent Nodes
parameter to 2. In this case, two retroactive instances are generated. They are run
in parallel for once, and one of them must be run for the second time.

Valid values: Ascending by Business Date and Descending by Business Date.
Order You can generate retroactive data in an ascending or descending order of data
timestamps.

You can filter nodes by name and level and select the nodes for which you want to
generate retroactive data.

@ Note

= You can search nodes by name in fuzzy match mode. When you enter a
Nodes keyword, all the nodes whose name contains the keyword appear in the
table below the search box.

®m The search scope includes the current node and its descendant nodes of
all levels. You can select the current node and some or all of its
descendant nodes.

o Select Mass Nodes Retroactively.
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Instance Name:

Data Timestamp:

Order:

Oct 7, 2021 Oct7,2021 [ Delete

Add multi-segment business date

IZEZI Ascending by Business Date IZ::ZI Descending by Business Date

| Select Nodes Requiring Data Backfill by Workspace

Current Node test01

Available Workspaces

Selected Workspaces

The following table describes the parameters.

Parameter

Retroactiv
e Instance
Name

Data
Timestam

p

Order

Description

DatawWorks automatically generates a retroactive instance name. You can change the
name as needed.

The data timestamp range of the retroactive instances. A data timestamp is a date-
based timestamp.

If you want to generate retroactive data for the node in multiple non-consecutive
date ranges, click Add multi-segment business date.

If the start date of the timestamp is later than the current date, you can select
Run Retroactive Instances Scheduled to Run after the Current Time. When
the start date passes, the system automatically runs the retroactive instance.

For example, if the current date is August 24, 2021 and the start date of the
timestamp is September 17, 2021 ,the system runs the retroactive instance
on September 18, 2021

@ Note We recommend that you do not set this parameter to a long range.
Otherwise, the retroactive instance may be delayed due to insufficient resources.

Valid values: Ascending by Business Date and Descending by Business Date.
You can generate retroactive data in an ascending or descending order of data
timestamps.
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Parameter Description

You can select workspaces in the Available Workspaces section and add them to
the Selected Workspaces section. This way, you can generate retroactive data for
all the nodes in the workspaces that you select.

@ Note

® You can search workspaces by name in fuzzy match mode. When you
enter a keyword, the workspaces whose name contains the keyword
appear in the sections.

Select ® You can select workspaces only in the current region.
Nodes
. B You can set a whitelist to generate retroactive data for the nodes that
Requiring . .
Data are not in the selected workspaces. You can also set a blacklist to
Backfill by prevent the generation of retroactive data for the nodes that are
included in the selected workspaces.
Workspac
e B You can specify whether to generate retroactive data for the current
node.
® [f you select Current Node, retroactive instances are generated
for the current node and its descendant nodes.
® [f you clear Current Node, a dry-run instance is generated for
the current node and retroactive instances are generated for its
descendant nodes.
You can select the nodes that are not in the selected workspaces and generate
retroactive data for the nodes.
Node
Whitelist
@ Note You cansearchfor nodes only by node ID.
You can select the nodes in the selected workspaces for which you do not want to
generate retroactive data.
Node
Blacklist @
Note You can search for nodes only by node ID.

o Select Advanced Mode.
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In advanced mode, you can use the node aggregation feature of the DAG to group nodes by
different conditions such as the node type and owner. You can generate retroactive data for
nodes that have no dependencies with each other.

Production Environment

€ & H 9D
(<]

The following steps describe how to generate retroactive data in this mode:
a. Select the nodes for which you want to generate retroactive data.

m |nthe DAG of the auto triggered node, you can use the node aggregation feature by
clicking the Not Aggregate, Aggregate By Workspace, Aggregate By Owner or
Aggregate By Priority icons in Section 1. This way, you group nodes by workspace,
owner, or priority. You can select the check box in the upper-right corner of a group to
select all the nodes in the group in Section 2.

m You can also select nodes in the node list on the Cycle Task page. You can filter nodes
based on different conditions such as the node name, node type, owner, and scheduling
resource group dimension in Section 3. You can select the auto triggered node for which
you want to generate retroactive data in Section 4. Click Add at the bottom of the node
list.

@ Note This way, the system generates retroactive data forthe current node and
all its descendant nodes of the auto triggered node. If you want to generate
retroactive data for only some of the descendant nodes of the auto triggered node,
click the name of the auto triggered node to enterthe DAG and select the
descendant nodes for which you want to generate retroactive data.

b. View the selected nodes.

After the nodes for which you want to generate retroactive data are selected, you can view
the selected nodes in the Run panel in Section 5. You can also performthe following
operations:

m Clickthe o/ icon after the name of a node to open the DAG of the node. You can re-select

the nodes for which you want to generate retroactive data.

m Clickthe @ icon afterthe name of a node to remove the node.

C. Inthe Run panelin Section 5, click Configure to set the parameters for the generation of
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retroactive data.

Patch Data

Retroactive

Instance Name:

Selected Nodes:

Data Timestamp:

Parallelism:

Order:

1 Change

Oct7,2021 Oct7,2021 Y

Add muhti-segment business date

L]

iiﬁl Ascending by Business Date i:ﬁl Descending by Business Date

n Cence'

The following table describes the parameters.

Parameter

Retroacti
ve
Instance
Name

Selected
Nodes

Data
Timestam

p

Description

DatawWorks automatically generates a retroactive instance name. You can change
the name as needed.

The number of nodes for which you want to generate retroactive data. You can
click Change to change the nodes for which you want to generate retroactive
data.

The data timestamp range of the retroactive instances. A data timestamp is a
date-based timestamp.

= |f you want to generate retroactive data for the node in multiple non-
consecutive date ranges, click Add multi-segment business date.

= |f the start date of the timestamp is later than the current date, you can select
Run Retroactive Instances Scheduled to Run after the Current Time.
When the start date passes, the system automatically runs the retroactive
instance.

For example, if the current dateis August 24, 2021 and the start date of
the timestamp is September 17, 2021 ,the system runs the retroactive
instance on  September 18, 2021

@ Note We recommend that you do not set this parameter to a long
range. Otherwise, the retroactive instance may be delayed due to insufficient
resources.
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Parameter

Parallelis
m

Number
of
Concurren
t Nodes

Order

Description

Specifies whether to run multiple retroactive instances in parallel.

If you do not select Parallelism, the retroactive instances are run in sequence
based on the data timestamps.

If you select Parallelism, a specific number of retroactive instances are
generated based on the data timestamps and run in parallel. The number of
retroactive instances is specified by the Number of Concurrent Nodes
parameter. Instances with different data timestamps can be run at the same
time.

You can set the Number of Concurrent Nodes parameter to an integer from 2to
70. The following rules are applied when multiple retroactive instances are run in
parallel:

= |f the number of data timestamps is smaller than the number of parallel

instances, the retroactive instances are run in parallel. For example, the data
timestamps are from January 11 to January 13, and you set the Number of
Concurrent Nodes parameter to 4. In this case, a retroactive instance is
generated for each of the three data timestamps. These three retroactive
instances are run in parallel.

If the number of data timestamps is larger than the number of parallel
instances, the system runs specific instances in sequence and specific instances
in parallel based on the data timestamps. For example, the data timestamps
are from January 11 to January 13, and you set the Number of Concurrent
Nodes parameter to 2. In this case, two retroactive instances are generated.
They are run in parallel for once, and one of them must be run for the second
time.

Valid values: Ascending by Business Date and Descending by Business
Date. You can generate retroactive data in an ascending or descending order of
data timestamps.

5. Click OK to start to generate retroactive data.

Manage retroactive instances
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In the left-side navigation pane of the Operation Center page, choose Cycle Task Maintenance >
Patch Data. You can view the details and status of retroactive instances, and stop or rerun the
instances. For more information about how to go to Operation Center, see the steps described inthe
"Generate retroactive data" section. The following table describes the operations that you can perform
in different sections in the following figure.

1 DataWorks | Operation Center [ESSUESSRIN
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Section Description

In this section, you can specify filter conditions to search for specific retroactive instances.

You can set filter conditions such as the node name, node ID, retroactive instance name, creator,
creation time, status, and data timestamp. You can also filter retroactive instances based on the
nodes that you own or initiate.

1 @ Note

® You must click Show Search Options if you want to set more filter conditions such
as Node Type, Scheduling Resource Group, and Engine Instance.

® You can search for nodes by node name in fuzzy match mode. When you enter a
keyword, all the nodes whose name contains the keyword appear in the table below.
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Section Description

In this section, you can view details of retroactive instances, including:

e Node Name: the name of the retroactive instance. Click the + icon before the name of the

retroactive instance to check information in Section 3, such as the date when the retroactive
instance is run and details of the nodes for which the instance is generated.

Check Status: the check status of the retroactive instance.

® Running status: the status of the retroactive instance. The retroactive instance can be in the
status of running, not running, waiting for resources, exception, and stopping.

e (Created by: the Alibaba Cloud account that is used to create the retroactive instance.
® Creation Date: the date when the retroactive instance is created.
® Nodes: the number of nodes for which the instance is generated.

e Data Timestamp: the date when the instance is run.
In this section, you can also perform the following operations on retroactive instances:

2 ® Stop: You can stop multiple retroactive instances that are running or waiting for resources at
a time. This way, the instances are set to failed.

@ Note

o You can stop multiple retroactive instances at a time, but you cannot delete them
at a time. A retroactive instance is automatically deleted about 30 days after it
expires.

© You cannot stop instances that are not running, succeed or fail to be run.

e Batch Rerun: You can rerun multiple retroactive instances at a time.

@ Note Onlyinstances that are set to failed can be rerun at a time.

® Reuse: You can reuse a group of nodes for which the retroactive instance is generated. This
facilitates your selection of nodes for which you want to generate a retroactive instance.
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Section

Description

In this section, you can view the details of the nodes for which the retroactive instance is
generated. The details include:

e Name: the name of the node. Click the name. Then, you can view the DAG and details of the
node.

e Owner: the owner of the workspace to which the node belongs.

Schedule: the time scheduled to run the node.
e Start run time: the time when the node starts to run.
e End time: the time when the node stops running.

e Runtime: the amount of time consumed to run the node.
In this section, you can also perform the following operations on nodes:

® Stop: You canstop the nodes that are running or waiting for resources. This way, the node is
set to failed.

@ Note You cannot stop the nodes that are not running, succeeded, or failed.

e Rerun: You can rerun nodes.

@ Note You canrerun only nodes that are successful or failed.

e More > Rerun Descendant Nodes: Rerun the descendant nodes of a node.
® More > Set Status to Successful: Set the status of a node to succeeded.
e More > Freeze: Freeze a node and pause the scheduling of the node.

e More > Unfreeze: Resume the scheduling of a frozen node.

e More > View Lineage: View the lineage of a node.

You can select multiple nodes in Section 3 and click Stop or Rerun in Section 4. This way, you can
stop or rerun multiple nodes at a time.

Instance states

No.

State Icon
Succeeded @
Not running =
Failed @
Running

61

> Document Version: 20211230



DataWorks Task Operation-Operation Center

No. State Icon
5 Waiting for resources
6 Frozen

1.4.4. Manage related auto triggered nodes in
the DAG of a retroactive instance

This topic describes how to manage related auto triggered nodes in the directed acyclic graph (DAG) of
a retroactive instance.

Context

After an auto triggered node is developed, committed, and deployed to the scheduling system, the
scheduling system runs the node as scheduled. If you want to synchronize the retroactive data of the
auto triggered node in a historical date range, you can run the node in a specific retroactive data
generation mode. After the auto triggered node is run, a retroactive instance is generated. The
generated retroactive instance is run based on the specified data timestamp range. For more
information, see Generate retroactive data and manage retroactive instances. You can select the following
modes to generate retroactive data:

e Current Node Retroactively: This mode is used to generate retroactive data for the current node.

e Current and Descendent Nodes Retroactively: This mode is used to generate retroactive data
forthe current and descendant nodes at a time. In this mode, you can generate retroactive data for
specific descendant nodes.

e Mass Nodes Retroactively: This mode is used to generate retroactive data for all the nodes inthe
selected workspaces. In this mode, you can filter nodes by workspace. You can set a whitelist to
generate retroactive data for the nodes that are not in the selected workspaces. You can also set a
blacklist to prevent the generation of retroactive data forthe nodes that are included in the
selected workspaces.

e Advanced Mode: This mode is used to generate retroactive data for multiple nodes at a time. You
can select nodes that may not have dependencies with each other. You can select nodes for which
you want to generate retroactive data in the DAG or in the node list on the Cycle Task page.

o Inthe DAG, you can use the node aggregation feature to group nodes by workspace, owner, or
priority. T his way, you can generate retroactive data for the node group.

o You can also select nodes in the node list on the Cycle Task page. You can filter nodes based on
specific conditions and select the nodes for which you want to generate retroactive data.

Limits
DAGs have the following limits:

e Only users of Dataworks Standard Edition or a more advanced edition can use the node aggregation,
upstream analysis, and downstream analysis features provided by DAGs.
e Users of Dataworks Basic Edition or Standard Edition can use the node aggregation, upstream

analysis, and downstream analysis features provided by DAGs on a trial basis free of charge as of May
31, 2021. FromJune 1, 2021, users must update their DataWorks edition to Professional Edition before
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they can use these features. For more information about DataWorks editions, see Dataworks
advanced editions.

e You can use the node aggregation, upstream analysis, and downstream analysis features of DAGs
only in the China (Shenzhen) region.

Manage auto triggered nodes in a DAG

Find the retroactive instance based on which you want to manage auto triggered nodes and click DAG
in the Actions column. You can performthe following operations in a DAG:

Search: Q Retroactive Instance Name Node Type: Run At

Scheduling Resource Group My Nodes

Sh +'-..'"Z:t:':
|u@®£|3 Q|o 0|c% @a@®
| T Downstream Analysis | o

-] charushujy

o dqc_test

e Aggregate nodes

If an auto triggered node has multiple ancestor and descendant nodes or the ancestor and
descendant nodes are distributed at multiple levels, you can aggregate the nodes. The nodes can be
aggregated from dimensions such as node status, workspace, owner, and priority. Then, you can view
the number of nodes fromyour required dimension. This allows you to understand the numbers of
nodes from different dimensions and helps you plan node running. The following figures show the
node distribution when the ancestor and descendant nodes of an auto triggered node are not
aggregated or are aggregated by priority.

o The following figure shows the node distribution when the ancestor and descendant nodes of an
auto triggered node are not aggregated.

@@@gn a ce @QH® I

T Downstream Analysis Productlon Environment

8 maxcompute_di_all_cloum .. @ maxcompute_di ademo _es g.. © maxcompute di_ademo_es g... @ maxcompute di_ademo_es g... © mexcompute di_charset la.

© oneclickOdps wpw _test d...
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o The following figure shows the node distribution when the ancestor and descendant nodes of an
auto triggered node are aggregated by priority. The current auto triggered node has six
descendant nodes whose priorities are 1, as shown in the following figure.

;:3.@g a ceH @AQBE X

T Downstream Analysis Productlon Environment

5 Nodes in Total

B1(5)

1 Nodes in Total

=1 1)

e Analyze ancestor nodes

In most cases, an auto triggered node has both upstream and downstream nodes. If an auto
triggered node is not run for a long time, you can analyze the ancestor nodes of the node. You can
view the ancestor node that blocks the running of the node in the DAG and troubleshoot the issue.
This improves the running efficiency of the node.

@ Note Youcan analyze the ancestor nodes of only the auto triggered nodes that are not
run.

The following figure shows how to analyze the ancestor nodes of an auto triggered node. For
example, the 2_ node is not run for a long time. In this case, you can click the node and click
Upstream Analysis in the upper-left corner to analyze the ancestor nodes of the node.

Ec @ 2 F a cCa @AQE® U
|:| T Downstream Analysis Productlon Environment

@ maxcompute_di_all_cloum_... @ maxcompute_di_ademo_es_g... @ maxcompute_di_ademo_es_g... @ maxcompute_di_ademo_es_g... @ maxcompute_di_charset la...

@ oneclickDdps wpw _test d...

The analysis results show that the ancestor nodes that block the running of the 2_ node are the
table data synchronization and metric statistics nodes. Then, you can troubleshoot the issue
based on the analysis results.

e Analyze descendant nodes

If an auto triggered node has multiple descendant nodes or the descendant nodes of an auto
triggered node are distributed at multiple levels, you can analyze the descendant nodes of the auto
triggered node. You can aggregate the descendant nodes by node status, workspace, owner, or
priority. Then, you can view the numbers of nodes at different levels from your required dimension or
the total number of nodes at all levels from your required dimension.
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@ Note

o By default, the descendant nodes of an auto triggered node are aggregated by owner.
The system calculates the total number of nodes at all levels from the owner dimension.

o If you analyze the descendant nodes of an auto triggered node, the analysis results are
displayed by level. A maximum of six levels of nodes can be displayed. If you want to view
more levels of nodes, click Continue Analysis inthe upper-left corner.

In the following example, the descendant nodes of the tag node are analyzed. The following
figures show the analysis results that are displayed by using different methods.

o The descendant nodes of the tag node are aggregated based on the workspaces to which the
descendant nodes belong. The analysis results are displayed by level. This way, the numbers of the
descendant nodes in different workspaces are displayed at different levels.

@E&B Enter a node name or IL Q

* Cancel Downstream Analysis Merge

@ oneclickDdps_wpw_test d...

o The descendant nodes of the tag node are aggregated based on the workspaces to which the
descendant nodes belong. The analysis results are displayed by using the merging method. T his
way, all the descendant nodes are placed at the same level, and the numbers of the descendant
nodes that belong to different workspaces are displayed.

GE&B Enter a node name or I Q
X Cancel Downstream Analysis

© oneclickOdps wpw _test d...

e Select adisplay patternfora DAG
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You can click the icons in the upper-right corner of a DAG panel to adjust the display pattern of the
DAG based on your business requirements. For example, you can click Toggle Full Screen View or
Fit Screen to performthe operation.

In the following examples, the DAG of the 0_2 node is displayed after the descendant nodes of the
0_2 node are ungrouped or grouped:

o The following figure shows the DAG of the 0_2 node when the descendant nodes of the 0_2 node

are ungrouped. In this pattern, you can clearly view the upstream and downstream dependencies
of all the nodes.

BEc e acr Q c@ﬂ@[-:::

X Cancel Downstream Analysis m Layer Production Environment

@ oneclickOdps_wpw_test d...

o The following figure shows the DAG of the 0_2 node when the descendant nodes of the 0_2 node
are grouped. In this pattern, every five descendant nodes of the 0_2 node are placed at the same
level. This way, these descendant nodes are displayed in an orderly manner. You can obtain the
total number of the descendant nodes.

Elc ¢ 2 F Q cEl aam =

X Cancel Downswream Anslysis () Lover Production Environment

© oneclickOdps_wpw_test_d...

e Right-clickthe node that you want to manage in a DAG and perform operations on the node.

€ Overview

Search: Q| Retrosctive Instance Name: Nede Type: Run At
4% RealTime Task Mainten... v

Scheduling Resource Group My Nodes
T} Cycle Task Maintenance ~
Show Search Options
Cycle Task
Show Ancestor Nodes 5
Sl u & ® 4R Q Show Descendent Nodes » cCh Q@aE Xl
Patch Data v
View Runtime Log
X Cancel Downstream Analysis  (EEG) Laver Production Environment

Test Instance Instance Diagnose (=

View Code
Manual Task Maintenan... ¥

Edit Node
Alarm v View Linesge
Imelligent Diagnosis
@ oneclickOdps y | Rerun

Rerun Descendent Nodes

Freeze

@ Note Afteryou clickthe Update Node Status icon in the upper-right corner, the DAG of
the retroactive instance is refreshed, but the operational logs of the instance are not.
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Action

Show Ancestor
Nodes or Show

Descendant
Nodes

View Runtime
Log

View Code
Edit Node

View Lineage

Description

Show ancestor nodes or descendant nodes. If a workflow contains three or more
nodes, specific nodes are automatically hidden in the DAG in Operation Center. You
can select the number of levels to view all nodes at one or more levels.

View the operational logs of the node. A node may be in a state such as Running,
Successful, or Failed.

View the code of the node.
Go to the DataStudio page to modify the configurations of the node.
View the dependencies of the node.

Stop the node if the node is in the Pending or Running state. After you perform

Sto . . .
P this operation, the node enters the Failed state.
Rerun Rerun the node if the node is in the Failed or an abnormal state.
Rerun .
Rerun all the descendant nodes of the node. If the node has multiple descendant
Descendent
nodes, all these nodes are rerun.
Nodes

Set the status of the node to Successful and run descendant nodes that are not run.
We recommend that you perform this operation if a node fails.

Set Status to

Successful @ Note Only the status of a failed node can be set to successful. This
operation does not apply to workflows.

Perform an emergency operation. An emergency operation takes effect only once
on the current node.

Emergenc . .

9 . y Select Delete Dependencies to delete the dependencies of the node. You can

Operations ) ) . .
perform this operation to start the node if the ancestor nodes of the node fail and
the node does not depend on the data of the ancestor nodes.

Freeze Freeze the node and pause the scheduling of the node.

Unfreeze Resume the scheduling of the node if the node is frozen.

1.4.5. Manage test instances

Test instances are generated when you test auto triggered nodes. You can manage test instances.
Limits

Test instances of a node can be run only after the running of an auto triggered node instance is
complete.

Go to the Test Instance page
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1. Log onto the Dataworks console.
2. Inthe left-side navigation pane, click Workspaces.

3. Find your workspace and click Data Analytics inthe Actions column.

4. Onthe DataStudio page, clickthe B icon in the upper-left corner and choose All Products >
Operation Center.

5. Inthe left-side navigation pane of the Operation Center page, choose Cycle Task Maintenance >
Test Instance. Then, you can view test instances and the directed acyclic graphs (DAGs) of the
test instances.

Manage test instances in the instance list

You can manage test instances in the instance list. For example, you can rerun, freeze, or unfreeze test
instances, set the status of test instances to successful, view the lineage of test instances, and check
operational logs.

i DataWorks | Operation Center

§ RealTime Task Mainten_ v

09-10 18:43:51 ~ 18:43:51 (dur 0s)

v L Shel Sep 10,2021 000000 509,202 0s Sep 10,2021 174324 Sep10,2021° DAG | T

09-10 17:43:24 ~ 17:43:24 (dur 02)

Operation Description

Allows you to specify filter conditions to search for your desired test instance in the
section marked with 1 in the preceding figure.

You can search for a test instance by node name or node ID. You can also specify filter
conditions, such as Owner, Run At, Data Timestamp, Status, Region, Engine
Type, Engine Instance, Baseline, My Nodes, Tested by Me Today, and Frozen
Nodes, to perform the operation.

Filter

Allows you to stop the test instance. You can stop a test instance only in the
Stop Pending or Running state. After you perform this operation, the test instance enters
the Failed state.
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Operation

Rerun

More

Batch
operations

Description

Allows you to rerun the test instance. After the test instance is rerun, its pending
descendant test instances are run as scheduled. Perform this operation if a test
instance fails to be run or a test instance is not run as scheduled.

@ Note Only the test instances in the Successful or Failed state can be
rerun.

Allows you to perform other operations on the test instance. You can click More in
the Actions column of the test instance and select an operation. The operations
include Set Status to Successful, Freeze, Unfreeze, View Lineage, and View
Runtime Log.

Allows you to perform an operation on multiple test instances at a time. You can click
one of the following buttons in the section marked with 3 in the preceding figure to
perform an operation: Stop, Rerun, Set Status to Successful, Freeze, and
Unfreeze.

Manage test instances in a DAG

Click the name of atest instance or DAG in the Actions column to view the DAG of the test instance. In
the DAG, you can right-click the test instance to performthe related operations.

Overview

RealTime Task Mainten...
Cycle Task Maintenance
Cycle Task

Cycle Instance

Patch Data

Test Instance

Manual Task Maintenan..

Alarm

Resource

Engine Maintenance

Intelligent Diagnosis

Operation

View Runtime
Log

fih DataWorks | Operation Center v

Search: Q Node Type Run At: Data

#7 View Runtime Log
09-10 17:43:24 ~ 17:43:24 (dur 0s) [ ] embedded f | |siance Disgnose [
View Code
Edit Node
View Lineage
Rerun
Description

Allows you to view the operational logs of the test instance in a state such as
Running, Successful, or Failed.
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Operation Description
View Code Allows you to view the code of the test instance.
Edit Node Allows you to go to the DataStudio page to modify the node to which the test

View Lineage

Stop

Rerun

Set Status to
Successful

Freeze

Unfreeze

instance belongs.
Allows you to view the lineage of the test instance.

Allows you to stop the test instance. You can stop a test instance only in the
Pending or Running state. After you perform this operation, the test instance enters
the Failed state.

Allows you to rerun the test instance. After the test instance is rerun, its pending
descendant test instances are run as scheduled. Perform this operation if a test
instance fails to be run or a test instance is not run as scheduled.

@ Note Only the test instances in the Successful or Failed state can be
rerun.

Allows you to set the status of the test instance to Successful and run its pending
descendant test instances. Perform this operation if a test instance fails to be run.

@ Note This operation applies only to failed test instances.

Allows you to freeze the test instance and pause the scheduling of the test instance.

Allows you to unfreeze the frozen test instance.

e |[f the test instance is not run, the system automatically runs this test instance after
its ancestor test instances are successfully run.

e |[f all the ancestor test instances of the test instance are successfully run, the status
of the test instance is directly set to Failed. You must manually rerun the test
instance.

1.4.6. Instance diagnosis

DataWorks Operation Center provides the instance diagnosis feature to help you track the running of
nodes and identify problems.

Go to the Intelligent Diagnosis page

) Notice

The instance diagnosis feature is available only in DataWorks Professional Edition or

more advanced editions.

1. Log onto the Dataworks console.

2. Inthe left-side navigation pane, click Workspaces.

3. Afteryou select the region in which the workspace that you want to manage resides, find the
workspace and click Data Analytics inthe Actions column.
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4. Clickthe Biconinthe upper-left corner and choose All Products > Task Operation >

Operation Center.

. Inthe left-side navigation pane, choose Cycle Task Maintenance > Cycle Instance.

You can also click Patch Data orTest Instance or choose Manual Task Maintenance > Manual
Instance to go to the Intelligent Diagnosis page of an instance in the same way.

. Clickthe status icon next to aninstance to go to the Intelligent Diagnosis page.

& Operation Center

Overview

RealTime Task Mainten... ¥
Cycle Task Maintenance
Cycle Task

Cycle Instance

Patch Data

Test Instance 31 ~ 10:18:57 (dur 0s)

You can also go to the Intelligent Diagnosis page of aninstance in one of the following ways:

o Right-clickthe instance in the directed acyclic graph (DAG) and select View Runtime Log. On
the log details page, clickUse Instance Diagnose now.

o Right-clickthe instance in the DAG and select Instance Diagnose.

o Show the instance list. Find an instance and choose More > Instance Diagnose.

Instance Diagnose

The instance diagnostic information of an instance is displayed in the Upstream Nodes, Resources,
and Execution steps.

e Upstream Nodes

71

> Document Version: 20211230



DataWorks

Task Operation-Operation Center

The Upstream Nodes step on the Instance Diagnose tab displays the running status of ancestor
nodes of the current node. This tab helps you find the ancestor node that blocks the running of the

current node.

= i Dataworks | Operation Center

& Datastudio

OSS20DPS

Impactbassline  Historical instance

| Basic information

Successful

Aug 6, 2020 00:05:00

706720363618

Data Integration

Aug 6, 2020 00:19:01

Daily Scheduling

29Minutes22Seconds

Aug 6, 2020 00:48:23 Aug 6, 2020 00:49:57 bizdate=20200805
Instance Run Successfully 1e5t20200728
Common resource group No

| Instance Diagnose

© upstream Nodes © Timing Check © Resources

Aug 6, 2020 00:48:23 ~ Aug 6, log  DOC
2020 00:49:57

(dur Tm24s) | .710s | | 0.798s | 8-2-0 | null
Gateway:11.187.4279 | 278735 | 2| 0755 | 6-0-0 | nuil
Run successfully f | 0.537¢ | | 8.503 | 0-6-1 | null

WRITE_TASK_DESTROY | 2.001s | | 2.001s | @-9-¢ | null

e Resources

The Resources step on the Instance Diagnose tab displays the resource usage. Based on the
information on this tab, you can arrange the scheduled time of the current node to avoid peak hours.

Histor

ance Disgnose  Impec
| Instance Diagnose

© Upstream Nodes © Timing Check

0

Aug 6, 2020 00:48:23 ~ Aug 6, i
hug 20200 Scheduling resource information

Resource Group :  default_resource. _group Running task/waiting task : undefined / undefined

Resource Usage Trends

2Minutes22Seconds Task running : IMinutes34Seconds

Task waiting resources

\
\
NI N S I oI - A ~ - b Mool L. | S SO N | . N
Resource-consuming tasks
hug 62020 000800 - hug 5 202
Name Node D ToskSous | SN | e e Tming Time Stortruning End Rumning Belorge otk jiegg =
: 5 FaiesTorun | DAVSShe | ORIEIIS 20 20007500 sz, 2020011427 sz, 2020011427 Producon _

e Execution

If the current node fails to run, the Execution step provides you with intelligent diagnostic
suggestions based on log information. You can also clickInstance List to conduct further analysis.

Impactbsseline  Historical instance

| Instance Diagnose

@ Upstream Nodes @ Timing Check @ Resources

Aug 6, 2020 00:48:23 ~ Aug 6, Leg  DQC  Code details
2020 00:49:57
(dur 1m34s) o

Gateway:11.197.242.79 1
Run successfully p?

05 00:49:32.973 [306257657-0-1-uriter] TIFO OdpsiiritersTask - Slave which uplo ] comit blocks ok.
06 00:49:33.910 [taskGroup-0] IIFD TeskGroupContainer - taskGroup[0] taskId[1] is successed, used[20651]ms, success[82745]records, failed[0]records
06 00:49:40.020 [306257637-0-8-uriter] TNFO OdpskiriterProxy - write block @ ok.
0 ReaderSTask - read bucket=[new-datanorks-workshop] object=[user_log.txt], range: [Start=-67108322, end=134217936] start...
sHriterprany - urd
-t

05 00:49:51.829 [386287857-8 1 begin to comit blocks:[
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D Notice The Instance List tab is available only for MaxCompute nodes.

Impact baseline

In the top navigation bar, clickImpact baseline to view the baseline of the current node.

Historical instance

In the top navigation bar, click Hist orical instance to view the information about the last 15 instances
of the current node. The information includes Running time, Start run time, Time consumption of
waiting for scheduling resources, and Historical instance.

OSS20DPS

Running time Start run time

Time consumption of waiting for scheduling resources

Historical instance
Business date instance ID Staws Sterttime Endtime. Run when Long Waiting for resource consumption Operstion

20200729 00:00:00 Run Successfi 20200730 00:49:34 202007-30 00:51:50 136 Second 1833 Second

1.5. Manually triggered node O&M
1.5.1. Manually triggered nodes

Manually triggered nodes are nodes whose scheduling type is set to manual before these nodes are
committed to the scheduling system.

® Note

e Aftera manually triggered node is committed to the scheduling system, the node is run only
after it is manually triggered.

e Manually triggered nodes created in DataWorks V1.0 are listed as the Manually Triggered
Node type, and those created in DatawWorks V2.0 or later are listed as the Manually
Triggered Workflow type.

Manage manually triggered workflows in the workflow list

The manually triggered workflow list displays manually triggered workflows that are committed.

Action Description
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Action

Filter

DAG

Run

View
Instances

More

Change
Owner,
Modify

Scheduling

Resource
Group,
Undeploy
Manually
Triggered
workflow

Description

Allows you to find the required workflows by configuring parameters in the red box that is
marked with 1 in the preceding figure.

You can search for a workflow based on the workflow name and configurations of Type,
Owner, My Nodes, and Modified Today.

@ Note Only the workflows that meet the workflow name filter condition and
other filter conditions are returned.

Allows you to view the directed acyclic graph (DAG) of the workflow. You can view the
workflow information, such as the code and lineage, in the DAG.

Allows you to run the workflow to generate manually triggered node instances.

Allows you to go to the View Instances page to view the manually triggered node
instances that are generated for the workflow.

Allows you to change the owner of the workflow. You can choose More > Change Owner
to perform the operation.

To change the owners of multiple workflows at a time, select multiple workflows and click
Change Owner as shown in the red box that is marked with 3 in the preceding figure.

DAG of a manually triggered workflow
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To view the DAG of a workflow, click the name of the workflow or DAG in the Actions column. Inthe
DAG, you can right-click the workflow to perform related operations.

Q cC aam® 3
tenan.. A

Productlon Environment

Action Description

View Code Allows you to view the code of the workflow.

Edit Node Allows you to go to the DataStudio page to modify the workflow.
View Lineage Allows you to view the lineage of the workflow.

Modify Scheduling Resource Allows you to change the resource group that the workflow uses to
Group run.

1.5.2. Manually triggered node instances

Manually triggered node instances are generated when manually triggered nodes are run. Manually
triggered nodes do not have node dependencies. They must be manually run.

) Notice

e Alerts can be generated only when auto triggered node instances fail. Alerts are not
generated for manually triggered node instances, retroactive instances, or test instances.

e You must purchase DatawWorks Professional Edition or a more advanced edition to use the
instance diagnostics feature for manually triggered node instances.

Go to the Manual Instance page

1. Log onto the Dataworks console.
2. Inthe left-side navigation pane, click Workspaces.

3. Find the required workspace and click Data Analytics.

4. Clickthe Bliconinthe upper-left corner and choose All Products > Operation Center.
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5. Inthe left-side navigation pane, choose Manual Task Maintenance > Manual Instance. You can

view the list and directed acyclic graphs (DAGs) of manually triggered workflows or manually
triggered node instances.

Manually triggered workflow list

Operation Description

Find the required workflows by setting the filter conditions in the section marked
with 1 in the preceding figure.

Filter . .
You can search for workflows by workflow name and set filter conditions such
as Type, Owner, Data Timestamp, and Run At.

DAG Click DAG in the Actions column to open the DAG of the workflow. You can view
the running result of the instances.

Stop Click Stop to stop the instance if it is in the Running state.

Rerun Reschedule the instance.

Select multiple instances and click Stop in the section marked with 3 in the

Batch operations . . . .
preceding figure to stop the selected instances at a time.

Manually triggered workflow DAG
Click the name of a workflow or DAG in the Actions column to open the DAG of the workflow. Inthe

DAG, you can right-click the workflow to perform related operations.

@ Note A manually triggered workflow does not have dependencies. Therefore, only the
current instance appears in the DAG.

Operation Description

View Runtime Allow you to view the operational logs of the current instance if it is in the Running,
Log Successful, or Failed state.

View Code Allow you to view the code of the node.

Edit Node Click this menu item to go to the DataStudio page to modify the workflow.

View Lineage Allow you to view the lineage of the current instance.

Stop Stop the instance, which takes effects only on the current instance.

Rerun Rerun the instance if it is in the Failed state or an abnormal state.

1.6. Monitor
1.6.1. Overview
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The intelligent monitoring system monitors the status of nodes. If the global rules, custom alert rules,
and intelligent baselines that you configured are met, the intelligent monitoring system sends alert
notifications based on the notification method that you specified, such as emails, text messages,
phone calls, DingT alk group messages, and webhook addresses. This way, you can identify and handle
exceptions at the earliest opportunity.

Background information

In addition to the basic monitoring operations that are supported by a traditional monitoring system,
DataWorks provides the following capabilities:

e Accurately identifies the nodes that you want to monitor based on your business requirements.

DatawWorks runs a large number of nodes, and the dependencies between the nodes are complex.
This makes it difficult to find and monitor all the ancestor nodes of a node, even if you know which
node is the most important. If you monitor all nodes, a large number of alerts are triggered. T his
causes you to miss the alerts of the nodes that you want to monitor, which leads to poor monitoring
performance.

e Provides different alerting methods for monitored nodes.

For example, some monitoring tasks require the monitored nodes to run for more than 1 hour before
alerts are triggered. Other monitoring tasks require the monitored nodes to run for more than 2 hours
before alerts are triggered. A long period of time is required to configure alert rules for each node,
and it is difficult to determine the alert threshold for each node.

e Provides a switch to disable alerting.
The intelligent monitoring system provides a switch to disable alerting.

The intelligent monitoring system provides comprehensive monitoring and alerting logic. You need
only to specify the names of important nodes in your business. Then, the intelligent monitoring system
automatically monitors the entire process of your nodes and generates standard alert rules for them.
To create custom alert rules, you can configure the basic alert rule settings.

The full-path monitoring feature of the intelligent monitoring system ensures the overall data out put
of the important business within Alibaba Group. The intelligent monitoring system allows you to
analyze ancestor and descendant node paths to identify risks and provide O&M information for
business departments. The features that are provided by the intelligent monitoring system ensure the
high stability of business within Alibaba Group.

Limits

The following features are supported only in DataWorks Standard Edition and more advanced editions:
Baseline Instance, Baseline Management, and Event Management.

Considerations

If you want to receive alert notifications by text messages or phone calls as a RAM user, you must log
onto the RAM console by using your Alibaba Cloud account. Then, enter the required information
about this RAM user such as the phone number and email address. For more information about how to
enterthe personal information of a RAM user, see Modify the basic information about a RAM user.

Monitoring methods

The intelligent monitoring system provides the following monitoring methods: intelligent baseline and
custom alert rules. This section describes the monitoring principles and configuration rules of the two
monitoring methods.
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e Intelligent baseline
o Monitoring scope
A baseline is a group of nodes. You can monitor nodes by baseline.

Afteryou configure a baseline as a monitored object, all nodes in the baseline and the ancestor
nodes of the nodes are monitored. After you configure a monitored baseline, the intelligent
monitoring system does not monitor all nodes. A descendant node of a monitored node is
monitored only if the descendant node is added to the monitored baseline. If the descendant
node is not added to the monitored baseline, the intelligent monitoring system does not report an
alert even if the descendant node fails.

In the preceding figure, DataWorks has six nodes, but only Nodes D and E are added to the
monitored baseline. The intelligent monitoring system monitors Nodes D and E and all the ancestor
nodes of these two nodes. If an exception such as an error or slowdown occurs on Node A, B, D, or
E, the intelligent monitoring system detects the exception. However, the intelligent monitoring
system does not monitor Node C or F.

o Node capturing

If an exception occurs on a node that is wit hin the specified monitoring scope, the intelligent
monitoring system generates an alert event and reports an alert based on the analysis of the alert
event. Two types of node exceptions are monitored. You can go to the Event Management page
to view the node exceptions. For more information, see Manage events.

m Error: indicates that a node fails to run.

m Slow: indicates that the running time of a node is significantly longer than the average running
time of the node in the previous periods.

@ Note If anode times out and then encounters an error, two events are generated.

o Alerting time judgment
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Margin is the maximum period of time that the intelligent monitoring system allows you to wait
before you start torunanode. The latest start time of a node is calculated by using the

following formula: Baseline time - Average running time

Average running time

10 minutes

Average running time

2 hours

. . Average running time
Average running time

30 minutes
1.5 hours

Average running time Average running time

2 hours 20 minutes

Baseline A :
Baseline time 6:00

In the preceding figure, to make sure that the baseline time of Baseline A is 05:00, you must set the
latest start time of Node Eto 04:10. The time 04:10 is obtained by subtracting the average
running time of Node F and the average running time of Node E fromthe baseline time 05:00. In
this example, the average running time of Node F is 20 minutes, and the average running time of
Node E is 30 minutes. This time is the latest completion time of Node B in Baseline A.

In the preceding figure, to make sure that the baseline time of Baseline B is 06:00, you must
configure the latest completion time of Node B to 04:00. The time 04:00, which is earlier than
04:10, is obtained by subtracting the average running time of Node D fromthe baseline time
06:00. In this example, the average running time of Node D is 2 hours. To meet the baseline time of
both Baseline A and Baseline B, you must set the latest completion time of Node B to 04:00.

The latest completion time of Node A is 02:00, which is the average running time of Node B
subtracted from 04:00. In this example, the average running time of Node B is 2 hours. The latest
start time of Node A is 01:50, which is the average running time of Node A subtracted from 02:00.
In this example, the average running time of Node A is 10 minutes. If Node A fails to run before
01:50, Baseline A may enter the Overtime state. If Node A fails to run at 01:00, the margin of Node
A is 50 minutes, which is the difference between 01:00 and 01:50. As shown in this example,
margin indicates the degree of caution for a node exception.
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o

Baseline alerting

The baseline alerting feature provides alerts for baselines for which baseline monitoring is enabled.
You must set the Margin Threshold and Committed Time parameters for each baseline. When
baseline alerting is enabled, the specified alert recipient is notified three times at intervals of 30
minutes when the baseline completion time that is estimated by the intelligent monitoring system
exceeds the alert margin.

Notification method

By default, baseline alerts are sent to the baseline owner. You can change the notification method
based on your business requirements. To performthe change, go to the Rule Management page,
find Global Baseline Alert Rule, and then click View Details in the Actions column. For more
information, see Configure alert details.

Gantt chart

The Gantt chart feature specifies the key path of a node. The Gantt chart feature is provided by
the baseline instances of the intelligent monitoring system.

00:00 00:10 00:20 00:30 00:40
[vir]
#

[vir]
#320170290

e Customalert rules

To create atrigger for a custom alert, configure the following parameters based on your business
requirements:

o

o

Object: You can specify nodes, baselines, workspaces, and workflows as objects.

Trigger Condition: Valid values are Completed, Uncompleted, Error, Uncompleted in Cycle,
Overtime, and The error persists after the node automatically reruns.

Notification Method: Valid values are SMS, Email, and Phone.

Maximum Alerts: the maximum number of times that alerts can be reported. If the maximum
number is exceeded, no alerts are reported.

Minimum Alert Interval: the time interval at which Dataworks reports alerts.
Quiet Hours: the period of time during which no alerts are reported.
Recipient: You can set this parameter to the node owner or another recipient.

The following information shows the trigger conditions for custom alert rules:
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o Completed

You can configure an alert rule for nodes, baselines, workspaces, and workflows. If all nodes of the
specified object are completed within the specified time, an alert is reported.

® Note

m If you configure an alert rule for a baseline, an alert is reported when all nodes of the
baseline are completed.

m [f you configure an alert rule for a workflow, an alert is reported when all nodes of the
workflow are completed.

m [f you configure an alert rule for multiple nodes, an alert is reported when all the
configured nodes are completed.

m You cannot configure such an alert for a workspace.

o Uncompleted

You can configure an alert rule for nodes, baselines, workspaces, and workflows. If one node of
the specified object is not completed wit hin the specified time, an alert is reported. The intelligent
monitoring system starts to monitor the object that you specify in the Create Custom Rule dialog
box fromthe time at which the object starts to run until the time specified by the Alert At
parameter in the same dialog box.

@ Note I you configure an alert rule for a node that is scheduled by hour or minute, an
alert is reported if one of the instances of the node is not completed within the time specified
by the Alert At parameter on the current day. Example:

m You set Trigger Condition to Uncompleted and Alert At to 10:00 for a baseline. If a
node in the baseline is not completed at 10:00, an alert that contains a list of the
uncompleted nodes is reported.

m [f a node scheduled by houris configured to run on an hourly basis from 00:00 to 23:59
every day and you set the Alert At parameterto 12:00, an alert is triggered every day.
For a node that is scheduled by hour or minute, we recommend that you set Trigger
Condition to Uncompleted in Cycle in the Create Custom Rule dialog box. This way, an
alert is reported if one of the instances of the node scheduled by hour or minute is not
completed within the specified cycle.

o Error

You can configure an alert rule for nodes, baselines, workspaces, and workflows. If an error is
reported for a node, an alert that contains detailed information about the erroris sent to the
recipient.

® Note

m If you configure an alert rule for a baseline, workspace, or workflow, an alert is reported
when a node in the baseline, workspace, or workflow fails to run.

m Afteryou set Trigger Condition to Error, an alert is reported every time the node fails. If
the node fails to rerun three times, the alert is triggered three times.
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o Uncompleted in Cycle

If node instances continue to run at the end of the specified cycle, an alert is reported. In most
cases, you can configure this alert rule for node instances that are scheduled by hour or minute. For
example, Node A is scheduled to run every 2 hours, and the time to complete each runis 25
minutes. If Node A starts to run at 00:00 every day, Node A runs 12 times within 24 hours. The first
cycle starts at 00:00, the second cycle starts at 02:00, and so on. The twelfth cycle starts at
22:00. If Node A runs as expected, the running of Node A is complete at the specified point in time
in each cycle, such as 00:25 or 02:25. If the node continues to run at the end of a cycle, an alert is
reported.

@ Note By default, frozen instances are in the Completed state.

o QOvertime

You can configure alerts for nodes, baselines, workspaces, and workflows. An alert is reported if
the execution duration of a node of the monitored object exceeds the specified execution
duration and the node status is unsuccessful.

@ Note The execution duration is specified by the Timer parameter in the Create Custom
Rule dialog box.

o The error persists after the node automatically reruns

You can configure an alert rule for nodes, baselines, workspaces, and workflows. If an error persists
after a node of the monitored object automatically reruns, an alert is reported.

Features

To reduce your configuration costs and highlight the alerts of important nodes that you want to
monitor, the intelligent monitoring system provides the following features:

e Baseline Instance: allows you to view the information about a baseline. For more information, see
Manage baseline instances.

e Baseline Management: allows you to create and define a baseline. For more information, see
Manage baselines.

e Event Management: allows you to view all alert events that are related to slowdown or errors. For
more information, see Manage events.

e Rule Management: allows you to create custom alert rules, add a DingT alk chatbot, and obtain a
webhook URL. The intelligent monitoring system monitors the status of your nodes based on your
custom alert rules. This way, you can identify and handle exceptions at the earliest opportunity. For
more information, see Manage custom alert rules.

e Alert Management: allows you to view details about all alerts. This way, you can identify and
handle exceptions at the earliest opportunity. For more information, see Manage alerts.

e Schedule: allows you to use the shift schedule feature of DatawWorks to specify a shift schedule for
alert recipients during the O&M of nodes. DatawWorks sends an alert notification to a recipient of a
custom alert rule based on the shift schedule that you specify. This way, the alert recipient can
identify and handle exceptions at the earliest opportunity. For more information, see Create and
manage a shift schedule.

For more information on frequently asked questions about the intelligent monitoring system, see FAQ.
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1.6.2. Intelligent Baseline

1.6.2.1. Manage baselines

On the Baseline Management page, you can create and manage baselines.

@ Note To use this feature, you must purchase DatawWorks Standard Edition or higher.

Create a baseline

1.

Log onto the DataWorks console. In the left-side navigation pane, click Workspaces. On the
Waorkspaces page, find the target workspace and click Data Analytics in the Actions column.

On the DataStudio page that appears, click the icon in the upper-left corner and choose All
Products > Operation Center.

On the Operation Center page that appears, choose Alarm > Baseline Management.

. Onthe Baseline Management page, click Create Baseline in the upper-right corner.

@ Note Current ly, only the workspace administrator can create baselines.

. Inthe Create Baseline dialog box that appears, set the parameters and click OK.

Parameter Description

Baseline Name The name of the baseline.

Workspace The workspace of the node associated with the baseline.
Owner The name or ID of the owner.

Specifies whether the baseline detects nodes by day or hour.

o By the Day Interval: Select this option for daily scheduled nodes.

Recurrence
o By the Hour Interval: Select this option for hourly scheduled

nodes.

o Node: the node to be associated with the baseline. Enter the name
or ID of a node and click the icon on the right to add the node. You
can add multiple nodes.

o Workflow: the workflow to be associated with the baseline. Enter
the name or ID of a workflow and click the icon on the right to add
Node the workflow.

@ Note We recommend that you add only the node at the
end of a workflow. We recommend that you do not add all
nodes of a workflow by adding the workflow.
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Parameter Description

The priority of the baseline. A baseline with a higher priority is
scheduled preferentially. Default value: 1.

@ Note

°o You can only change the priority of nodes in a workspace
whose billing method is subscription. Valid values: 1, 3, 5,
7, and 8.

Priority o The larger the value, the higher the priority.

The completion time of the node estimated based on the average
Estimated Completion running time of the node during previous scheduling. If no historical
Time data is available, the message The completion time cannot be

estimated due to a lack of historical data appears.

The time point when the node should be completed. An alert is
triggered if the node is not completed until the time point obtained by
subtracting the alert margin threshold from the committed completion
time.

Committed Time

The interval before an alert is triggered. For example, if you set

Committed Time to 3:30 and Margin Threshold to 10 minutes, an alert

is triggered if the node is not completed at 3:20. Assume that the

average running time of the node is 30 minutes. If the node is not
Margin Threshold started at 2:50, an alert is triggered.

@ Note The average running time of a node can be calculated
based on the data of the last 15 days.

6. After abaseline is created, click Enable in the Actions column to enable the baseline.

You can click View Det ails, Change, Enable, Disable, or Delete in the Actions column to perform
the corresponding operation on a baseline.

o View Details: Click View Det ails to view the basic information about the baseline.
o Change: ClickChange to modify the baseline.

o Enable or Disable: Click Enable or Disable to enable or disable the baseline. A baseline instance
can be generated only when the corresponding baseline is enabled.

o Delete: ClickDelete to delete the baseline.

Add a node to a baseline
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By default, all nodes in the production environment are in the default baseline of each workspace.
When you create a baseline, you actually move nodes fromthe default baseline to the baseline that
you create.

@ Note A node must belong to a baseline, so you cannot directly remove nodes fromthe
default baseline. Instead, you can create a baseline to move nodes from the default baseline to
the new baseline. When you delete a baseline that you create, you actually move the nodes inthe
baseline to the default baseline.

To change the baseline of a node, perform one of the following operations:
e Onthe Baseline Management page, click Create Baseline in the upper-right corner. Then, create a
baseline by following the instructions in the "Create a baseline" section.

e Inthe left-side navigation pane, choose Cycle Task Maintenance > Cycle Task. On the page that
appears, find the node and choose More > Add to Baseline inthe Actions column.

1.6.2.2. Manage baseline instances

You can manage baseline instances on the Baseline Instance page.

@ Note
e To use this feature, you must purchase DatawWorks Standard Edition or a more advanced
edition.

e Afterabaseline is created, you must enable the baseline. This way, instances can be
generated for the baseline.

On the Baseline Instance page, you can search for baseline instances based on the configurations of
the Data Timestamp, Owner, Event ID, Workspace, Baseline Name, Recurrence, Priority, and
Baseline Status parameters. You can click View Details, Handle, or View Gantt Chart in the Actions
column that corresponds to a specific baseline instance to performthe related operation.

You can filter baseline instances based on the status by select one or more of the following options:
e Normal: indicates that all the nodes associated with the baseline finish execution before the

alerting time.

e Alerting: indicates that one or more nodes associated with the baseline do not finish execution
after the alerting time but before the committed time.

e QOvertime: indicates that one or more nodes associated with the baseline do not finish execution
afterthe committed time.

e Others: indicates that all nodes in the baseline are paused or the baseline is not associated with any
node.

You can click View Det ails, Handle, or View Gantt Chart inthe Actions column as required.

e View Details: Click View Det ails to view the details about the baseline instance in the Baseline
Instance Details dialog box.
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Baseline Instance Details X
Deta Timestamp: 20190827 Cyele
General Critical Path : View Gantt Chart
Baseline Name N :lude InstanceNam o Eml';sie: Completi o
Werkspace
Owner 706083397105 etl_start 2019-08-28 00:08 4Minutes
706085531292 fudemoshobzro 2019-08-28 00:13 1282Minutes
Baseline Instance 0
706085531354 start 2019-08-28 03:03 1116Minutes
Committed Time  2019-08-28 2208 sews: NOrmal oes ‘ Obfinet
Alert Time Threshold : 2019-08-28 21:46 Margin: 1114Minutes 706085531363 20190828 03:08 1113Minutes
Hendled At: 2019082 Hendled By : -
706085531367 2019-08-28 03:09 1115Minutes =
End Node Instance Owner: dataworks demo2  Status: Successful Aug 28,2019, 03:11:27
Critical Node Instance : - Owner : - Status - -
History
R

22:08

s 3

In the Baseline Instance Det ails dialog box, you can view the information in the following sections:
General, Critical Path, Baseline Instance, History, and Events.

@ Note
o The datatimestamp is one day earlier than the systemdate.

o You can set the Cycle parameter only for hourly baselines.

e Handle: Click Handle to handle the alert that is generated for the baseline instance. During t his
period, alerting is paused.

e View Gantt Chart: Click View Gantt Chart to view the critical paths of the nodes that are
associated with the baseline instance.

FAQ: Why is a baseline in the Empty Baseline state?
In the following scenarios, a baseline instance may be in the Empty Baseline state:

e Scenario 1: A node can belong to only a baseline. When you add a node to another baseline, you
actually move the node fromthe existing baseline to another one. If all nodes are removed fromthe
existing baseline, the status of the existing baseline changes to Empty Baseline.

e Scenario 2: Onthe day when a baseline is created, the baseline is in the Empty Baseline state. After
you enable the baseling, a baseline instance is generated on the next day.

e Scenario 3: You specify an invalid point in time for an auto triggered node instance in the hourly
baseline.

ote Forexample, you specify that the node is run at 6:00 an :00 every day. However,
@ Note F l ify that the node i t 6:00 and 18:00 day. H
you specify that the baseline detects the node at 6:00 and 18:00.

1.6.2.3. Manage events

On the Event Management page, you can view all events related to slowdown or errors.
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@ Note To usethis feature, you must purchase DataWorks Standard Edition or higher.

Go to the Operation Center page. In the left-side navigation pane, choose Alarm > Event
Management. On the page that appears, you can search for events by node name, node ID, instance
name, or instance ID and set Owner, Detection Time, Event Status, and Event Type to filter events.

In the search result, each event occupies a row and is associated with a node that encounters errors.
The worst baseline is the baseline with the minimum margin among the baselines affected by the event.

e ClickView Det ails inthe Actions column of an event. You can view the event occurrence time,
alerting time, clearance time, historical operational logs of the node, and detailed node logs.

You can assign an alert recipient. After you click View Alerts, the alert details page corresponding to
the event appears. Affected baselines are all descendant baselines affected by the node associated
with the event. You can observe the descendant baselines and the impact on these baselines and
analyze node logs to identify the cause of the event.

o If you click Handle, DatawWorks records the event handling operation and pauses alerting for the
event when the event is being handled.

e If you clicklgnore, Dataworks keeps the event ignorance record and permanently stops alerting for
the event.

1.6.3. Custom Rules

1.6.3.1. Manage custom alert rules

Custom alert rules allow you to monitor the status of specified node instances based on your business
requirements. T his helps you identify and handle exceptions at the earliest opportunity. T his topic
describes how to create a custom alert rule on the Rule Management page. This topic also describes
how to add a DingT alk chatbot and obtain the webhook URL of the chatbot.

Limits
e Customalert rules take effect only on auto triggered node instances.

e Only Singapore, Malaysia(Kuala Limpur), and Germany(Frankf urt) support the SMS reminding method.
To use the SMS reminding method in other regions, submit a ticket to contact Dataworks technical

support.
e The webhook alerting feature has the following limits:
o You can use the webhook alerting feature only in Dataworks Enterprise Edition or Ultimate Edition.

o Customalert rules and baselines support the webhook alerting feature only in the Germany
(Frankfurt) and Singapore (Singapore) regions.

o DataWorks allows you to use the webhook alerting feature to send alert notifications only to
Enterprise WeChat and Feishu.

Create a custom alert rule

1. Go to the DataStudio page.
i. Log onto the DataWorks console.

ii. Inthe left-side navigation pane, clickWorkspaces.
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iii. Inthe top navigation bar, select the region where the required workspace resides, find the
workspace, and then click Data Analytics.

2. Clickthe B iconinthe upper-left corner and choose All Products > Task Operation >

Operation Center. The Operation Center page appears.

3. Inthe left-side navigation pane, choose Alarm > Rule Management.

4. Onthe Rule Management page, clickCreate Custom Rule in the upper-right corner.

5. Inthe Create Custom Rule dialog box, set the parameters that are described in the following

table.

Create Custom Rule

| General

Rule Name:

Object Type: Mode
Object: Auto Trigg...

SN

| Trigger Condition

Trigger Condition:

| Alert Details

Owner Warkspace

Mo Data

Please complete the recipient's mobile/email information to ensure that the alarm can be

received normally.

Notification Method: SMS

Recipient: () Node Owner

DingTalk Chatbot WebHook

() Varies According to Shift Schedule

() Others

| Alerting Frequency Control

Maximum Alerts: 3

Minimum Alert 30

Interval:

Quiet Hours: 00:00 to | 00:00

Alerts

Minutes

X

ﬂ Cancel
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Section

General

Parameter

Rule Name

Object Type

Object

Resource Group
Name

Description
The name of the custom alert rule.

The type of object that you want to monitor. Valid values:
Node, Baseline, Workspace, Workflow, Exclusive
Resource Groups for Scheduling, and Exclusive
Resource Groups for Data Integration.

If you set the Object Type parameter to Node, Baseline,
Workspace, or Workflow, you must specify one or more
objects. After you specify the name or ID of an object that
you want to monitor, select the object from the drop-down

list. Then, click the [ @] icon.

If you set the Object Type parameter to Exclusive Resource
Groups for Scheduling or Exclusive Resource Groups for Data
Integration, you must select a resource group name.

If you set the Object Type parameter to Node, Baseline,
Workspace, or Workflow, the valid values of the Trigger
Condition parameter are:

o Completed

Node instances are monitored from the time when they
start to run. When the node instances are successfully run,
an alert is reported.

o Uncompleted

Node instances are monitored from the time when they
start to run. If the node instances are still running at the
specified point in time, an alert is reported. For example, a
node instance is scheduled to run at 01:00, and you set
the alert time to 02:00. If the node instance is still running
at 02:00, an alert is reported.

o Error

Node instances are monitored from the time when they
start to run. If an error occurs when the node instances
are running, an alert is reported.

If an error occurs for a node instance, the @ icon is

displayed in the General column on the Cycle Instance
page under Cycle Task Maintenance in Operation
Center.

o Uncompleted in Cycle

If node instances are still running at the end of the
specified cycle, an alert is reported. In most cases, you
can configure this trigger condition for node instances
that are scheduled by hour.
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Section Parameter
Trigger
Condition

Trigger

Condition

For example, Node A is scheduled to run every 2 hours,

Deg%rgaé!aocrﬂ] run takes 25 minutes. If Node A starts to run at

00:00 every day, the node runs 12 times within 24 hours.
The first cycle starts at 00:00, the second cycle starts at
02:00, and this goes on until the twelfth cycle. The
twelfth cycle starts at 22:00. If the node runs as
expected, the node instance in each cycle stops running at
the specified point in time, such as 00:25 or 02:25. If the
node instance is still running at the specified point in time
in a cycle, an alert is reported.

@ Note You can configure the Uncompleted in
Cycle trigger condition to monitor nodes in
workflows.

If the Trigger Condition parameter is set to
Uncompleted in Cycle for workflows, the system
monitors nodes that are scheduled by day, hour, or
minute in the workflows based on the cycle number
(N) that you specified. If the number of node
instances for a node is less than the value of N, the
system ignores the alerts reported for the node.

For example, you set the cycle number to 3, and two
nodes are configured in a workflow. The following
examples show detailed alerting and monitoring
information:

® Node A is scheduled by hour: Node A is
scheduled to run every 2 hours, and each run
takes 25 minutes. If Node A starts to run at
00:00 every day, the node runs 12 times
within 24 hours. The first cycle starts at
00:00, and the third cycle starts at 04:00. If
the node runs as expected, the node instance
in the third cycle stops running at 04:25. If the
node instance in the third cycle is still running
at 04:25, an alert is reported.

® Node B is scheduled by minute: Node B is
scheduled to run every 10 minutes, and each
run takes 2 minutes. If Node B starts to run at
00:00 every day, the node runs six times
within 1 hour. The first cycle starts at 00:00,
and the third cycle starts at 00:20. If the node
runs as expected, the node instance in the
third cycle stops running at 00:22. If the node
instance in the third cycle is still running at
00:22, an alert is reported.

Overtime

Node instances are monitored from the time when they
start to run. If the node instances are still running after
the specified period ends, an alert is reported. In most
cases, you can configure this trigger condition to monitor
the duration of node instances.
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. o The error persists after the node automatically
Section Parameter Delgé:pﬁ);c‘lgn

Node instances are monitored from the time when they
start to run. If an error still occurs after the node
instances are rerun, an alert is reported.

If you set the Object Type parameter to Exclusive Resource
Groups for Scheduling or Exclusive Resource Groups for Data
Integration, the valid values of the Trigger Condition
parameter are:

o Resource Group Usage: If the resource usage is greater
than a specific percentage for a specific period of time, an
alert is reported.

For example, if the resource usage is greater than 50% for

Trigger 15 minutes, an alert is reported.

Condition
o Number of Instances Waiting for Resources in
Resource Group: If the number of node instances that
are waiting for resources is greater than a specific number
for a specific period of time, an alert is reported.

For example, if the number of node instances that are
waiting for resources is greater than 10 for 15 minutes, an
alert is reported.
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Section Parameter Description

The methods used to send alert notifications. Valid values:
Email, SMS, DingT alk Chatbot, and WebHook. You can
add a DingTalk chatbot to receive alert notifications. For
more information about how to send alert notifications to a
DingT alk group, see the following section. If you want to

Notification send alert notifications to multiple DingTalk groups, add
Method multiple webhook URLs.
Alert Details ' '
) Notice Only the webhook URLs of DingT alk

chatbots are supported.

The user who receives alert notifications. Valid values: Node
Recipient Owner, Varies According to Shift Schedule, and

Others.

The maximum number of times an alert is reported. If the

Maximum . . .
number of times an alert is reported exceeds the specified
Alerts .
. threshold, the alert is no longer reported.
Alerting
Frequenc
au y Minimum Alert - . . .

Control The minimum interval at which an alert is reported.
Interval
Quiet Hours The specified period during which no alerts are reported.

6. Click OK. An alert rule is created.

On the Rule Management page, you can find the created alert rule and click View Det ails in the

Actions column to view the details of the alert rule.

Send alert notifications to a DingTalk group

1. Go to the DingTalk group to which you want to send alert notifications and click the Group

Settings icon in the upper-right corner.
2. Inthe Group Settings panel, click Group Assistant.
3. Inthe Group Assistant panel, click Add Robot.

4. Inthe ChatBot dialog box, clickthe -+ icon.

5. Inthe Please choose which robot to add section, click Custom.

6. Inthe Robot details message, click Add.

7. Inthe Add Robot dialog box, set the parameters that are described in the following table.

Parameter Description

Chatbot name The name of the custom chatbot.

Add to Group

The DingTalk group to which the chatbot is added. This group
cannot be changed.
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Parameter Description

After you specify custom keywords, messages are sent only if
these messages contain the specified keywords. We recommend
that you specify the keyword Dataworks.

Custom Keywords
y @ Note You can specify a maximum of 10 keywords. A

message can be sent only if it contains at least one of the
specified keywords.

8. Read the terms of service, select | have read and accepted <<DingTalk Custom Robot
Service Terms of Service>>, and then click Finished.

9. Afteryou complete the security settings, copy the webhook URL of the chatbot and click Finished.

) Notice

o Save the copied webhook URL and paste it inthe Webhook Address field when you
Create an alert rule.

o Keep the webhook URL confidential. If the webhook URL is leaked, your business is at
risk.

1.6.3.2. Create and manage a shift schedule

DataWorks provides the shift schedule feature, which allows you to create shift schedules. If you set
the Recipient parameter to Varies According to Shift Schedule and select a shift schedule when you
create a custom alert rule, Dataworks can send alert notifications to the on-duty engineers that you
specify for the shift schedule. After the engineers receive the alert notifications, they can identify and
handle exceptions at the earliest opportunity. This topic describes how to create and manage a shift
schedule.

Limits
You can use the shift schedule feature only in Dataworks of the Professional Edition or a more
advanced edition. If you are using DatawWorks of the Basic or Standard Edition, upgrade your Dataworks

service to the Professional Edition or a more advanced edition before you use this feature. For more
information about DataWorks editions, see Dataworks advanced editions.

Only Singapore, Malaysia(Kuala Limpur), and Germany(Frankf urt) support the SMS reminding method. To
use the SMS reminding method in other regions, submit a ticket to contact Dataworks technical
support.

Precautions

e Afteryour DataWorks edition expires, you cannot access the Schedule page. In addition, you cannot
create, view, modify, or delete a shift schedule and the shift plans in the shift schedule.

e [f you do not renew the subscription of your DataWorks edition in a timely manner or the edition is
even downgraded after it expires, DataWorks retains the shift schedules you created. After you
upgrade your DataWorks service to the Professional Edition or a more advanced edition again, you
can still use the shift schedules.

93 > Document Version: 20211230


https://www.alibabacloud.com/help/doc-detail/118784.htm#concept-265329
https://workorder-intl.console.aliyun.com/

DataWorks Task Operation-Operation Center

e To use a shift schedule, you must set the Recipient parameter to Varies According to Shift Schedule
and select the shift schedule when you create a custom alert rule. This way, the on-duty engineers
that you specify for the shift schedule can receive alert notifications when an alert is reported. For
more information about how to create a custom alert rule, see Manage custom alert rules.

Create a shift schedule and a shift plan
1. Go to the Operation Center page.
i. Logontothe Dataworks console.
ii. Inthe left-side navigation pane, clickWorkspaces.

ii. Inthe top navigation bar, select the region where your workspace resides. Find your workspace
and click Operation Center in the Actions column.

2. Inthe left-side navigation pane of the Operation Center page, choose Alarm > Schedule.

3. Inthe Shift Schedule pane, clickthe g icon. Inthe Create Shift Schedule dialog box, configure

the parameters.

Create Shift Schedule x
Mame: doctest
Admin L)
Shift Reminder: One Day Before 9
Reminding SMS Email [ DingTalk Chatbot
Method
@al Webhook Address Actions

Mo Data

Parameter Description

Name The name of the shift schedule.

The administrator of the shift schedule. The
default value is the account that is used to log on
to the Alibaba Cloud Management Console. You
can set this parameter to the Alibaba Cloud
account or the RAM user that is added to your
Dataworks workspace.

Admin
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Parameter Description

You can specify this parameter to notify on-duty
engineers of the time of the next shift. Default
value: No Reminder. You can set this parameter
to One Day Before, Two Days Before, or One
Week Before based on your business

Shift Reminder requirements.

If you set this parameter to One Day Before,
Two Days Before, or One Week Before, you
can also configure the specific notification time
and notification method.

The notification method. Valid values: SMS,
Email, and DingTalk Chatbot. For more
information about how to add a DingTalk chatbot
and obtain the webhook URL of the chatbot, see
Send alert notifications to a DingTalk group.

Reminding Method This parameter is required only when you set the

Shift Reminder parameter to One Day Before,
Two Days Before, or One Week Before.

4. Click OK.
5. Inthe upper-right corner of the pane that appears, click Create Shift Plan.

You can also double-click the white block of a specific date to create a shift plan.

€« | 2021-05 [ Back to Current Month All Shift Personnel ~

Name:test Admin e Current Shift Personnel:None

Shift Reminder:1 Days Before14:00 Reminding Methed: SMS Email Phone Usage:View Details

Sun Mon Tue Wed Thu Fri Sat

o] 00:00. B 0000

e 00:00 Expired At23:59

1

23 24 25 26 7 28 29

[ ]

6. Inthe Create Shift Plan dialog box, configure the parameters.
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Parameter

Shift Personnel

Type

All Day

Start Time

End Time

Repeat

Repetition Interval

Ended At

The following figure shows a sample shift plan.

Description

The on-duty engineer of the current shift
schedule. You can set this parameter to the
Alibaba Cloud account or the RAM user that is
added to the Dataworks workspace.

o Chief: The on-duty engineer serves as the main
engineer in charge.

o Vice: The on-duty engineer serves as the
secondary engineer in charge.

o Yes: The shift plan is effective for 24 hours a
day. The values of the Start Time and End
Time parameters are both a specific date.

o No: You can configure the Start Time and
End Time parameters based on your business
requirements.

The time when the shift plan starts. You can
customize a point in time only when the All Day
parameter is set to No.

The time when the shift plan ends. You can
customize a point in time only when the All Day
parameter is set to No.

Default value: No. You can also set this
parameter to Every Day, Every Week, Every
Monday to Every Friday, Every Month, Every
Year, or Custom Time.

After you configure a repetition cycle, the
information about the created shift planis added
to the white blocks of the specified dates based
onthe cycle.

You can set the Repetition Interval parameter
to any number of days before or after the current
shift period.

This parameter is required only when you set the
Repeat parameter to Custom Time.

Specifies the date on which the repetition cycle
ends. Default value: Never.

This parameter is required only when you set the
Repeat parameter to Every Day, Every Week,

Every Monday to Every Friday, Every Month,
Every Year, or Custom Time.
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¢ Shift Schedule « 202105 - | BacktoCurrentMonth | AllShift Personnel 1 +Create Shift Plan

L Seerch: Q Nemetest Admin: Current Shift Personnel:None:
a St Reminde | Day et 1400 g et S et Prcne e
e
"y
2 ; . .
s n s
=]
4 6 8 19 0 2
A =
=
» . E % ; » »

o The information marked in blue is the shift information about the main engineer in
charge. The information marked in yellow is the shift information about the secondary
engineer in charge.

o You can create a shift plan only for the current date or a later date.

o DataWorks allows you to specify multiple main engineers or secondary engineers in
charge for the same shift plan.

Manage a shift schedule

e Inthe Shift Schedule pane, you can performthe following operations:

o Search for a shift schedule by specifying the Search or Admin parameter.
o Move the pointer overthe icon on the right side of the name of a shift schedule and select

Change orDelete to modify or delete the shift schedule.

@ Note Only the administrator of a shift schedule can modify or delete the shift schedule
or a shift plan created in the shift schedule.

o Double-click a shift schedule to go to the details pane and view the detailed information about
the shift schedule.

Shift Schedule

Search: Q

Adrmin:

[ ]

e Inthe details pane of a shift schedule, you can performthe following operations:
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o InArea 1, you can view the basic information about the shift schedule and view the current
engineer in charge. If the custom alert rule that you configured uses this shift schedule, related
alert notifications are sent based on the shift plan created in the shift schedule. You can click View
Det ails next to Usage to view detailed information. For more information about how to manage
custom alert rules, see Manage custom alert rules.

o InArea 2, you can select the type of engineers in charge to view a specific shift plan. You can also
specify a month to view a shift plan. By default, the shift plans of all engineers in charge within the
current month are displayed.

Afteryou view a shift planthat is not created in the current month, you can clickBack to Current
Month to go backto the details pane of a shift schedule in the current month.

o Inthe details pane of a shift schedule, you can view the detailed information about a created shift
plan, including engineers in charge, the shift dates, and the types of engineers in charge. You can
also click a created shift plan to modify or delete it.

« 202105 - Back to Current Month Al Shift Personnel o| +Create Shift Plan
Name:test Admi urrent Shift Personnel:Ne
Shift Reminder:1 Days Before14:00 Reminding Method:-SMS Emsil,Phone Usage:View Dete o
Mon Tue Wed Thu Fr
3 5 8
9 10 n 1 13 14
1 18 12 0 1 o 2
[P 000 0.00
[P 0 Expired At23:59

1.6.4. Automated O&M

The Operation Center service of DatawWorks provides the automated O&M feature for node instances
that are running on exclusive resource groups. You can customize O&M rules for the node instances
based on your business requirements. T his topic describes how to manage an automated O&M rule.

Context

The automated O&M feature enables DatawWorks to automatically perform O&M operations on node
instances that are running on exclusive resource groups. Dataworks performs O&M operations based on
the O&M rules that you created and the monitoring rules that are associated with the O&M rules. You
can customize metrics and create an O&M rule for the node instances based on your business
requirements. Then, you can associate the O&M rule with a monitoring rule. The monitoring rule can be
an existing monitoring rule or a new monitoring rule. If the conditions specified in the O&M rule are met,
the system automatically performs the O&M operation defined in the rule.

Limits
e Only workspace administrators can create, modify, or delete automated O&M rules.

e You can create automated O&M rules only for node instances that are running on exclusive resource
groups.

e You can view the execution records that are generated only within 30 days for automated O&M rules.
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e DataWorks supports only the automated O&M operation that stops running node instances when the
resource usage of the exclusive resource groups used by the node instances is excessively high.

e You can associate one automated O&M rule with only one monitoring rule. However, you can
associate multiple automated O&M rules with the same monitoring rule.

Go the Automatic page
1. Go to the DataStudio page.
i. Logontothe Dataworks console.
ii. Inthe left-side navigation pane, clickWorkspaces.

ii. Inthe top navigation bar, select the region where the required workspace resides, find the
workspace, and then click Data Analytics.

2. Onthe DataStudio page, clickthe B icon in the upper-left corner and choose All Products >
Operation Center.

3. Onthe Operation Center page, choose Alarm > Automatic. Then, the Rule Management tab of the
Automatic page appears.

Manage automated O&M rules

The Automatic page displays all the automated 0&M rules that are created and the execution records
of the rules. You can performthe following operations on this page.

@ Note Only workspace administrators can create or modify automated O&M rules. For more
information about how to obtain the permissions of the workspace administrator role, see Add
workspace members.

Q Add Rule

Name Associate Monitoring Rule Workspace Lest Modified At

Aug 18,2021 175644

Aug 18,2021 17:56:30 detaworks_demo2 ew | Delete

e Add an automated O&M rule

Onthe Rule Management tab, click Add Rule inthe upper-right corner. In the Created Rule dialog
box, configure the following parameters.
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Create Rule

x

@ i the associsted monitoring rule is triggered, the system automatically performs O&M on the instances that meet the filter conditions.

Only monitoring rules for scheduling resources can be associated.

* Name Enter a trigger name
* Associated Monitoring Please Select v | Create Monitoring Rule
Rule:
* D&M Operation: Please Select v a
| Filter Condition
* Resource Group:
* Workspace: Please Select v
* Instance Type: Please Select v
* Pricrity: Please Select v
* Status: Please Select A
| whitelist
Serial Number Node Name Owner Workspace Actions
No Data
Please Select
| Constraints on Rule @
* Effective Period : Select Time © to Select Time ©
* Maximum Effective Times
Times:
* Minimum Effective Minute
Interval:
Lo
Section Parameter Description
Name The name of the automated O&M rule.
The monitoring rule with which you want to
associate the automated O&M rule. For more
information about how to create a monitoring rule,
Associated see Manage custom alert rules.
Monitoring
Rule @ Note You can associate only

Basic information

monitoring rules for exclusive resource groups
for scheduling with automated O&M rules.
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Section

Filter Condition

Parameter

o&M
Operation

Resource
Group

Workspace

Instance
Type

Scheduling
Cycle

Priority

Status

Description

The automated O&M operation that you want to
perform if the automated O&M rule is triggered.

@ Note Only the operation Terminate
Running Instance is supported.

The name of the resource group that you specified
when you create the monitoring rule.

@ Note Only the names of exclusive
resource groups for Data Integration and
exclusive resource groups for scheduling are
displayed.

The name of the workspace to which the
automated O&M rule is applied.

The type of the node instance to which the
automated O&M rule is applied. Valid values: Auto
Triggered Node Instances, Data Backfill
Instance, Test Instances, and Manually
Triggered Workflows.

The scheduling cycle of the node instance. Valid
values: Minute, Hours, Day, Week, and Month.

The priority of the automated O&M rule. A larger
value indicates a higher priority. Valid values:

o 1
o 3
°o 5
o 7
o 8

The status of the node instance. Valid values:
Waiting for Resources and Running.
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Section Parameter Description

The list of the node instances for which the
automated O&M rule does not take effect. If you
want to add another node instance to the list, you
can select the name of the node instance from the
drop-down list below the node instance list and

Whitelist Whitelist click Add.
@ Note Automated O&M rules do not
take effect for the node instances that are
contained in the node instance list.
Effective The time range within which the automated 0&M
Period rule is effective.
Maximum . .
: The maximum number of times that the
. Effective .
Constraints on Rule Times automated O&M rule can be triggered.
Minimum L . .
. The minimum interval at which the automated
Effective .
0&M rule can be triggered.
Interval

e Searchfor an automated O&M rule

In the search box of the Rule Management tab, you can enter the name of an automated O&M rule
to search forthe rule.

e View, modify, and delete an automated O&M rule

o If youwant to view the information about an automated O&M rule, find the desired rule in the
automated O&M rule list of the Rule Management tab and click View in the Actions column.

o If youwant to modify an automated O&M rule, find the desired rule in the automated O&M rule list
of the Rule Management tab and click View in the Actions column. In the View Rule dialog box,
click Change in the lower-right corner.

o If youwant to delete an automated O&M rule, find the desired rule in the automated 0O&M rule list
of the Rule Management tab and click Delet e in the Actions column. In the Delete Rule message,
click OK.

e View the execution records of an automated O&M rule

The Execution Records tab displays the execution information about automated O&M rules,
including the time when the rules are executed, rule owners, and the number of node instances to
which the rules are applied. If you want to view the detailed execution information about a rule, click
View Det ails in the Actions column of the rule. In the Record Det ails dialog box, you can view the
line chart that displays the resource usage of the desired resource group within the last 24 hours and
the number of node instances that are waiting for resources since the rule took effect.

o Instances Waiting for Resources/Resource Usage: This section provides a chart that displays
the number of node instances that are waiting for resources and the resource usage of the desired
resource group. You can move the pointer over a point in the chart to view the number of node
instances that are waiting for resources and the resource usage of the desired resource group at
the related point in time.
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o Terminated Node Instances: This section displays all the node instances whose running is
stopped.

Summary

Afteryou create an automated O&M rule, the system automatically monitors the resource usage of the
resource group defined in the automated O&M rule. After the automated O&M rule is triggered, the
system performs the O&M operation on the node instances that are running on the resource group. For
more information about the O&M of resources in resource groups, see Resource O&M.

1.6.5. Manage alerts

On the Alert Management page, you can view all alerts reported by the Monitor module.

Go to the Operation Center page. In the left-side navigation pane, choose Alarm > Alert
Management. On the page that appears, you can set Alert Trigger ID/Name, Recipient, Alert
Time, Notification Method, and Trigger Type to filter alerts.

You can view alert information such as Notification Method and Status. Click View Det ails in the
Actions column to view more information about each alert.

1.6.6. FAQ

This topic provides answers to some frequently asked questions about the intelligent monitoring
systemin Operation Center.

What do | do if | did not receive an email notification about a node
run failure?

e Problemdescription: | configured the required parameters in the intelligent monitoring systemin
Operation Center. However, | did not receive an alert notification by email after a node failed to run.

e Cause:
The email address of the alert recipient that you configured is invalid.

If a DataWorks node fails to run, the system sends an alert notification to the email address of the
alert recipient that you configured in the intelligent monitoring systemin Operation Center. If the
email address is invalid, the system sends the alert notification to the recipient that you configured
on the Manage Contacts page, which appears after you click Manage Contacts in the upper-right
corner of the Common Settings page of your Alibaba Cloud account. The recipient is also the person
who receives messages, such as product overdue payment, suspension, and imminent release
notifications. In this case, the alert recipient that you configured in the intelligent monitoring system
of Operation Center will not receive the alert notification.

e Solution:

Make sure that the email address of the alert recipient that you configured in the intelligent
monitoring system of Operation Center is validso that the system can send the alert notification to
the recipient.

In the upper-right corner of the Operation Center page, clickthe account name. In the panel that
appears, click User Info in the Menu section. In the User Info dialog box, view or change the email
address and phone number.
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@ Note If aRAM useris used, only the Alibaba Cloud account to which the RAM user belongs
can change the email address and phone number of the RAM user.

| Focus on

| RUNNING state distribution

05
B Successful(1) 00 01 02 03 04 05 06 07 08 09 10 11 12 1
W vesterday [ Today

1.7. Resource O&M

This topic describes how to use the resource O&M feature of Dataworks to monitor the usage of
resource groups that are used to run a node.

Context

You can customize metrics and rules for automated O&M for a node that runs on a resource group
based on your business requirements. You can view the usage of resource groups and status of node
execution on the Resource page. The resource O&M feature supports intelligent monitoring and
automated O&M of resource groups and nodes. T his reduces the number of complex manual operations
and improves 0&M management efficiency.

Limits
e The resource O&M feature of DataWorks is unavailable in the China (Shanghai) and China (Hangzhou)

regions.

e The resource O&M feature of Dataworks can be used only for exclusive resource groups for
scheduling and exclusive resource groups for Data Integration.

Go to the Resource page

1. Log onto the Dataworks console.
2. Inthe left-side navigation pane, click Workspaces.

3. Afteryou select the region in which the workspace that you want to manage resides, find the
workspace and click Data Analytics in the Actions column.

4. Onthe DataStudio page, clickthe B icon in the upper-left corer and choose All Products >

Operation Center.

5. Inthe left-side navigation pane, clickResource. A list of exclusive resource groups that are used by
DataWorks nodes appears.

View the list of resource groups
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The Resource page displays the resource groups that are used by DataWorks nodes. The status of the
resource groups is Running. T he resource O&M feature supports only exclusive resource groups for
scheduling and exclusive resource groups for Data Integration. You can performthe following
operations based on your business requirements.

e Search forthe resource group whose usage you want to view.

Enter the name of the resource group whose usage you want to view in the search box in the upper-

right corner and click the Q' icon to search for the resource group in fuzzy match mode.

e View other resource groups.

In the upper-right corner of the Resource page, click See all. The Resource Groups page appears.

Parameter

Resource group
name

Type

Status

Description

The name of the resource group that you created. After you click the resource
group name, the details page of the resource group appears. For more
information, see View the details about a resource group.

The resource group type that you selected when you created the resource
group. The resource 0&M feature supports only exclusive resource groups for
Data Integration and exclusive resource groups for scheduling.

@ Note

groups.

The status of the resource group. Valid values:

Running

Expired

Released

Starting

Failed to perform the create operation
Updating

Failed to perform the update operation
Released

Timed Out

The resource O&M feature supports only exclusive resource
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Parameter

Expiration Time

Specifications

Quantity

Utilization rate

Description

The time when the resource group expires.

The specifications of the resource group that you defined when you created the

resource group.

The number of resources that you configured when you created the resource

group.

The usage of the resource group. Click the [ir]icon to the right of Utilization

rate to sort all the resource groups in the list in ascending or descending order

of the resource usage.

View the details about a resource group

On the details page of a resource group, you can view the basic information, usage curve, and nodes of
the resource group. You can customize monitoring rules for intelligent monitoring and automated 0&M

of resources.

Resource =
Gronn

Pleage renew

page

1 Bk TR e
¢ )
Resource group type: Exclusive Data Integration Re: Specifi
Number of resources: 2 Service us: In operation (2021-09-14 Due) Current usage rate @ In operation Infine
Resource group description:
7.81% 1a 0
Offine synchronization instances in the Qugisst= Runaing Jeakimessyshionization instance
Na Typ Priority Scheduling cycle Responsible Workspa Start synchronization Synchronization Concurrent Synchronization Number of synchronous Synchronous date Synchronization Operati
me e 7 5 Person §7 ce time duration number rows volume progress on
o No Data
[ ]
Resource utilization o | 2021-090216:4533 20210903 16:45:33 [
No. Parameter Description
If you want to perform other
. ) operations on the resource
Basic information about the . .
1 group, such as scaling, click More

resource group

operations. The Resource
Groups page appears.
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No.

Parameter

Usage of the resource group. You
can view the current usage of the
resource group, the number of
nodes that are in the Running
state and are using the resource
group, and the number of nodes
that are inthe In state inthe
queue and are waiting for
resources.

All nodes that run on the current
resource group. The nodes are
classified into the following
types based on the status of the
nodes and the synchronization
mode:

® Running offline
synchronization instance

e Offline synchronization
instances in the queue

® Running real-time
synchronization instance

Usage curve of the resource
group

Description

If you want to view the
monitoring rules that are
configured for the resource
group, click Monitoring. The
Rule Management page appears.
You can also choose Operation
Center > Alarm > Rule
Management to go to the Rule
Management page.

Click Automatic operation and
maintenance. The Automatic
page appears. You can also
choose Operation Center >
Alarm > Automatic to go to the
Automatic page.

To view the usage of the
resource group in a specified
time period, you can use the date
and time picker to select the
start time and end time.

You can also move the pointer
over a point in the curve to view
the usage of the resource group
at a specific point in time.

1.8. Use the engine O&M feature

A DataWorks node instance that runs on the E-MapReduce (EMR) compute engine contains multiple EMR
jobs. These EMR jobs are run based on a specific sequence. You can use the engine operations and
maintenance (0&M) feature of Dataworks to view the details of each EMR job and find and remove jobs
that fail to be run. This prevents failed jobs from affecting the running of both the Dataworks node
instances to which the jobs belong and the nodes that generate the node instances.

Limits

e DataWorks allows you to perform O&M only for the EMR compute engine. You must upgrade your EMR
execution package to obtain O&M data. If you want to use the engine O&M feature, submit a ticket
to upgrade your EMR execution package.

e Engine Maintenance is displayed in the left-side navigation pane of the Operation Center page
only after you associate an EMR compute engine instance with your workspace.

e The engine 0&M feature is available only for workspaces that reside in the China (Shenzhen) region.
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Go to the EMR engine O&M page

1. Go to the DataStudio page.
i. Log onto the Dataworks console.
ii. Inthe left-side navigation pane, clickWorkspaces.

iii. Inthe top navigation bar, select the region where the required workspace resides, find the
workspace, and then click Data Analytics.

2. Onthe DataStudio page, clickthe B icon in the upper-left corner and choose All Products >
Operation Center.

3. Inthe left-side navigation pane, choose Engine Maintenance > E-MapReduce to go to the EMR
engine O&M page.

View EMR jobs

On the EMR engine O&M page, you can view the details of the EMR jobs that are running for the EMR
compute engine instance associated with your Dataworks workspace in the current region. You can
performthe following operations based on your business requirements:

ﬁIIlDataWorks | Operation Center & DataStudio 1:15 Q v

Overview

Search:  EMR Q| Staws EMR Node Type: [ Refresh | 0|

RealTime Task Mainten...
Job ID Identity Status Type Queuve Star  Node Instance ID DataWorks Node Instance
Cycle Task Maintenance

Manual Task Maintenan... o

Alarm

Engine ance

E-MapReduce

Intelligent Diagnosis

e Searchforan EMR job.

You can specify different conditions in the upper part of the EMR engine 0O&M page to search for
an EMR job.

Condition Description
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Condition Description

You can search for a specific EMR job by job ID.
Alternatively, you can specify aninstance ID to
search for all the EMR jobs that belong to the
related DataWorks node instance.

@ Note

© Onthe EMR engine O&M page, the
instance ID data of an EMR compute engine
instance over the last three days is
displayed.

o [f you search for a specific EMR job by
job ID orinstance ID, the data of the
EMR compute engine instance only
over the last 30 days is displayed.
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Condition Description

o NEW: indicates that an EMR job is newly created.

o NEW_SAVING: indicates that the EMR job is
being saved.

o SUBMITTED: indicates that a running
application has been submitted for the EMR job.

o ACCEPTED: indicates that the scheduling
system approves the running application.

o RUNNING: indicates that the EMR job is being
run.

@ Note If an EMR job is in the RUNNING
state for a long time, you can manually
stop the running of the DatawWorks node
instance to which the EMR job belongs. This
prevents the EMR job from occupying
resources and affecting the running of the
DataWorks node that generates the node
instance. For more information, see Stop a
DataWorks node instance.

Status

o FINISHED: indicates that the running of the EMR
jobis complete.

o SUCCESSED: indicates that the EMR job is
successfully run.

o FAILED: indicates that the EMR job fails to be
run. If an EMR job is in the FAILED state, you must
locate and troubleshoot the issue at the earliest
opportunity. This can prevent the EMR job from
affecting both the running of the descendant
jobs and the Dataworks node generating the
node instance to which the EMR job belongs.

o KILLED: indicates that the EMR job is stopped by
the user who runs the job or the administrator.

EMR Node Type Valid values: MAPREDUCE and SPARK.

e View the details of an EMR job.

o You can view the basic information of an EMR job, such as the ID, status, start time, and end time of
the job. You can also view the Dataworks node instance to which an EMR job belongs and the ID of
the DataWorks node instance.

@ Note Different EMR jobs may belong to DataWorks node instances with the same name.
However, if these EMR jobs start to run at different points in time, they actually belong to
different DatawWorks node instances. To determine whether EMR jobs belong to the same
DataWorks node instance, you can view the ID in the Node Instance ID column that
corresponds to each EMR job.
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o You canfind an EMR job inthe FAILED state, and click the ID of the job inthe Job ID column or click
the name in the DataWorks Node Instance column. On the details page of the job, view and
troubleshoot issues.

o You canclickStart time orEnd At to arrange the EMR jobs in chronological or reverse
chronological order. This way, you can clearly understand the running sequence of EMR jobs and
the status of your desired EMR job.

e Stop a DataWorks node instance.

If an EMR job is in the RUNNING state for a long time, you can select the EMR job and click Stop
DataWorks Node Instances in the lower-left corner of the EMR engine 0&M page. T his way, you
can stop the running of the DataWorks node instance to which the EMR job belongs. An EMR job may
be in the RUNNING state for a long time because of aninternal error and the job cannot be
automatically stopped. To prevent the job from occupying resources and affecting the running of
other jobs, you must manually stop the job and troubleshoot issues at your earliest opportunity.

) Notice

o If multiple EMR jobs belong to the same DataWorks node instance and you stop one of
these EMR jobs, the Dataworks node instance enters the FAILED state.

o You can stop EMR jobs only in the RUNNING state in a Dataworks node instance.

o Afteryou stop arunning EMR job in a DataWorks node instance, the Dataworks node
instance enters the FAILED state. In this case, the DataWorks node that generates the
DataWorks node instance is blocked. Exercise caution when you stop a running EMR job.

1.9. FAQ

1.9.1. What do | do if a node fails to be run or
does not generate data?

Problem description
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When | view data in Data Map, | find that a node does not generate data on the day. When | view the
node in Operation Center, | find that the node is in the Not Running state, as shown in the following
figure.

Production Environment

workshop_slart

ossEIEREHE

ods_log_info_d

Possible cause

The ancestor node of the node fails to be run. The possible cause is that the instance generated by the
ancestor node is frozen or waiting to be run. The node can be run only after the running of the
ancestor node is successful.

Solution

You must open the directed acyclic graph (DAG) of the node and right-click the node name to view the
ancestor node of the node. Then, view the instance generated by the ancestor node. The instance may
be inthe states indicated by the following colors:

e Purple

The color purple indicates that the instance generated by the ancestor node is frozen, and both the
ancestor node and the node fail to be run. In this case, you can view the operation record of the
frozen instance on the instance information page of the instance.

e Yellow
The color yellow indicates that the ancestor node is waiting to be run.

o The ancestor node is scheduled to be run, but the scheduled time does not arrive. In this case, you
can select the ancestor node and click Show Det ails in the lower-right corner to view the
scheduled time for running the ancestor node. When the scheduled time arrives, the systemstarts
to run the ancestor node. After the running of the ancestor node is complete, the systemstarts to
run the node.

o The ancestor node may be waiting for scheduling resources. You can view the operational logs of
the ancestor node to check whether the ancestor node is waiting for scheduling resources. If the
ancestor node is waiting for scheduling resources, the scheduling resources used by the running
nodes in the current workspace have reached the upper limit. You can adjust the scheduled time
for running the ancestor node or purchase an exclusive resource group for scheduling to runthe
ancestor node. For more information about exclusive resource groups for scheduling, see Exclusive
resource groups for scheduling.

e Gray
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The color gray indicates that the ancestor node fails to be run. In this case, you must view the status
of the ancestor node of the current ancestor node.

1.9.2. What do | do if | cannot find the instance
of a node?

Problem description

After | commit a node, | cannot find the instance of the node in Operation Center.

Possible cause

The instance is not generated. The system generates an instance for your node based on the values of
Start Instantiation and parameters in the Dependencies section. The instance may fail to be
generated due to the following reasons:

e The node is anisolated node because no dependent ancestor node is configured for the node. In
this case, the system cannot generate an instance for the node.

In most cases, this issue occurs if you delete the dependent ancestor node configured forthe
node before you commit the node. As a result, the node becomes an isolated node.

e [f you set Start Instantiation to Next Day, the system generates an instance at the following time
points:

o If you commit your node before 23:30, the systemimmediately generates an instance for the node.
You can view the instance in the instance list of Operation Center on the following day.

o If you commit your node after 23:30, the system generates an instance at 23:30 of the following
day. You can view the instance in the instance list of Operation Center two days after you commit
the node.

You can view the instance of the node in the instance list of Operation Center only after the instance
is generated.

e If youset Start Instantiation to Immediately After Deployment, the system generates an
instance at the following time points:

@ Note Youcannot set Start Instantiation to Immediately After Deployment fora
node that is created in a workflow of DataWorks of an earlier edition.

o If you commit your node after 23:30, the system does not generate an instance forthe node. As a
result, you cannot find the instance of the node in the instance list.

o If you commit your node before 23:30, the systemimmediately generates an instance for the node.
In this case, you can view the instance in the instance list.

m If the scheduled time for running your node is 10 or more minutes later than the time you commit
your node, the system generates an instance for the node and runs the node. Then, you can
view the instance in the instance list. For example, you commit your node at 18:00, but your
node is scheduled to run at 18:30. In this case, the preceding situation occurs.

m [f the scheduled time for running your node is less than 10 minutes from the time you commit the
code, the system generates an instance whose running is complete for the node. The instance is
an expired instance that is generated in real time. For example, you commit your node at 18:00,
but your node is scheduled to run at 18:05. In this case, the preceding situation occurs.
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If you commit your node before 23:30, you can find the instance of the node in the instance list.
However, you must check whether the instance is an expired instance.

Solution

1. Checkthe parameter configurations in the Dependencies section to ensure that the node is not
an isolated node.

You must check whether dependent ancestor nodes are configured forthe node inthe
Dependencies section of the DataStudio page.

2. Check whether the node is committed before 23:30.

You must checkthe time when the node is committed on the Deploy Tasks page. If the node is
committed after 23:30, you can commit the node again before 23:30 on the following day.

@ Note ff you set Start Instantiation to Immediately After Deployment, you can
check whether the scheduled time for running the node is 10 or more minutes later than the
time you commit the node. If the interval is within 10 minutes, you must commit the node again
and ensure that the intervalis 10 or more minutes. Otherwise, an expired instance is generated
forthe node, and the node fails to be run.
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2.Publish nodes
2.1. Delete a node

In some scenarios, you need to delete a node fromthe development or production environment.

Delete a node from the development environment

1. Log onto the Dataworks console. In the left-side navigation pane, click Workspaces. On the
Workspaces page, find the target workspace and click Data Analytics in the Actions column.

2. Search by node type and keyword for the node to be deleted.

3. Right-clickthe node and select Delete. The node is deleted fromthe development environment.

Delete a node from the production environment

To delete a node fromthe production environment, you need to delete the node fromthe
development environment and create a deployment taskto deploy the node.

@ Note Before deleting a node fromthe production environment, you need to remove its
dependencies with child nodes. Otherwise, a message appears, indicating that the node to be
deleted has child nodes and cannot be deleted.

To remove the dependencies, follow these steps:

1. Find each child node of the target node. You can view the dependencies of the target node in
the workf low.

2. Onthe configuration tab of a child node, click the Properties tab in the right-side navigation
pane, and change the parent node. Alternatively, delete the child node.

If a message appears indicating that the child node has next-level child nodes, repeat these steps
to remove the dependencies.

1. Delete the node fromthe development environment.
For more information, see the preceding section.

2. Create a deployment task forthe deleted node.

ote nly administrators and administration experts have the permission to create a

@ Note Only administrat d administ rat rts have th t t
deployment task. If you are not an administrator or administration expert, we recommend that
you seek help from an administration expert.

i. Afterdeleting the node fromthe production environment, click Deploy in the upper-right
corner.

ii. Onthe Create Deploy Task page, select the node.
iii. ClickDeploy Selected.

You can also click Add to List to add the node to To-Be-Deployed Node List and deploy
the node in the Nodes to Deploy pane.

3. Deploy the node.
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Inthe Create Deploy Task dialog box that appears, click Deploy to deploy the node.
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3.Cross-workspace cloning
3.1. Overview

For workspaces in basic mode under the same Alibaba Cloud account, you can use the cross-workspace
cloning feature to isolate the development environment from the production environment. You can

also use this feature to clone and migrate nodes, such as computing or sync nodes, across workspaces.
This topic describes how to process the dependencies between nodes during cross-workspace cloning.

If you clone nodes across workspaces by using the cross-workspace cloning feature, Dataworks
automatically modifies the out put names in the destination workspace to distinguish nodes in different
workspaces under the same Alibaba Cloud account. This allows you to smoothly clone or maintain node
dependencies.

@ Note
e Cross-waorkspace cloning cannot be used across regions.

e You cannot clone nodes in a workflow of earlier versions to a workspace in the latest
version. You must clone the nodes to a folder under Business Flow and then clone the
entire workflow to the destination workspace.

You can set the owner of cloned nodes to Default or Clone Task Creator.

e [f the owner of the nodes to be cloned is the workspace administrator, you can set the owner of the
cloned nodes to Def ault or Clone Task Creator.

Afterthe nodes are cloned, their owner is preferentially set to the original owner. If the original
owner is not added to the destination workspace, the clone task creator becomes the owner.

e [f the owner of the nodes to be cloned is the clone task creator, you can set the owner of the cloned
nodes to Default or Clone Task Creator.

Afterthe nodes are cloned, their owner is preferentially set to the original owner. If the original
owner is not added to the destination workspace, the system asks whether to change the owner. If
you agree to change the owner, the clone task creator becomes the owner of the cloned nodes and
the clone task succeeds. If you do not agree to change the owner, the clone taskis canceled.

Complete workflow cloning
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Assume that the output name of the task A node inthe project 1 workspace is project_1.task A out.
If you clone the task A node to the project 2 workspace, the node output name changes to
project_2.task A out.

Project_1 Project_2

Output name of root node: project_2_root :

\\___i Output name of root node: project_1_root
1 (also as input name of task_A) i

1 (also as input name of task_A) i
! H

S : Output name of task_A: project_2.task_A out |

“«..__1 Output name of task_A: project_1.task_A_out i . !
1 (also as input name of task_B) '
H i

Rely On | (also as input name of task_B) i

Cross-workspace dependency cloning

Assume that the task B node in the project_1 workspace depends on the task A node inthe project_3
workspace. If you clone the task B node inthe project 1 workspace to the project 2 workspace, the
dependency between the task A and task B nodes is also cloned. The task B node in the project 2
workspace also depends on the task A node inthe project_3 workspace.

Project_1 Project 3 Project_2

Output name of task_A: project_Ltask A out § | | =--=--==--------=d---- ’
“w__! (also as input name of project_1.task_B and
project_3.task_B)

. i Qutput name of task_A: project_2.task_A_out i
'"‘: (also as input name of task_B) H

Cross-project Dependency

3.2. Clone nodes across workspaces

This topic describes how to clone nodes across workspaces.

Scenarios
You can clone nodes across workspaces in the following scenarios:

e (Clone nodes from a workspace in basic mode to another workspace in basic mode.
e (Clone nodes from a workspace in basic mode to another workspace in standard mode.

> Document Version: 20211230 118



Task Operation- Cross-workspace cl

. DataWorks
oning
@ Note
e Afteryou clone a node, the folder and workflow to which the node belongs are also cloned
to the destination workspace.
e Before you clone a node, make sure that its ancestor nodes are cloned to the destination
workspace.
Procedure

—_

. Go to the DataStudio page and double-click the target workflow on the Data Analytics tab.
. Click Cross-Project Cloning in the upper-right corner. The Create Clone Task page appears.

. Set Target Workspace and select the nodes to be cloned.

A W N

. ClickSet Compute Engine Mapping. In the dialog box that appears, set the mapping between
the compute engines of the current workspace and the destination workspace.

If the destination workspace has multiple compute engines, you must set the mapping between
compute engines of the current workspace and the destination workspace before cloning nodes. If
no mapping is set, the nodes are cloned to the default compute engine of the destination
workspace.

® Note

o If the engine type of some nodes to be cloned does not exist in the destination
workspace, a message appears in the Compute Engine Mapping dialog box. You can
select Skip Nodes Without Target Engine Instance to ignore these nodes.
Otherwise, an error will be reported during cloning.

o The Set Compute Engine Mapping button only appears when an engine type in the
source or destination workspace has more than two engine instances.

5. ClickAdd to List. The selected nodes are added to To-Be-Cloned Node List.

6. ClickTo-Be-Cloned Node List inthe upper-right corner. On the Nodes to Deploy pane that
appears, click Clone All.

7. Inthe Compute Engine Mapping dialog box that appears, confirmthe engine mapping and click
OK.

8. Afterthe nodes are cloned, view the cloned nodes in the destination workspace. Generally, the
overall folder structure of the workflow is cloned.
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