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Legal disclaimer
Alibaba Cloud reminds you t o carefully read and fully underst and t he t erms and condit ions of t his legal
disclaimer before you read or use t his document . If you have read or used t his document , it  shall be deemed
as your t ot al accept ance of t his legal disclaimer.

1. You shall download and obt ain t his document  from t he Alibaba Cloud websit e or ot her Alibaba Cloud-
aut horized channels, and use t his document  for your own legal business act ivit ies only. The cont ent  of
t his document  is considered confident ial informat ion of Alibaba Cloud. You shall st rict ly abide by t he
confident ialit y obligat ions. No part  of t his document  shall be disclosed or provided t o any t hird part y for
use wit hout  t he prior writ t en consent  of Alibaba Cloud.

2. No part  of t his document  shall be excerpt ed, t ranslat ed, reproduced, t ransmit t ed, or disseminat ed by
any organizat ion, company or individual in any form or by any means wit hout  t he prior writ t en consent  of
Alibaba Cloud.

3. The cont ent  of t his document  may be changed because of product  version upgrade, adjust ment , or
ot her reasons. Alibaba Cloud reserves t he right  t o modify t he cont ent  of t his document  wit hout  not ice
and an updat ed version of t his document  will be released t hrough Alibaba Cloud-aut horized channels
from t ime t o t ime. You should pay at t ent ion t o t he version changes of t his document  as t hey occur and
download and obt ain t he most  up-t o-dat e version of t his document  from Alibaba Cloud-aut horized
channels.

4. This document  serves only as a reference guide for your use of Alibaba Cloud product s and services.
Alibaba Cloud provides t his document  based on t he "st at us quo", "being defect ive", and "exist ing
funct ions" of it s product s and services. Alibaba Cloud makes every effort  t o provide relevant  operat ional
guidance based on exist ing t echnologies. However, Alibaba Cloud hereby makes a clear st at ement  t hat
it  in no way guarant ees t he accuracy, int egrit y, applicabilit y, and reliabilit y of t he cont ent  of t his
document , eit her explicit ly or implicit ly. Alibaba Cloud shall not  t ake legal responsibilit y for any errors or
lost  profit s incurred by any organizat ion, company, or individual arising from download, use, or t rust  in
t his document . Alibaba Cloud shall not , under any circumst ances, t ake responsibilit y for any indirect ,
consequent ial, punit ive, cont ingent , special, or punit ive damages, including lost  profit s arising from t he
use or t rust  in t his document  (even if Alibaba Cloud has been not ified of t he possibilit y of such a loss).

5. By law, all t he cont ent s in Alibaba Cloud document s, including but  not  limit ed t o pict ures, archit ect ure
design, page layout , and t ext  descript ion, are int ellect ual propert y of Alibaba Cloud and/or it s
affiliat es. This int ellect ual propert y includes, but  is not  limit ed t o, t rademark right s, pat ent  right s,
copyright s, and t rade secret s. No part  of t his document  shall be used, modified, reproduced, publicly
t ransmit t ed, changed, disseminat ed, dist ribut ed, or published wit hout  t he prior writ t en consent  of
Alibaba Cloud and/or it s affiliat es. The names owned by Alibaba Cloud shall not  be used, published, or
reproduced for market ing, advert ising, promot ion, or ot her purposes wit hout  t he prior writ t en consent  of
Alibaba Cloud. The names owned by Alibaba Cloud include, but  are not  limit ed t o, "Alibaba Cloud",
"Aliyun", "HiChina", and ot her brands of Alibaba Cloud and/or it s affiliat es, which appear separat ely or in
combinat ion, as well as t he auxiliary signs and pat t erns of t he preceding brands, or anyt hing similar t o
t he company names, t rade names, t rademarks, product  or service names, domain names, pat t erns,
logos, marks, signs, or special descript ions t hat  t hird part ies ident ify as Alibaba Cloud and/or it s
affiliat es.

6. Please direct ly cont act  Alibaba Cloud for any errors of t his document .
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Document conventions
St yleSt yle Descript ionDescript ion ExampleExample

 DangerDanger
A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

 Danger:Danger:

Resetting will result  in the loss of user
configuration data.

 WarningWarning
A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

 Warning:Warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

 Not iceNot ice
A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

 Not ice:Not ice:

If the weight is set to 0, the server no
longer receives new requests.

 Not eNot e
A note indicates supplemental
instructions, best practices, t ips, and
other content.

 Not e:Not e:

You can use Ctrl + A to select all files.

>
Closing angle brackets are used to
indicate a multi-level menu cascade.

Click Set t ingsSet t ings > Net workNet work> Set  net workSet  net work
t ypet ype.

BoldBold
Bold formatting is used for buttons ,
menus, page names, and other UI
elements.

Click OKOK.

Courier font Courier font is used for commands
Run the cd /d C:/window  command to
enter the Windows system folder.

Italic Italic formatting is used for parameters
and variables.

bae log list  --instanceid

Instance_ID

[] or [a|b]
This format is used for an optional value,
where only one item can be selected.

ipconfig [-all|-t]

{} or {a|b}
This format is used for a required value,
where only one item can be selected.

switch {active|stand}
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This topic describes instance management in Auto Scaling.

Instance management operationsInstance management operations
In Auto Scaling, you can manually add or remove instances of Alibaba Cloud services, set  instance
status such as Protected and Standby in a scaling group, and query instances.

Impacts of instance interruptionImpacts of instance interruption
Auto Scaling uses instances of other Alibaba Cloud services. You can manage these instances in their
consoles. For example, you can delete Elast ic Compute Service (ECS) instances that Auto Scaling
automatically created in the ECS console. However, the delet ion operation interrupts the instances. If
instances are interrupted due to operations or system failures, Auto Scaling responds to the instance
interruption as described in the following table.

Resource Instance management operation Processing method

ECS

A user deletes an ECS instance
from a scaling group by using the
ECS console or calling API
operations.

If the Health Check feature is enabled, Auto Scaling
checks whether an ECS instance is healthy based on
the status of the ECS instance. Auto Scaling removes
the ECS instance if the ECS instance is considered
unhealthy. The internal IP address of the ECS
instance that is removed from the scaling group
cannot be automatically deleted from the whitelist
of the associated ApsaraDB RDS instance. If the
difference between the total number of ECS
instances that is specified by Total Capacity and the
number of ECS instances that you determine to
remove is less than the value of the MinSize
parameter, Auto Scaling automatically creates ECS
instances to maintain the required minimum number
in the scaling group. For more information about the
Health Check feature, see Instance health check.

ECS
A user revokes the ECS API
permissions granted to Auto
Scaling.

Auto Scaling rejects all scaling activity requests.

SLB

A user manually removes an ECS
instance from a Server Load
Balancer (SLB) instance by using
the SLB console or calling API
operations.

Auto Scaling does not automatically detect this
operation or handle this exception. The ECS instance
remains in the scaling group. When a scale-in activity
is triggered, Auto Scaling releases the ECS instance if
the instance meets the removal policy.

SLB

A user manually deletes an SLB
instance or disables the Health
Check feature for an SLB instance
by using the SLB console or
calling API operations.

Auto Scaling does not add ECS instances to the
scaling group that is associated with the SLB
instance. Auto Scaling removes ECS instances from
the scaling group if a scaling task triggers a scale-in
rule or the ECS instances are considered unhealthy
after a health check is performed.

1.Overview1.Overview
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SLB

An SLB instance becomes
unavailable due to reasons such
as overdue payments or system
failures.

All scaling activit ies fail except for scale-in activit ies
that are manually executed.

SLB
A user revokes the SLB API
permissions granted to Auto
Scaling.

Auto Scaling rejects all scaling activity requests for
the scaling group that is associated with the SLB
instance.

ApsaraDB RDS

A user manually removes the IP
address of an ECS instance from
the whitelist  of the associated
ApsaraDB RDS instance by using
the ApsaraDB RDS console or
calling API operations.

Auto Scaling does not automatically detect this
operation or handle this exception. The ECS instance
remains in the scaling group. When a scale-in activity
is triggered, Auto Scaling releases the ECS instance if
the instance meets the removal policy.

ApsaraDB RDS

A user manually deletes an
ApsaraDB RDS instance by using
the ApsaraDB RDS console or
calling API operations.

Auto Scaling does not add ECS instances to the
scaling group that is associated with the ApsaraDB
RDS instance. Auto Scaling removes ECS instances
from the scaling group if a scaling task triggers a
scale-in rule or the ECS instances are considered
unhealthy after a health check is performed.

ApsaraDB RDS

An ApsaraDB RDS instance
becomes unavailable due to
reasons such as overdue
payments or system failures.

All scaling activit ies fail except for scale-in activit ies
that are manually executed.

ApsaraDB RDS
A user revokes the ApsaraDB RDS
API permissions granted to Auto
Scaling.

Auto Scaling rejects all scaling activity requests for
the scaling group that is associated with the
ApsaraDB RDS instance.

Resource Instance management operation Processing method

Inst ance Management ··Overview Aut o Scaling
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This topic describes how to manage the lifecycle of ECS instances in a scaling group and lists all the
possible service states of the instances. When Auto Scaling manages the lifecycle of ECS instances, it
checks whether ECS instances are healthy, and removes or even releases unhealthy instances.

Methods for managing the lifecycle of ECS instancesMethods for managing the lifecycle of ECS instances
ECS instances in a scaling group are categorized into automatically created and manually added
instances based on how the instances are added to the scaling group. The following table describes
the methods for managing the lifecycle of automatically created and manually added instances in a
scaling group.

Type Description Management method

Automatically
created ECS
instances

Instances that are automatically created
based on the instance configuration
source of a scaling group

Auto Scaling manages the whole
lifecycle of an ECS instance. During a
scale-out event, Auto Scaling
automatically creates ECS instances.
During a scale-in event, Auto Scaling
stops and releases ECS instances.

Manually added
ECS instances

Instances that are manually created and
then added to a scaling group

The management method depends on
whether the scaling group is enabled to
manage the lifecycle of the ECS
instances:

If the scaling group is enabled to
manage the lifecycle of the ECS
instances, the ECS instances are
stopped and released during a scale-
in event.

If the scaling group is not enabled to
manage the lifecycle of the ECS
instances, the ECS instances are
removed from the scaling group, but
are not released during a scale-in
event.

Not e Not e Subscription instances
can be manually added to a scaling
group, but their lifecycle cannot be
managed by the scaling group.

2.Instance management in a2.Instance management in a
scaling groupscaling group
2.1. ECS instance lifecycle2.1. ECS instance lifecycle

Aut o Scaling Inst ance Management ··Inst ance ma
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Not e Not e The lifecycle of an ECS instance starts when the instance is created and ends when it  is
released. The instance lifecycle is different from the process during which an ECS instance is added
to and removed from a scaling group. For more information, see Instance lifecycle.

Instance service statesInstance service states
The following table lists all the service states through which an ECS instance in a scaling group may
transit ion from when the instance is added to the scaling group to when the instance is removed from
the scaling group.

Service state Corresponding operation Description

Pending (Pending)

Execute a scaling rule.

A scaling rule can be executed
manually or by using event-triggered
or scheduled tasks.

Manually add an ECS instance to a
scaling group.

The ECS instance is being added to a
scaling group. During this process, the
ECS instance is added to the backend
server groups of the associated Server
Load Balancer (SLB) instances and the
whitelists of the associated ApsaraDB
RDS instances.

Adding:Wait
(Pending:Wait)

创建生命周期挂钩.

If a lifecycle hook that applies to scale-
out events is created for a scaling group,
the ECS instance is put into the wait
state when it  is being added to the
scaling group. The instance remains in
the wait state until the lifecycle hook
times out.

You can perform customized operations
on the instance during the t imeout
period, such as binding a secondary
elastic network interface (ENI) and
adding the instance to the whitelist  of
an ApsaraDB RDS instance.

In Service
(InService)

None
The ECS instance is added to a scaling
group and can provide services normally.

Standby (Standby)
Put an ECS instance into the Standby
state.

The ECS instance stops providing services
and its weight as a backend server of an
SLB instance is set to zero. The SLB
instance stops forwarding traffic to the
ECS instance and Auto Scaling does not
manage the lifecycle of the instance.
You must manually manage the lifecycle
of the instance.

You can troubleshoot and update the
image of the ECS instance that is in the
Standby state, and then put the instance
into service again.

Inst ance Management ··Inst ance ma
nagement  in a scaling group
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Protected
(Protected)

Put an ECS instance into the Protected
state.

The ECS instance can provide services
normally. However, Auto Scaling does
not manage the lifecycle of the instance.
You must manually manage the lifecycle
of the instance.

Stopped
(Stopped)

Put an ECS instance into the Stopped
state.

The ECS instance is stopped and put out
of service. When the instance is stopped,
its vCPUs, memory, and public IP address
are reclaimed. You are no longer charged
for these resources. However, you are
still charged for other resources such as
disks and elastic IP addresses (EIPs).
During scale-out events, Auto Scaling
preferentially starts ECS instances that
are in the Stopped state in a scaling
group.

Not e Not e If you want to stop an
ECS instance in a scaling group,
make sure that the instance reclaim
mode is set to Shutdown and
Reclaim Mode when you create the
scaling group.

Removing
(Removing)

Execute a scaling rule.

A scaling rule can be executed
manually or by using event-triggered
or scheduled tasks.

Manually remove or delete an ECS
instance.

The ECS instance is being removed from
a scaling group. During this process, the
instance is removed from the backend
server groups of the associated SLB
instances and from the whitelists of the
associated ApsaraDB RDS instances.

Removing:Wait
(Removing:Wait)

创建生命周期挂钩.

If a lifecycle hook that applies to scale-in
events is created for a scaling group, the
ECS instance is put into the wait state
when it  is being removed from the
scaling group. The instance remains in
the wait state until the lifecycle hook
times out.

You can perform customized operations
on the instance during the t imeout
period, such as copying logs and clearing
data.

Service state Corresponding operation Description

Aut o Scaling Inst ance Management ··Inst ance ma
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The following figure shows the transit ions between service states of an ECS instance in a scaling group.

Instance health checkInstance health check
You can enable or disable the health check feature when or after you create a scaling group. For more
information, see Create a scaling group and Modify a scaling group.

After the health check feature is enabled, Auto Scaling manages the lifecycle of ECS instances in the
scaling group and checks the status of these instances on a regular basis. If  Auto Scaling detects that
an ECS instance is not in the Running state, the instance is considered unhealthy.

Not e Not e The running states of an ECS instance are not its service states in a scaling group. The
running states refer to all possible states of an ECS instance from when the instance is created to
when the instance is released.

The following sect ion describes how unhealthy ECS instances are removed from a scaling group:

If the instances are automatically created by Auto Scaling, or are manually added to the scaling
group and their lifecycle is managed by the scaling group, Auto Scaling removes and releases these
instances.

If  the instances are manually added to the scaling group and their lifecycle is not managed by the
scaling group, Auto Scaling removes these instances from the scaling group but does not release
them.

The removal of unhealthy ECS instances is not subject  to the minimum number of instances in a scaling
group. Therefore, the number of instances in the scaling group may be less than the minimum number
of instances after instances are removed. Auto Scaling will automatically create a corresponding
number of ECS instances to maintain the minimum number.

Inst ance Management ··Inst ance ma
nagement  in a scaling group
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Warning Warning Make sure that you have sufficient  balance in your account. If  you have overdue
payments in your account, pay-as-you-go and preemptible instances are stopped or released. For
information about status changes of ECS instances in a scaling group due to overdue payments,
see 欠费说明.

This topic describes how to view ECS instances that have been added to a scaling group.

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. In the top navigation bar, select  a region.

3. Find a scaling group and go to the details page of the scaling group. You can use one of the
following methods to go to the details page:

Click the ID of the scaling group in the Scaling Group Name/IDScaling Group Name/ID column.

Click Det ailsDet ails in the Act ionsAct ions column of the scaling group.

4. In the upper part  of the page, click the Inst ancesInst ances tab.

5. View the ECS instances.

The Aut o Creat edAut o Creat ed tab shows ECS instances that are automatically created by Auto Scaling. You
can change the status of an instance, remove it  from the scaling group, or release it . If  an
automatically created instance is considered unhealthy, the instance is removed from the scaling
group and released.

The Manually AddedManually Added tab shows ECS instances that are manually added to the scaling group.
You can change the status of an instance or remove it  from the scaling group. If  a manually
added instance is not in the RunningRunning state, the instance is considered unhealthy and removed
from the scaling group. Whether manually added ECS instances are released when they are
removed from a scaling group depends on their management mode:

If the lifecycle of the instances is not managed by the scaling group, the instances are
removed from the scaling group but not released.

If  the lifecycle of the instances is managed by the scaling group, the instances are removed
from the scaling group and released.

Related informationRelated information
Put an ECS instance into the Standby state

Put an ECS instance into the Protected state

Remove an ECS instance from the Protected state

Manually add an ECS instance to a scaling group

Manually remove or delete an ECS instance

2.2. View ECS instances2.2. View ECS instances

2.3. Manually add an ECS instance to a2.3. Manually add an ECS instance to a
scaling groupscaling group

Aut o Scaling Inst ance Management ··Inst ance ma
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This topic describes how to manually add an ECS instance to a scaling group. You can add exist ing ECS
instances to a scaling group to take full advantage of the computing resources.

PrerequisitesPrerequisites
The following table describes the requirements that the ECS instances must meet to be manually
added to a scaling group.

Item Prerequisite

The ECS instances to be
manually added to a
scaling group

The instances are located in the same region as the scaling group.

The instances are not added to any other scaling group.

The instances are in the RunningRunning state.

The network type of the instances is classic network or Virtual Private Cloud
(VPC). Take note of the following items:

When the network type of the scaling group is classic network, only ECS
instances of the classic network type can be added to the scaling group.

When the network type of the scaling group is VPC, only ECS instances in
the same VPC as the scaling group can be added to the scaling group.

The scaling group
The scaling group is in the EnabledEnabled state.

The scaling group does not have ongoing scaling activit ies.

ContextContext
The act ive scaling configuration of a scaling group does not affect  whether ECS instances can be
manually added to the scaling group. You can manually add ECS instances without wait ing for the
cooldown period to expire. For more information, see Cooldown time.

Typically, Auto Scaling scales out sufficient  ECS instances based on your configurations. However, if  the
instance inventory is insufficient  or the sum of ECS instances to be added and exist ing ECS instances in
the scaling group exceeds the maximum number of instances specified for the scaling group, the
number of actually created instances may be less than what you specified. In these cases, check the
configuration of the scaling group to troubleshoot the issue. If  the issue persists, submit  a t icket.

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. In the left-side navigation pane, click Scaling GroupsScaling Groups.

3. In the top navigation bar, select  a region.

4. Find a scaling group and go to the details page of the scaling group. You can use one of the
following methods to go to the details page:

Click the ID of the scaling group in the Scaling Group Name/IDScaling Group Name/ID column.

Click Det ailsDet ails in the Act ionsAct ions column of the scaling group.

5. In the upper part  of the page, click the Inst ancesInst ances tab.

6. Click the Manually AddedManually Added tab.

7. Click Add Exist ing Inst anceAdd Exist ing Inst ance.

8. In the Add Exist ing Instance dialog box, select  available ECS instances in the left-side list , click >> to

Inst ance Management ··Inst ance ma
nagement  in a scaling group
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add the selected ECS instances to the right-side list , and then click AddAdd.

If you select  Enable t he scaling group t o manage t he inst ance lif ecycleEnable t he scaling group t o manage t he inst ance lif ecycle, ECS instances that
are manually added to the scaling group will be removed and released during scale-in events.
Subscript ion instances can be manually added to a scaling group, but their lifecycle cannot be
managed by the scaling group.

Warning Warning Make sure that you have sufficient  balance in your account. If  you have overdue
payments in your account, pay-as-you-go and preemptible instances are stopped or released.
For information about status changes of ECS instances in a scaling group due to overdue
payments, see 欠费说明.

Related informationRelated information
AttachInstances

This topic describes how to manually remove or delete an ECS instance that is no longer needed in a
scaling group.

PrerequisitesPrerequisites

2.4. Manually remove or delete an ECS2.4. Manually remove or delete an ECS
instanceinstance

Aut o Scaling Inst ance Management ··Inst ance ma
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The scaling group is in the EnabledEnabled state.

The scaling group has no scaling act ivit ies in progress.

ContextContext
You can manually remove an ECS instance from a scaling group without the need to wait  for the
cooldown period to expire.

You cannot remove an ECS instance from a scaling group if  the number of ECS instances in the scaling
group after the removal is less than the minimum number.

A scaling act ivity may fail to be executed after it  is triggered. You can check the execution result  in the
details about the scaling act ivity. For more information, see View the details of a scaling activity.

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. In the left-side navigation pane, click Scaling GroupsScaling Groups.

3. In the top navigation bar, select  a region.

4. Find a scaling group and go to the details page of the scaling group. You can use one of the
following methods to go to the details page:

Click the ID of the scaling group in the Scaling Group Name/IDScaling Group Name/ID column.

Click Det ailsDet ails in the Act ionsAct ions column of the scaling group.

5. In the upper part  of the page, click the Inst ancesInst ances tab.

6. 

7. Use one of the following methods to remove one or more ECS instances from a scaling group:

When you delete an ECS instance, the instance is removed from the scaling group and released.
Whether you can delete an ECS instance that is manually added to a scaling group is subject  to the
management mode of the instance. If  the lifecycle of the instance is not managed by the scaling
group, you can only remove the instance from the scaling group but cannot delete the instance. If
the lifecycle of the instance is managed by the scaling group, you can remove the instance from
the scaling group and delete the instance.

Find the ECS instance that you want to remove from the scaling group and choose  > RemoveRemove

f rom Scaling Groupf rom Scaling Group in the Act ionsAct ions column.

Select  mult iple ECS instances that you want to remove from the scaling group and click RemoveRemove
f rom Scaling Groupf rom Scaling Group in the lower part  of the Instances page.

Find the ECS instance that you want to delete and choose  > Delet e Inst anceDelet e Inst ance in the Act ionsAct ions

column.

Select  mult iple ECS instances that you want to delete and click Delet e Inst anceDelet e Inst ance in the lower
part  of the Instances page.

8. Specify whether to automatically disassociate the ECS instance from the SLB instance and RDS
instance and click OKOK.
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If  ECS instances are not evenly distributed across zones due to insufficient  resources, you can use the
Rebalance Distribution feature to evenly distribute the ECS instances.

PrerequisitesPrerequisites
The network type of the scaling group is VPCVPC.

The mult i-zone scaling policy of the scaling group is Balanced Dist ribut ion PolicyBalanced Dist ribut ion Policy.

The scaling group is associated with mult iple vSwitches that are distributed across at  least  two
zones.

ContextContext
A maximum of 20 ECS instances can be replaced during a single rebalancing act ivity. When the
rebalancing act ivity is executed, Auto Scaling first  creates new ECS instances, and then stops and
releases exist ing ECS instances to ensure that the ECS instances are evenly distributed across mult iple
zones. This does not affect  the performance or availability of applications.

Auto Scaling allows the number of ECS instances to exceed 10% of the maximum number of instances
for a short  period of t ime. This occurs if  the number of ECS instances in a scaling group approaches or
reaches the maximum number of instances, but you must continue the balancing act ivity. If  10% of the
maximum number of instances in the scaling group is not an integer, the decimal can be rounded up to
one. The situation may last  for a while until the distribution of ECS instances is balanced. It  typically
takes 1 to 6 minutes.

For example, the maximum number of instances in a scaling group is 15. A value of 10% indicates that
the number of instances is 1.5. Then, the number of instances that a scaling group can exceed for a
short  period of t ime is 2.

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. In the left-side navigation pane, click Scaling GroupsScaling Groups.

3. In the top navigation bar, select  a region.

4. Find a scaling group and go to the details page of the scaling group. You can use one of the
following methods to go to the details page:

Click the ID of the scaling group in the Scaling Group Name/IDScaling Group Name/ID column.

Click Det ailsDet ails in the Act ionsAct ions column of the scaling group.

5. In the upper part  of the page, click the Inst ancesInst ances tab.

6. Click the Aut o Creat edAut o Creat ed tab.

7. Click Rebalance Dist ribut ionRebalance Dist ribut ion.

8. Read the confirmation items and click Conf irm Execut ionConf irm Execut ion.

ResultResult
The message  The rebalancing task has been assigned  appears in the upper-right corner of the
page. The newly created instances are displayed in the instance list . After a period of t ime, the newly

2.5. Rebalance the distribution of ECS2.5. Rebalance the distribution of ECS
instancesinstances
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created instances enter the InService state, and some exist ing ECS instances are released. However, the
total number of ECS instances in the scaling group remains unchanged.

This topic describes how to put an ECS instance that is not needed for the moment into the Standby
state. After an ECS instance is put into the Standby state, the SLB weight value of the ECS instance
changes to zero. If  an ECS instance is in the Standby state, Auto Scaling does not check its health
status or release it .

ContextContext
After an ECS instance is put into the Standby state:

If  an SLB instance is associated with the scaling group to which the ECS instance belongs, the SLB
weight value of the ECS instance changes to zero.

The ECS instance stays in the Standby state until you manually remove it  from the Standby state.

Auto Scaling stops managing the lifecycle of the ECS instance. You must manually manage the
lifecycle of the ECS instance.

If  a scale-in event is triggered, Auto Scaling will not  remove the ECS instance.

When the ECS instance is stopped or restarted, its health check status remains unchanged.

To release the ECS instance, you must first  remove it  from the scaling group.

If  you delete the scaling group, the ECS instance is automatically removed from the Standby state
and released.

You can stop the ECS instance or modify its configurations. For example, you can perform the
following operations:

Stop an instance

Restart  an instance

Upgrade or downgrade instance configurations

Change the operating system

Init ialize a cloud disk

Migrate an ECS instance from the classic network to a VPC

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. In the left-side navigation pane, click Scaling GroupsScaling Groups.

3. In the top navigation bar, select  a region.

4. Find a scaling group and go to the details page of the scaling group. You can use one of the
following methods to go to the details page:

Click the ID of the scaling group in the Scaling Group Name/IDScaling Group Name/ID column.

Click Det ailsDet ails in the Act ionsAct ions column of the scaling group.

5. In the upper part  of the page, click the Inst ancesInst ances tab.

6. Select  the source of an ECS instance.

2.6. Put an ECS instance into the Standby2.6. Put an ECS instance into the Standby
statestate
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To select  an ECS instance that is automatically created, click the Aut o Creat edAut o Creat ed tab.

To select  an ECS instance that is manually added, click the Manually AddedManually Added tab.

7. Use one of the following methods to put one or more ECS instances into the Standby state:

Find the ECS instance that you want to put into the Standby state and click Swit ch t o St andbySwit ch t o St andby
in the Act ionsAct ions column.

Select  mult iple ECS instances that you want to put into the Standby state and click Swit ch t oSwit ch t o
St andbySt andby in the lower part  of the ECS Instances page.

8. In the message that appears, click OKOK.

Related informationRelated information
EnterStandby

This topic describes how to move an ECS instance out of the Standby state. You can move an instance
out of the Standby state to reuse it .

ContextContext
After an ECS instance in a scaling group is moved out of the Standby state:

The ECS instance enters the In Service state.

If  a Server Load Balancer (SLB) instance is associated with the scaling group to which the ECS instance
belongs, the ECS instance is added to the backend server group of the associated SLB instance again.
By default , the SLB weight value of the instance is 50.

When the ECS instance is stopped or restarted, its health status is updated.

When a scale-in event is triggered in the scaling group, the ECS instance can be removed from the
scaling group.

Not e Not e If  the lifecycle of the ECS instance is managed by the scaling group, the ECS instance
is released. Otherwise, the ECS instance can st ill run normally. For more information about the
lifecycle management of ECS instances, see ECS instance lifecycle.

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. In the left-side navigation pane, click Scaling GroupsScaling Groups.

3. In the top navigation bar, select  a region.

4. Find a scaling group and go to the details page of the scaling group. You can use one of the
following methods to go to the details page:

Click the ID of the scaling group in the Scaling Group Name/IDScaling Group Name/ID column.

Click Det ailsDet ails in the Act ionsAct ions column of the scaling group.

5. In the upper part  of the page, click the Inst ancesInst ances tab.

6. Select  the source of an ECS instance.

2.7. Move an ECS instance out of the2.7. Move an ECS instance out of the
Standby stateStandby state
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To select  an ECS instance that is automatically created, click the Aut o Creat edAut o Creat ed tab.

To select  an ECS instance that is manually added, click the Manually AddedManually Added tab.

7. Use one of the following methods to move one or more ECS instances out of the Standby state:

Find the ECS instance that you want to move out of the Standby state and click Remove f romRemove f rom
St andbySt andby in the Act ionsAct ions column.

Select  mult iple ECS instances that you want to move out of the Standby state and click RemoveRemove
f rom St andbyf rom St andby in the lower part  of the Instances page.

8. In the message that appears, click OKOK.

Related informationRelated information
ExitStandby

This topic describes how to put an ECS instance into the Protected state to prevent the ECS instance
from being automatically removed from a scaling group. After an ECS instance is put into the Protected
state, the SLB weight value of the ECS instance remains unchanged. If  an ECS instance is in the
Protected state, Auto Scaling does not check its health status or release it .

ContextContext
After an ECS instance is put into the Protected state:

If  an SLB instance is associated with the scaling group to which the ECS instance belongs, the SLB
weight value of the ECS instance remains unchanged.

The ECS instance stays in the Protected state until you manually remove it  from the Protected state.

If  a scale-in event is triggered, Auto Scaling will not  remove the ECS instance. To release the ECS
instance, you must remove the ECS instance from the Protected state and then remove it  from the
scaling group.

When the ECS instance is stopped or restarted, its health check status remains unchanged.

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. In the left-side navigation pane, click Scaling GroupsScaling Groups.

3. In the top navigation bar, select  a region.

4. Find a scaling group and go to the details page of the scaling group. You can use one of the
following methods to go to the details page:

Click the ID of the scaling group in the Scaling Group Name/IDScaling Group Name/ID column.

Click Det ailsDet ails in the Act ionsAct ions column of the scaling group.

5. In the upper part  of the page, click the Inst ancesInst ances tab.

6. Select  the source of an ECS instance.

To select  an ECS instance that is automatically created, click the Aut o Creat edAut o Creat ed tab.

To select  an ECS instance that is manually added, click the Manually AddedManually Added tab.

2.8. Put an ECS instance into the Protected2.8. Put an ECS instance into the Protected
statestate
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7. Use one of the following methods to put one or more ECS instances into the Protected state:

Find the ECS instance that you want to put into the Protected state and click Swit ch t oSwit ch t o
Prot ect edProt ect ed in the Act ionsAct ions column.

Select  mult iple ECS instances that you want to put into the Protected state and click Swit ch t oSwit ch t o
Prot ect edProt ect ed in the lower part  of the ECS Instances page.

8. In the message that appears, click OKOK.

Related informationRelated information
SetInstancesProtect ion

This topic describes how to remove an ECS instance from the Protected state. After an ECS instance is
removed from the Protected state, Auto Scaling continues to manage the lifecycle of the ECS instance.

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. In the left-side navigation pane, click Scaling GroupsScaling Groups.

3. In the top navigation bar, select  a region.

4. Find a scaling group and go to the details page of the scaling group. You can use one of the
following methods to go to the details page:

Click the ID of the scaling group in the Scaling Group Name/IDScaling Group Name/ID column.

Click Det ailsDet ails in the Act ionsAct ions column of the scaling group.

5. In the upper part  of the page, click the Inst ancesInst ances tab.

6. Select  the source of an ECS instance.

To select  an ECS instance that is automatically created, click the Aut o Creat edAut o Creat ed tab.

To select  an ECS instance that is manually added, click the Manually AddedManually Added tab.

7. Use one of the following methods to remove one or more ECS instances from the Protected state:

Find the ECS instance that you want to remove from the Protected state and click RemoveRemove
f rom Prot ect edf rom Prot ect ed in the Act ionsAct ions column.

Select  mult iple ECS instances that you want to remove from the Protected state and click
Remove f rom Prot ect edRemove f rom Prot ect ed in the lower part  of the ECS Instances page.

8. In the message that appears, click OKOK.

Related informationRelated information
SetInstancesProtect ion

2.9. Remove an ECS instance from the2.9. Remove an ECS instance from the
Protected stateProtected state

2.10. Put an ECS instance into the Stopped2.10. Put an ECS instance into the Stopped
statestate
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If  the instance reclaim mode of a scaling group is set  to Shutdown and Reclaim Mode, you can put
Elast ic Compute Service (ECS) instances in the scaling group into the Stopped state. During scale-out,
Auto Scaling preferentially starts ECS instances that are in the Stopped state.

PrerequisitesPrerequisites
The network type of the scaling group is virtual private cloud (VPC).

The instance reclaim mode of the scaling group is set  to Shutdown and Reclaim Mode.

The ECS instance that you want to stop is automatically created.

ContextContext
After an ECS instance in a scaling group is stopped, the instance stops providing services, and the billing
for some resources of the instance is also stopped. Therefore, you do not need to enable Economical
Mode for a pay-as-you-go instance in the ECS console. After an ECS instance is put into the Stopped
state, the vCPUs, memory, and public IP address of the instance are released. You are no longer billed
for these resources. However, you are st ill billed for other resources such as disks and elast ic IP
addresses (EIPs).

ProcedureProcedure
1. Log on to the Auto Scaling console.

2. In the left-side navigation pane, click Scaling GroupsScaling Groups.

3. In the top navigation bar, select  a region.

4. Find a scaling group and go to the details page of the scaling group. You can use one of the
following methods to go to the details page:

Click the ID of the scaling group in the Scaling Group Name/IDScaling Group Name/ID column.

Click Det ailsDet ails in the Act ionsAct ions column of the scaling group.

5. In the upper part  of the page, click the Inst ancesInst ances tab.

6. Click the Aut o Creat edAut o Creat ed tab.

7. Find the ECS instance that you want to stop and choose  > Swit ch t o St oppedSwit ch t o St opped in the Act ionsAct ions

column.

8. In the message that appears, click OKOK.
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You can associate Server Load Balancer (SLB) instances with a scaling group. The SLB instances
distribute traffic to mult iple ECS instances in the scaling group. This improves the performance of the
scaling group.

PrerequisitesPrerequisites
You have at  least  one SLB instance in the Act iveAct ive state. For more information, see Create a CLB
instance.

The SLB instance and the scaling group are in the same region.

The SLB instance and the scaling group are in the same VPC if  their network type is VPC.

If  the network type of the SLB instance is classic network, the network type of the scaling group is
VPC, and the backend server group of the SLB instance contains VPC-type ECS instances, the ECS
instances and the scaling group must be in the same VPC.

At least  one listener is configured on the SLB instance. For more information, see Listener overview.

Health check is enabled on the SLB instance. For more information, see Configure health checks.

ContextContext
SLB allows mult iple ECS instances in a region to share the service load by using the IP address of an SLB
instance. These ECS instances act  as a high-performance and high-availability application service pool.
SLB distributes and controls traffic by using SLB instances, listeners, and backend servers. For more
information, see What is CLB?

After an SLB instance is associated with a scaling group, all ECS instances including those automatically
and manually created in the scaling group are added to the backend server group of the SLB instance.
The SLB instance distributes traffic to the ECS instances based on traffic distribution policies and health
check policies. This improves resource availability.

Not e Not e Each ECS instance in the backend server group of an SLB instance has a default  load
balancing weight of 50. You can adjust  the weight of an ECS instance. For more information, see
Change the weight of a backend server.

ProcedureProcedure
The following sect ion describes the procedure to associate an SLB instance with a scaling group in the
Auto Scaling console. For more information about other configurations of a scaling group, see Create a
scaling group.

1. Log on to the Auto Scaling console.

2. In the left-side navigation pane, click Scaling GroupsScaling Groups.

3. In the top navigation bar, select  a region.

4. Go to the page for associat ing SLB instances with a scaling group.

To create a scaling group to associate with SLB instances, click Creat eCreat e.

To modify a scaling group that is not associated with SLB instances, f ind the scaling group and
click EditEdit  in the Act ionsAct ions column.

3.SLB instance3.SLB instance
3.1. Use SLB in Auto Scaling3.1. Use SLB in Auto Scaling
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5. Optional. Configure the Net work T ypeNet work T ype parameter.

The network type of a scaling group cannot be changed after the scaling group is created.

6. Configure the Associat e SLB Inst anceAssociat e SLB Inst ance parameter.

i. Select  the SLB instances to be associated with the scaling group.

You can only associate a limited number of SLB instances with a scaling group. For more
information, see 使用限制. If  your SLB instance does not appear in the drop-down list , check
whether your SLB instance meets the prerequisites.

ii. Select  backend server groups for the SLB instance.

You can select  the default  server group and vServer groups. For more information, see Backend
server overview.

The default  server group contains the ECS instances that receive requests forwarded by a
listener. If  no vServer group or primary and secondary server group is specified for the
listener, the listener forwards all requests to the ECS instances in the default  server group.

You can select  vServer groups if  you want to forward requests to different backend servers,
or forward requests based on domain names or URLs.

7. Configure the remaining sett ings.

Related informationRelated information

ReferencesReferences
CreateScalingGroup

AttachLoadBalancers

DetachLoadBalancers

AttachVServerGroups

DetachVServerGroups
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