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Legal disclaimer
Alibaba Cloud reminds you t o carefully read and fully underst and t he t erms and condit ions of t his legal
disclaimer before you read or use t his document . If you have read or used t his document , it  shall be deemed
as your t ot al accept ance of t his legal disclaimer.

1. You shall download and obt ain t his document  from t he Alibaba Cloud websit e or ot her Alibaba Cloud-
aut horized channels, and use t his document  for your own legal business act ivit ies only. The cont ent  of
t his document  is considered confident ial informat ion of Alibaba Cloud. You shall st rict ly abide by t he
confident ialit y obligat ions. No part  of t his document  shall be disclosed or provided t o any t hird part y for
use wit hout  t he prior writ t en consent  of Alibaba Cloud.

2. No part  of t his document  shall be excerpt ed, t ranslat ed, reproduced, t ransmit t ed, or disseminat ed by
any organizat ion, company or individual in any form or by any means wit hout  t he prior writ t en consent  of
Alibaba Cloud.

3. The cont ent  of t his document  may be changed because of product  version upgrade, adjust ment , or
ot her reasons. Alibaba Cloud reserves t he right  t o modify t he cont ent  of t his document  wit hout  not ice
and an updat ed version of t his document  will be released t hrough Alibaba Cloud-aut horized channels
from t ime t o t ime. You should pay at t ent ion t o t he version changes of t his document  as t hey occur and
download and obt ain t he most  up-t o-dat e version of t his document  from Alibaba Cloud-aut horized
channels.

4. This document  serves only as a reference guide for your use of Alibaba Cloud product s and services.
Alibaba Cloud provides t his document  based on t he "st at us quo", "being defect ive", and "exist ing
funct ions" of it s product s and services. Alibaba Cloud makes every effort  t o provide relevant  operat ional
guidance based on exist ing t echnologies. However, Alibaba Cloud hereby makes a clear st at ement  t hat
it  in no way guarant ees t he accuracy, int egrit y, applicabilit y, and reliabilit y of t he cont ent  of t his
document , eit her explicit ly or implicit ly. Alibaba Cloud shall not  t ake legal responsibilit y for any errors or
lost  profit s incurred by any organizat ion, company, or individual arising from download, use, or t rust  in
t his document . Alibaba Cloud shall not , under any circumst ances, t ake responsibilit y for any indirect ,
consequent ial, punit ive, cont ingent , special, or punit ive damages, including lost  profit s arising from t he
use or t rust  in t his document  (even if Alibaba Cloud has been not ified of t he possibilit y of such a loss).

5. By law, all t he cont ent s in Alibaba Cloud document s, including but  not  limit ed t o pict ures, archit ect ure
design, page layout , and t ext  descript ion, are int ellect ual propert y of Alibaba Cloud and/or it s
affiliat es. This int ellect ual propert y includes, but  is not  limit ed t o, t rademark right s, pat ent  right s,
copyright s, and t rade secret s. No part  of t his document  shall be used, modified, reproduced, publicly
t ransmit t ed, changed, disseminat ed, dist ribut ed, or published wit hout  t he prior writ t en consent  of
Alibaba Cloud and/or it s affiliat es. The names owned by Alibaba Cloud shall not  be used, published, or
reproduced for market ing, advert ising, promot ion, or ot her purposes wit hout  t he prior writ t en consent  of
Alibaba Cloud. The names owned by Alibaba Cloud include, but  are not  limit ed t o, "Alibaba Cloud",
"Aliyun", "HiChina", and ot her brands of Alibaba Cloud and/or it s affiliat es, which appear separat ely or in
combinat ion, as well as t he auxiliary signs and pat t erns of t he preceding brands, or anyt hing similar t o
t he company names, t rade names, t rademarks, product  or service names, domain names, pat t erns,
logos, marks, signs, or special descript ions t hat  t hird part ies ident ify as Alibaba Cloud and/or it s
affiliat es.

6. Please direct ly cont act  Alibaba Cloud for any errors of t his document .
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Document conventions
St yleSt yle Descript ionDescript ion ExampleExample

 DangerDanger
A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

 Danger:Danger:

Resetting will result  in the loss of user
configuration data.

 WarningWarning
A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

 Warning:Warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

 Not iceNot ice
A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

 Not ice:Not ice:

If the weight is set to 0, the server no
longer receives new requests.

 Not eNot e
A note indicates supplemental
instructions, best practices, t ips, and
other content.

 Not e:Not e:

You can use Ctrl + A to select all files.

>
Closing angle brackets are used to
indicate a multi-level menu cascade.

Click Set t ingsSet t ings > Net workNet work> Set  net workSet  net work
t ypet ype.

BoldBold
Bold formatting is used for buttons ,
menus, page names, and other UI
elements.

Click OKOK.

Courier font Courier font is used for commands
Run the cd /d C:/window  command to
enter the Windows system folder.

Italic Italic formatting is used for parameters
and variables.

bae log list  --instanceid

Instance_ID

[] or [a|b]
This format is used for an optional value,
where only one item can be selected.

ipconfig [-all|-t]

{} or {a|b}
This format is used for a required value,
where only one item can be selected.

switch {active|stand}
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Heterogeneous databases have different data types. When Data Transmission Service (DTS) migrates
data between heterogeneous databases, DTS converts the data types of the source database to
those of the dest ination database. This topic lists the data type mappings for you to evaluate the
impact of data migration on your business.

OverviewOverview
You can view the data type mappings between heterogeneous databases based on the following
migration scenarios:

Migrate data from a PolarDB for MySQL cluster, an ApsaraDB RDS for MySQL instance, or a self-
managed MySQL database

Migrate data from an Oracle database

Migrate data from an SQL Server database

Migrate data from a self-managed TiDB database

Migrate data from a Db2 for LUW database

Migrate data from a Db2 for i database

Migrate data from a Teradata database

Migrate data from a PolarDB for MySQL cluster, an ApsaraDB RDS forMigrate data from a PolarDB for MySQL cluster, an ApsaraDB RDS for
MySQL instance, or a self-managed MySQL databaseMySQL instance, or a self-managed MySQL database
The following tables list  the data type mappings between MySQL and Analyt icDB databases. The
source instance can be a PolarDB for MySQL cluster, an ApsaraDB RDS for MySQL instance, or a self-
managed MySQL database. The dest ination instance can be an Analyt icDB for MySQL cluster V2.0 or an
Analyt icDB for PostgreSQL instance.

Not e Not e If  the value range of the data to be migrated from the source instance exceeds the
range supported by DTS, the accuracy of the data migrated to the dest ination instance decreases.

Type
Data type of
the source
instance

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL

Data type of a
Message
Queue for
Apache Kafka
instance or a
self-managed
Kafka cluster

BIT [(M)] 1 ~ 64 VARCHAR BIT

T INYINT[(M)] -128 ~ 127 TINYINT SMALLINT

TINYINT[(M)]
[UNSIGNED]

0 ~ 255 SMALLINT SMALLINT

SMALLINT[(M)]
-32768 ~
32767

SMALLINT SMALLINT

1.Data type mappings between1.Data type mappings between
heterogeneous databasesheterogeneous databases
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Integer

SMALLINT[(M)]
[UNSIGNED]

0 ~ 65535 INT INTEGER

MEDIUMINT[(M)
]

-8388608 ~
8388607

INT INTEGER

MEDIUMINT[(M)
] [UNSIGNED]

0 ~ 16777215 INT INTEGER

INT[(M)]
-2147483648 ~
2147483647

INT INTEGER

INT[(M)]
[UNSIGNED]

0 ~
4294967295

BIGINT BIGINT

BIGINT[(M)]

-
922337203685
4775808 ~
922337203685
4775807

BIGINT BIGINT

BIGINT[(M)]
[UNSIGNED]

0 ~
184467440737
09551615.

DECIMAL(20,0) NUMERIC(20)

Decimal

DECIMAL[(M[,D]
)]

M: 0 to 65
D: 0 to 30

DECIMAL[(M[,D]
)]

DECIMAL

FLOAT(p)

1.175494351E-
38 ~
3.402823466E
+38

FLOAT REAL

DOUBLE[(M,D)]

2.2250738585
072014E-308 ~
1.7976931348
623157E+308

DOUBLE
DOUBLE
PRECISION

Type
Data type of
the source
instance

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL

Data type of a
Message
Queue for
Apache Kafka
instance or a
self-managed
Kafka cluster

Dat a Migrat ion··Dat a t ype mappings
bet ween het erogeneous dat abases
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Date and time

DATE

1000-01-
01~9999-12-
31

Not eNot e
The
format is
YYYY-
MM-DD, in
UTC.

DATE DATE

DATETIME[(fsp
)]

1000-01-01
00:00:00.0000
00 ~ 9999-12-
31
23:59:59.9999
99

Not eNot e
The
format is
YYYY-
MM-DD
hh:mm:ss
[.fraction],
in UTC.

DATETIME TIMESTAMP

Type
Data type of
the source
instance

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL

Data type of a
Message
Queue for
Apache Kafka
instance or a
self-managed
Kafka cluster

Dat a Transmission Service Dat a Migrat ion··Dat a t ype mappings
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Consistent
with the data
types of
MySQL or
PolarDB for
MySQL

TIMESTAMP[(fs
p)]

1970-01-01
00:00:01.0000
00 ~ 2038-01-
19
03:14:07.9999
99

Not eNot e
The
format is
YYYY-
MM-DD
hh:mm:ss
[.fraction],
in UTC.

T IMESTAMP
TIMESTAMP
WITH T IME
ZONE

TIME[(fsp)]

-
838:59:59.000
000 ~
838:59:59.000
000

Not eNot e
The
format is
hh:mm:ss
[.fraction],
in UTC.

T IME TIME

YEAR[(4)]
1901 to 2155,
or 0000

INT INTEGER

CHAR[(M)]
0 to 255
characters

VARCHAR CHAR

VARCHAR(M)
0 to 65,535
characters

VARCHAR VARCHAR

BINARY[(M)] 0 to 255 bytes VARBINARY BYTEA

VARBINARY(M)
0 to 65,535
bytes

VARBINARY BYTEA

Type
Data type of
the source
instance

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL

Data type of a
Message
Queue for
Apache Kafka
instance or a
self-managed
Kafka cluster

Dat a Migrat ion··Dat a t ype mappings
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String

TINYBLOB
255 (2^8 - 1)
bytes

VARBINARY BYTEA

TINYTEXT
255 (2^8 - 1)
characters

VARCHAR TEXT

BLOB
65,535 (2^16 -
1) bytes

VARBINARY BYTEA

TEXT
65,535 (2^16 -
1) characters

VARCHAR TEXT

MEDIUMBLOB
16,777,215
(2^24 - 1)
bytes

VARBINARY BYTEA

MEDIUMTEXT
16,777,215
(2^24 - 1)
characters

VARCHAR TEXT

LONGBLOB
4,294,967,295
or 4 GB (2^32 -
1) bytes

VARBINARY BYTEA

LONGTEXT
4,294,967,295
or 4 GB (2^32 -
1) characters

VARCHAR TEXT

ENUM('value1',
'value2',...)

An ENUM
column can
have a
maximum of
65,535 distinct
elements.

VARCHAR VARCHAR(128)

SET('value1','v
alue2',...)

A SET  column
can have a
maximum of
64 distinct
elements.

VARCHAR VARCHAR(128)

GEOMETRY
Geometry
values of any
type

VARBINARY POLYGON

POINT None VARBINARY POINT

Type
Data type of
the source
instance

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL

Data type of a
Message
Queue for
Apache Kafka
instance or a
self-managed
Kafka cluster
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Spatial LINESTRING None VARBINARY PATH

POLYGON None VARBINARY POLYGON

MULTIPOINT None VARBINARY POLYGON

MULTILINESTRI
NG

None VARBINARY PATH

MULTIPOLYGO
N

None VARBINARY POLYGON

GEOMETRYCOL
LECTION

A collection of
geometry
values of any
type

VARBINARY POLYGON

JSON JSON None JSON JSON

Type
Data type of
the source
instance

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL

Data type of a
Message
Queue for
Apache Kafka
instance or a
self-managed
Kafka cluster

Migrate data from an Oracle databaseMigrate data from an Oracle database
The following table lists the data type mappings between Oracle and heterogeneous databases. The
destination instance can be a self-managed MySQL database, a PolarDB for MySQL cluster, an
Analyt icDB for MySQL cluster, an Analyt icDB for PostgreSQL instance, or a PolarDB for Oracle cluster.

Not e Not e If  the value range of the data to be migrated from the source instance exceeds the
range supported by DTS, the accuracy of the data migrated to the dest ination instance will
decrease.

Type
Data type
of Oracle

Value
range

Data type
of MySQL,
PolarDB
for
MySQL, or
PolarDB-X

Data type
of
ApsaraDB
RDS for
PPAS

Data type
of
AnalyticD
B for
MySQL

Data type
of
AnalyticD
B for
PostgreS
QL

Data type
of
PolarDB
for Oracle

Dat a Migrat ion··Dat a t ype mappings
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Numeric

NUMBER(p
,s)

1 to 22
bytes
The
argument
p
indicates
the
precision.
Valid
values: 1
to 38.
The
argument
s
indicates
the scale.
Valid
values: -
84 to 127.

DECIMAL[(
p[,s])]

NUMBER[(
p[,s])]

DECIMAL |
T INYINT |
SMALLINT
| INTEGER |
BIGINT

DECIMAL |
T INYINT |
SMALLINT
| INTEGER |
BIGINT

NUMBER(p
,s)

FLOAT(p)

1 to 22
bytes
The
variable p
indicates
a pointer.
Valid
values: 1
to 126
bits.

DOUBLE
DOUBLE
PRECISION

DOUBLE
DOUBLE
PRECISION

DOUBLE
PRECISION

BINARY_FL
OAT

A 32-bit
floating-
point
number (4
bytes)

DECIMAL(6
5,8)

REAL DOUBLE
DOUBLE
PRECISION

REAL

BINARY_D
OUBLE

A 64-bit
floating-
point
number (8
bytes)

DOUBLE
DOUBLE
PRECISION

DOUBLE
DOUBLE
PRECISION

DOUBLE
PRECISION

DATE None DATETIME DATE DATETIME
TIMESTAM
P(0)

DATE

Type
Data type
of Oracle

Value
range

Data type
of MySQL,
PolarDB
for
MySQL, or
PolarDB-X

Data type
of
ApsaraDB
RDS for
PPAS

Data type
of
AnalyticD
B for
MySQL

Data type
of
AnalyticD
B for
PostgreS
QL

Data type
of
PolarDB
for Oracle

Dat a Transmission Service Dat a Migrat ion··Dat a t ype mappings
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Date and
time

TIMESTAM
P
[(fraction
al_second
s_precisio
n)]

None

DATETIME[
(fractiona
l_seconds
_precision
)]

T IMESTAM
P
[(fraction
al_second
s_precisio
n)]

DATETIME
TIMESTAM
P

TIMESTAM
P
[(fraction
al_second
s_precisio
n)]

T IMESTAM
P
[(fraction
al_second
s_precisio
n)] WITH
TIME
ZONE

None

DATETIME[
(fractiona
l_seconds
_precision
)]

T IMESTAM
P
[(fraction
al_second
s_precisio
n)] WITH
TIME
ZONE

TIMESTAM
P

TIMESTAM
P WITH
TIME
ZONE

TIMESTAM
P
[(fraction
al_second
s_precisio
n)] WITH
TIME
ZONE

TIMESTAM
P
[(fraction
al_second
s_precisio
n)] WITH
LOCAL
TIME
ZONE

None

DATETIME[
(fractiona
l_seconds
_precision
)]

T IMESTAM
P
[(fraction
al_second
s_precisio
n)] WITH
TIME
ZONE

DATETIME

TIMESTAM
P WITH
TIME
ZONE

TIMESTAM
P
[(fraction
al_second
s_precisio
n)] WITH
TIME
ZONE

INTERVAL
YEAR
[(year_pre
cision)]
TO
MONTH

None
Not
supporte
d

Not
supporte
d

VARCHAR
VARCHAR(
32)

INTERVAL

INTERVAL
DAY
[(day_pre
cision)]
TO
SECOND
[(fraction
al_second
s_precisio
n)]

None
Not
supporte
d

Not
supporte
d

VARCHAR
VARCHAR(
32)

INTERVAL

CHAR
[(size
[BYTE |
CHAR])]

2,000
bytes

CHAR[(n)] CHAR[(n)] VARCHAR CHAR

CHAR
[(size
[BYTE |
CHAR])]

Type
Data type
of Oracle

Value
range

Data type
of MySQL,
PolarDB
for
MySQL, or
PolarDB-X

Data type
of
ApsaraDB
RDS for
PPAS

Data type
of
AnalyticD
B for
MySQL

Data type
of
AnalyticD
B for
PostgreS
QL

Data type
of
PolarDB
for Oracle
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NCHAR[(si
ze)]

2,000
bytes

NATIONAL
CHAR[(n)]

NCHAR[(n)
]

VARCHAR VARCHAR
NCHAR[(si
ze)]

VARCHAR2
(size
[BYTE |
CHAR])

If
MAX_STRI
NG_SIZE is
set to
EXTENDED
, the
maximum
size is
32,767
bytes.
If
MAX_STRI
NG_SIZE is
set to
STANDAR
D, the
maximum
size is
4,000
bytes.

VARCHAR(
n)

VARCHAR
2[(n)]

VARCHAR VARCHAR

VARCHAR
2(size
[BYTE |
CHAR])

NVARCHA
R2(size)

If
MAX_STRI
NG_SIZE is
set to
EXTENDED
, the
maximum
size is
32,767
bytes.
If
MAX_STRI
NG_SIZE is
set to
STANDAR
D, the
maximum
size is
4,000
bytes.

NATIONAL
VARCHAR[
(n)]

VARCHAR
2[(n)]

VARCHAR VARCHAR
NVARCHA
R2(size)

Type
Data type
of Oracle

Value
range

Data type
of MySQL,
PolarDB
for
MySQL, or
PolarDB-X

Data type
of
ApsaraDB
RDS for
PPAS

Data type
of
AnalyticD
B for
MySQL

Data type
of
AnalyticD
B for
PostgreS
QL

Data type
of
PolarDB
for Oracle
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String

LONG

The
maximum
size is 2
GB (2^31 -
1).

LONGTEX
T

LONG VARCHAR TEXT LONG

RAW(size)

The
maximum
size is
32,767
bytes or
2,000
bytes.

VARBINAR
Y(2000)

RAW(size)
VARBINAR
Y

BYTEA RAW(size)

LONG
RAW

The
maximum
size is 2
GB.

LONGBLO
B

LONG
RAW

VARBINAR
Y

BYTEA
LONG
RAW

CLOB

The
maximum
size is (4
GB - 1) ×
DB_BLOCK
_SIZE.

LONGTEX
T

CLOB VARCHAR TEXT CLOB

NCLOB

The
maximum
size is (4
GB - 1) ×
DB_BLOCK
_SIZE.

LONGTEX
T

NCLOB VARCHAR TEXT CLOB

BLOB

The
maximum
size is (4
GB - 1) ×
DB_BLOCK
_SIZE.

LONGBLO
B

BLOB
VARBINAR
Y

BYTEA BLOB

BFILE

The
maximum
size is 4
GB.

Not
supporte
d

Not
supporte
d

Not
supporte
d

Not
supporte
d

Not
supporte
d

Type
Data type
of Oracle

Value
range

Data type
of MySQL,
PolarDB
for
MySQL, or
PolarDB-X

Data type
of
ApsaraDB
RDS for
PPAS

Data type
of
AnalyticD
B for
MySQL

Data type
of
AnalyticD
B for
PostgreS
QL

Data type
of
PolarDB
for Oracle
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JSON JSON

The
maximum
size is 32
MB.

Not
supporte
d

Not
supporte
d

JSON JSON JSON

ROWID ROWID
64
character
s

Not
supporte
d

Not
supporte
d

ROWID OID VARCHAR

Spatial
Customiz
ation
required

DTS does not support

Type
Data type
of Oracle

Value
range

Data type
of MySQL,
PolarDB
for
MySQL, or
PolarDB-X

Data type
of
ApsaraDB
RDS for
PPAS

Data type
of
AnalyticD
B for
MySQL

Data type
of
AnalyticD
B for
PostgreS
QL

Data type
of
PolarDB
for Oracle

Not eNot e

Destination instance: MySQL, PolarDB for MySQL, or PolarDB-X

If a CHAR field in the source database is greater than 255 bytes in length, DTS
converts this f ield to the VARCHAR(n) type in the dest ination database.

MySQL does not support  the following Oracle data types: BFILE, INTERVAL YEAR TO
MONTH, and INTERVAL DAY TO SECOND. Therefore, DTS does not convert  these data
types during schema migration.
If  a table to be migrated contains these data types, schema migration fails. You must
make sure that the columns with these data types are excluded from the objects to
be migrated.

The TIMESTAMP data type of MySQL databases does not contain the t ime zone
information. However, the IMESTAMP WITH TIME ZONE and TIMESTAMP WITH LOCAL
TIME ZONE data types in Oracle databases provide the t ime zone information.
Therefore, DTS converts the values of these data types to UTC t ime in the
destination database.

Destination instance: ApsaraDB RDS for PPAS
ApsaraDB RDS for PPAS does not support  the TIMESTAMP[(fract ional_seconds_precision)]
WITH LOCAL TIME ZONE data type. DTS converts the data of this type to UTC t ime and then
stores the data in the dest ination ApsaraDB RDS for PPAS instance by using the
TIMESTAMP[(fract ional_seconds_precision)] WITH TIME ZONE data type.

Destination instance: Analyt icDB for PostgreSQL
If an Oracle data type is not supported by Analyt icDB for PostgreSQL, DTS converts the data
type to BYTEA. If  the conversion fails, DTS sets the field value to NULL.

Migrate data from an SQL Server databaseMigrate data from an SQL Server database
The following table lists the data type mappings between SQL Server and Analyt icDB databases. The
source instance can be a self-managed SQL Server database or an ApsaraDB RDS for SQL Server
instance. The dest ination instance can be an Analyt icDB for MySQL cluster or an Analyt icDB for
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PostgreSQL instance.

Not e Not e If  the value range of the data to be migrated from the source instance exceeds the
range supported by DTS, the accuracy of the data migrated to the dest ination instance will
decrease.

Type
Data type of SQL
Server

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL

Integer

BIT

An INTEGER data
type that can take
a value of 1, 0, or
NULL

BOOLEAN BIT(1)

T INYINT 0 to 255 TINYINT SMALLINT

SMALLINT
-32,768 (-2^15) to
32,767 (2^15 - 1)

SMALLINT SMALLINT

INT

-2,147,483,648 (-
2^31) to
2,147,483,647
(2^31 - 1)

INTEGER INTEGER

BIGINT

-
9,223,372,036,854,
775,808 (-2^63) to
9,223,372,036,854,
775,807 (2^63 - 1)

BIGINT BIGINT

Decimal

NUMERIC[ (p[ ,s] )]
-10^38 + 1 to
10^38 - 1 (1 <= p
<= 38)

DECIMAL DECIMAL

DECIMAL[ (p[ ,s] )]
-10^38 + 1 to
10^38 - 1 (1 <= p
<= 38)

DECIMAL DECIMAL

FLOAT

-1.79E + 308 to -
2.23E - 308, 0, and
2.23E - 308 to
1.79E + 308

DOUBLE DOUBLE PRECISION

REAL

-3.40E + 38 to -
1.18E - 38, 0, and
1.18E - 38 to 3.40E
+ 38

FLOAT REAL

Monetary

MONEY

-
922,337,203,685,4
77.5808 to
922,337,203,685,4
77.5807

DECIMAL(19, 4) DECIMAL(19, 4)
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Monetary

SMALLMONEY
-214,748.3648 to
214,748.3647

DECIMAL(10, 4) DECIMAL(10, 4)

Date and time

DATE
0001-01-01 to
9999-12-31

DATE DATE

DATETIME

Date range:
January 1, 1753 to
December 31,
9999
Time range:
00:00:00 to
23:59:59.997

DATETIME
TIMESTAMP(3)
WITHOUT T IME
ZONE

DATETIME2[
(fractional
seconds precision)
]

Date range:
January 1,1 CE to
December 31,
9999 CE
T ime range:
00:00:00 to
23:59:59.9999999

DATETIME
TIMESTAMP(7)
WITHOUT T IME
ZONE

DATETIMEOFFSET [
(fractional
seconds precision)
]

Date range:
January 1, 1 CE to
December 31,
9999 CE
T ime range:
00:00:00 to
23:59:59.9999999
Time zone offset
range: -14:00 to
+14:00

TIMESTAMP
TIMESTAMP(7)
WITH T IME ZONE

SMALLDATETIME

The time is based
on a 24-hour day,
with seconds
always zero (:00)
and without
fractional
seconds.

DATETIME
TIMESTAMP
WITHOUT T IME
ZONE

TIME [ (fractional
second scale) ]

00:00:00.0000000
to
23:59:59.9999999

TIME
TIME(7) WITH T IME
ZONE

BINARY [ ( n ) ]
Valid values of n:
1 to 8000.

VARBINARY BYTEA

Type
Data type of SQL
Server

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL
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String

VARBINARY [ ( n |
max) ]

Valid values of n:
1 to 8000. max
indicates that the
maximum storage
size is 2^31 - 1
bytes.

VARBINARY BYTEA

CHAR [ ( n ) ]

Valid values of n:
1 to 8000. The
storage size is n
bytes.

VARCHAR CHARACTER

VARCHAR [ ( n |
max ) ]

Valid values of n:
1 to 8000. max
indicates that the
maximum storage
size is 2^31 - 1
bytes (2 GB).

VARCHAR CHARACTER

NCHAR [ ( n ) ]

n defines the
string size in byte-
pairs. Valid values
of n: 1 to 4000.
The storage size
is two times n
bytes.

VARCHAR
CHARACTER
VARYING

NVARCHAR [ ( n |
max ) ]

n defines the
string size in byte-
pairs. Valid values
of n: 1 to 4000.
max indicates that
the maximum
storage size is
2^30 - 1
characters (2 GB).

VARCHAR
CHARACTER
VARYING

NTEXT

Variable-length
Unicode data with
a maximum string
length of
1,073,741,823
(2^30 - 1) bytes.

VARCHAR TEXT

TEXT

The maximum
string length is
2,147,483,647
(2^31 - 1) bytes.

VARCHAR TEXT

Type
Data type of SQL
Server

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL
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IMAGE

Variable-length
binary data from 0
to 2,147,483,647
(2^31 - 1) bytes.

VARBINARY BYTEA

Spatial
(geography and
geometry)

GEOGRAPHY None VARCHAR Not supported

GEOMETRY None VARCHAR Not supported

XML

XML ( [ CONTENT |
DOCUMENT ]
xml_schema_colle
ction )

None VARCHAR XML

Other types

UNIQUEIDENTIFIER None VARCHAR CHARACTER(36)

SQL_VARIANT None Not supported Not supported

HIERARCHYID None Not supported Not supported

SYSNAME None VARCHAR
CHARACTER
VARYING(128)

Type
Data type of SQL
Server

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL

Migrate data from a self-managed TiDB databaseMigrate data from a self-managed TiDB database
The following table lists the data type mappings between a self-managed TiDB database and a MySQL
database.

Data type of T iDB Data type of MySQL

BIGINT BIGINT

BINARY BINARY

BIT BIT

BOOL\ BOOLEAN TINYINT

CHAR CHAR

DATE DATE

DATETIME DATETIME

DECIMAL DECIMAL

DOUBLE DOUBLE

ENUM ENUM
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FLOAT FLOAT

INT INT

INTEGER INTEGER

JSON JSON

MEDIUMBLOB/LONGBLOB
TINYBLOB/BLOB/

MEDIUMBLOB/LONGBLOB
TINYBLOB/BLOB/

MEDIUMINT MEDIUMINT

SET SET

SMALLINT SMALLINT

TEXT/LONGTEXT TEXT/LONGTEXT

TIME TIME

TIMESTAMP TIMESTAMP

TINYINT TINYINT

VARBINARY VARBINARY

VARCHAR VARCHAR

YEAR YEAR

Data type of T iDB Data type of MySQL

Migrate data from a Db2 for LUW databaseMigrate data from a Db2 for LUW database
The following table lists the data type mappings between a Db2 for LUW database and a MySQL
database.

Not e Not e If  the value range of the data to be migrated from the source instance exceeds the
range supported by DTS, the accuracy of the data migrated to the dest ination instance will
decrease.

Type
Data type of Db2 for
LUW

Value range Data type of MySQL

Integer

SMALLINT -32,768~+32,767 SMALLINT

INTEGER
-
2,147,483,648~+2,147,4
83,647

INT
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Integer

BIGINT

-
9,223,372,036,854,775,8
08~
+9,223,372,036,854,775,
807

BIGINT

Decimal

DECIMAL(precision-
integer, scale-integer)

p<=38 DECIMAL

FLOAT(integer)

The value range is 1 to
53. If the integer is
between 1 and 24
inclusive, the format is
single precision
floating-point. If the
integer is between 25
and 53 inclusive, the
format is double
precision floating-point.

FLOAT

DECFLOAT(precision-
integer)

None DECIMAL(65,10)

Date and time

DATE 0001-01-01~9999-12-31 DATE

TIME 00:00:00~24:00:00 TIME

TIMESTAMP(integer)

0001-01-01-
00.00.00.000000000000
~9999-12-31-
24.00.00.000000000000;
0<=p<= 12

DATETIME

String

CHARACTER(integer) 254 CHAR | VARCHAR

VARCHAR(integer) 32,672 VARCHAR

CHARACTER(integer) FOR
BIT  DATA

254 BLOB

CLOB 2,147,483,647 LONGTEXT

GRAPHIC (integer) 127 CHAR(length*4)

VARGRAPHIC (integer) 16,336 CHAR(length*4)

DBCLOB (integer) 1,073,741,823 VARCHAR | LONGTEXT

BLOB 2,147,483,647 LONGBLOB

Other types XML 2,147,483,647 VARCHAR | LONGTEXT

Type
Data type of Db2 for
LUW

Value range Data type of MySQL
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Migrate data from a Db2 for i databaseMigrate data from a Db2 for i database
The following table lists the data type mappings between a Db2 for i database and a MySQL database.

Not e Not e If  the value range of the data to be migrated from the source instance exceeds the
range supported by DTS, the accuracy of the data migrated to the dest ination instance will
decrease.

Type Data type of Db2 for i Value range Data type of MySQL

Integer

SMALLINT -32,768~+32,767 SMALLINT

INTEGER
-
2,147,483,648~+2,147,4
83,647

INT

BIGINT

-
9,223,372,036,854,775,8
08~
+9,223,372,036,854,775,
807

BIGINT

Decimal

DECIMAL(precision-
integer, scale-integer)

p<=63 DECIMAL

NUMERIC None DECIMAL

FLOAT(integer) None FLOAT

DECFLOAT(precision-
integer)

None DECIMAL(65,10)

Date and time

DATE 0001-01-0~9999-12-31 DATE

TIME 00:00:00~24:00:00 TIME

TIMESTAMP(integer)

0001-01-01-
00.00.00.000000000000
to 9999-12-31-
24.00.00.000000000000
(0 <= p <= 12)

DATETIME

String

CHAR(integer) 32,765 CHAR | VARCHAR

VARCHAR(integer) 32,739 VARCHAR

CHAR(integer) FOR BIT
DATA

None BLOB

CLOB 2,147,483,647 LONGTEXT

GRAPHIC (integer) 16,382 CHAR

VARGRAPHIC (integer) 16,369 VARCHAR
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DBCLOB (integer) 1,073,741,823 LONGTEXT

BINARY 32,765 BINARY

VARBIN 32,739 VARBINARY

BLOB 2,147,483,647 LONGBLOB

Other types

DATALINK None VARCHAR | LONGTEXT

ROWID 40 VARCHAR | LONGTEXT

XML 2,147,483,647 VARCHAR | LONGTEXT

Type Data type of Db2 for i Value range Data type of MySQL

Migrate data from a Teradata databaseMigrate data from a Teradata database
The following table lists the data type mappings between a Teradata database and an Analyt icDB for
PostgreSQL instance.

Data type of Teradata Data type of AnalyticDB for PostgreSQL

BYTEINT SMALLINT

SMALLINT SMALLINT

BIGINT BIGINT

INTEGER INTEGER

DATE DATE

JSON JSON

XML XML

CLOB text

Float real

CHAR CHAR

VARCHAR VARCHAR

Timestamp Timestamp

TIME TIME

Timestamp With T ime Zone Timestamp With T ime Zone

Time With T ime Zone Time With T ime Zone

Decimal Decimal

Dat a Transmission Service Dat a Migrat ion··Dat a t ype mappings
bet ween het erogeneous dat abases

> Document  Version: 20220712 26



Number numeric

BYTE bytea

VARBYTE bytea

BLOB bytea

PERIOD varchar(100)

INTERVAL varchar(100)

Data type of Teradata Data type of AnalyticDB for PostgreSQL

Data type of Teradata Data type of AnalyticDB for PostgreSQL

SMALLINT SMALLINT

INTEGER INT

BIGINT BIGINT

DECIMAL(precision-integer, scale-integer) DECIMAL

NUMERIC DECIMAL

FLOAT(integer) FLOAT

DECFLOAT(precision-integer) DECIMAL(65,10)

DATE DATE

TIME TIME

TIMESTAMP(integer) DATETIME

CHAR(integer) CHAR | VARCHAR

VARCHAR(integer) VARCHAR

CHAR(integer) FOR BIT  DATA BLOB

CLOB LONGTEXT

GRAPHIC (integer) CHAR

VARGRAPHIC (integer) VARCHAR

DBCLOB (integer) LONGTEXT

BINARY BINARY

VARBIN VARBINARY
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BLOB LONGBLOB

DATALINK VARCHAR | LONGTEXT

ROWID VARCHAR | LONGTEXT

XML VARCHAR | LONGTEXT

Data type of Teradata Data type of AnalyticDB for PostgreSQL
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This topic describes the precautions and limits when you migrate data from a MySQL database, such as
a self-managed MySQL database and an ApsaraDB RDS for MySQL instance. To ensure that your data
migration task runs as expected, read the precautions and limits before you configure the task.

Scenarios of migrating data from a MySQL databaseScenarios of migrating data from a MySQL database
Take note of precautions and limits in the following data migration scenarios:

Migrate data between MySQL databases

Migrate data from a MySQL database to a PolarDB for MySQL cluster

Migrate data from a MySQL database to a PolarDB-X instance

Migrate data from a MySQL database to an Analyt icDB for MySQL cluster

Migrate data from a MySQL database to a self-managed Kafka cluster

Migrate data from a MySQL database to a DataHub project

Migrate data between MySQL databasesMigrate data between MySQL databases
The following table describes the precautions and limits when you migrate data between MySQL
databases, such as self-managed MySQL databases and ApsaraDB RDS for MySQL instances.

Category Description

2.Precautions and limits2.Precautions and limits
2.1. Precautions and limits for2.1. Precautions and limits for
migrating data from a MySQLmigrating data from a MySQL
databasedatabase
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Limits on
the source
database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all fields must be
unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to migrate and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
migrated in a single data migration task. If you run a task to migrate more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables and
configure multiple tasks to migrate the tables, or configure a task to migrate the entire
database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The binary logging feature is enabled. The value of the binlog_format parameter is set
to row. The value of the binlog_row_image parameter is set to full. Otherwise, error
messages are returned during precheck and the data migration task cannot be started.

Not ice Not ice If the self-managed MySQL database is deployed in a dual-primary
cluster, you must set log_slave_updates to ON. This ensures that Data Transmission
Service (DTS) can obtain all binary logs.

For an incremental data migration task, binary logs of the source database must be
stored for more than 24 hours. For a full data and incremental data migration task,
binary logs of the source database must be stored for at least seven days. After full
data migration is complete, you can set the retention period to more than 24 hours.
Otherwise, DTS may fail to obtain the binary logs and the task may fail. In exceptional
circumstances, data inconsistency or loss may occur. Make sure that you set the
retention period of binary logs based on the preceding requirements. Otherwise, the
Service Level Agreement (SLA) of DTS does not ensure service reliability and
performance.

Limits on operations:

During schema migration and full data migration, do not perform DDL operations to
change the schemas of databases or tables. Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source database during
data migration. Otherwise, data inconsistency between the source and destination
databases occurs. To ensure data consistency, we recommend that you select schema
migration, full data migration, and incremental data migration as the migration types.

Category Description
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Other
limits

To ensure compatibility, we recommend that you use the same engine versions for the
source and destination MySQL databases.

Before you migrate data, evaluate the impact of data migration on the performance of the
source and destination databases. We recommend that you migrate data during off-peak
hours. During full data migration, DTS uses read and write resources of the source and
destination databases. This may increase the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the tables
of the destination database. After full data migration is complete, the size of used
tablespace of the destination database is larger than that of the source database.

You must make sure that the precision settings for columns of the FLOAT or DOUBLE data
type meet your business requirements. DTS uses the  ROUND(COLUMN,PRECISION) 
function to retrieve values from columns of the FLOAT or DOUBLE data type. If you do not
specify a precision, DTS sets the precision for the FLOAT data type to 38 digits and the
precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads to the destination instance, stop or release the data migration task.
You can also execute the  REVOKE  statement to revoke the write permissions from the
accounts used by DTS to access the destination instance. Otherwise, the data in the source
database overwrites the data in the destination instance after the task is resumed.

Special
cases

If the source database is a self-managed MySQL database, take note of the following
limits:

If you perform a primary/secondary switchover on the source database when the data
migration task is running, the task fails.

DTS calculates migration latency based on the t imestamp of the latest migrated data in
the destination database and the current t imestamp in the source database. If no DML
operation is performed on the source database for a long time, the migration latency
may be inaccurate. If the latency of the synchronization task is too high, you can perform
a DML operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to migrate, you can
create a heartbeat table. The heartbeat table is updated or receives data every
second.

If the destination database runs on an ApsaraDB RDS for MySQL instance, take note of the
following limits:
DTS automatically creates a destination database in the ApsaraDB RDS for MySQL instance.
However, if the name of the source database is invalid, you must manually create a
database in the ApsaraDB RDS for MySQL instance before you configure the data migration
task. For more information, see Create a database on an ApsaraDB RDS for MySQL instance.

Category Description

Migrate data from a MySQL database to a PolarDB for MySQL clusterMigrate data from a MySQL database to a PolarDB for MySQL cluster
The following table describes the precautions and limits when you migrate data from a MySQL
database to a PolarDB for MySQL cluster.
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Category Description

Limits on
the source
database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all fields must be
unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to migrate and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
migrated in a single data migration task. If you run a task to migrate more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables and
configure multiple tasks to migrate the tables, or configure a task to migrate the entire
database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The binary logging feature is enabled. The value of the binlog_format parameter is set
to row. The value of the binlog_row_image parameter is set to full. Otherwise, error
messages are returned during precheck and the data migration task cannot be started.

Not ice Not ice If the self-managed MySQL database is deployed in a dual-primary
cluster, you must set log_slave_updates to ON. This ensures that Data Transmission
Service (DTS) can obtain all binary logs.

For an incremental data migration task, binary logs of the source database must be
stored for more than 24 hours. For a full data and incremental data migration task,
binary logs of the source database must be stored for at least seven days. After full
data migration is complete, you can set the retention period to more than 24 hours.
Otherwise, DTS may fail to obtain the binary logs and the task may fail. In exceptional
circumstances, data inconsistency or loss may occur. Make sure that you set the
retention period of binary logs based on the preceding requirements. Otherwise, the
Service Level Agreement (SLA) of DTS does not ensure service reliability and
performance.

Limits on operations:

During schema migration and full data migration, do not perform DDL operations to
change the schemas of databases or tables. Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source database during
data migration. Otherwise, data inconsistency between the source and destination
databases occurs. To ensure data consistency, we recommend that you select schema
migration, full data migration, and incremental data migration as the migration types.
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Other
limits

To ensure compatibility, we recommend that you use the same engine versions for the
source and destination MySQL databases.

Before you migrate data, evaluate the impact of data migration on the performance of the
source and destination databases. We recommend that you migrate data during off-peak
hours. During full data migration, DTS uses read and write resources of the source and
destination databases. This may increase the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the tables
of the destination database. After full data migration is complete, the size of used
tablespace of the destination database is larger than that of the source database.

You must make sure that the precision settings for columns of the FLOAT or DOUBLE data
type meet your business requirements. DTS uses the  ROUND(COLUMN,PRECISION) 
function to retrieve values from columns of the FLOAT or DOUBLE data type. If you do not
specify a precision, DTS sets the precision for the FLOAT data type to 38 digits and the
precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads to the destination instance, stop or release the data migration task.
You can also execute the  REVOKE  statement to revoke the write permissions from the
accounts used by DTS to access the destination instance. Otherwise, the data in the source
database overwrites the data in the destination instance after the task is resumed.

Special
cases

If the source database is a self-managed MySQL database, take note of the following
limits:

If you perform a primary/secondary switchover on the source database when the data
migration task is running, the task fails.

DTS calculates migration latency based on the t imestamp of the latest migrated data in
the destination database and the current t imestamp in the source database. If no DML
operation is performed on the source database for a long time, the migration latency
may be inaccurate. If the latency of the synchronization task is too high, you can perform
a DML operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to migrate, you can
create a heartbeat table. The heartbeat table is updated or receives data every
second.

If the destination database runs on a PolarDB for MySQL cluster, take note of the following
limits:
DTS automatically creates a destination database in the PolarDB for MySQL cluster.
However, if the name of the source database is invalid, you must manually create a
database in the PolarDB for MySQL cluster before you configure the data migration task.
For more information, see Database Management.

Category Description

Migrate data from a MySQL database to a PolarDB-X instanceMigrate data from a MySQL database to a PolarDB-X instance
The following table describes the precautions and limits.

Category Description
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Limits on the source
database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all
fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to migrate and you need to edit  tables (such
as renaming tables or columns) in the destination database, up to 1,000 tables
can be migrated in a single data migration task. If you run a task to migrate more
than 1,000 tables, a request error occurs. In this case, we recommend that you
split  the tables and configure multiple tasks to migrate the tables, or configure a
task to migrate the entire database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The binary logging feature is enabled. The value of the binlog_format
parameter is set to row. The value of the binlog_row_image parameter is set
to full. Otherwise, error messages are returned during precheck and the data
migration task cannot be started.

Not ice Not ice If the self-managed MySQL database is deployed in a dual-
primary cluster, you must set log_slave_updates to ON. This ensures that
Data Transmission Service (DTS) can obtain all binary logs.

For an incremental data migration task, binary logs of the source database
must be stored for more than 24 hours. For a full data and incremental data
migration task, binary logs of the source database must be stored for at least
seven days. After full data migration is complete, you can set the retention
period to more than 24 hours. Otherwise, DTS may fail to obtain the binary
logs and the task may fail. In exceptional circumstances, data inconsistency or
loss may occur. Make sure that you set the retention period of binary logs
based on the preceding requirements. Otherwise, the Service Level Agreement
(SLA) of DTS does not ensure service reliability and performance.

Limits on operations:

During full data migration, do not perform DDL operations to change the
schemas of databases or tables. Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source
database during data migration. Otherwise, data inconsistency between the
source and destination databases occurs. To ensure data consistency, we
recommend that you select full data migration and incremental data migration
as the migration types.

Category Description
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Other limits

The storage type of the PolarDB-X instance must be ApsaraDB RDS for MySQL
(private custom RDS instance). PolarDB for MySQL cannot be used as the storage
type.

Before you configure a data migration task, you must create databases and
tables in the destination instance.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that you
migrate data during off-peak hours. During full data migration, DTS uses read
and write resources of the source and destination databases. This may increase
the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in
the tables of the destination database. After full data migration is complete, the
size of used tablespace of the destination database is larger than that of the
source database.

You must make sure that the precision settings for columns of the FLOAT or
DOUBLE data type meet your business requirements. DTS uses the  ROUND(COLUM
N,PRECISION)  function to retrieve values from columns of the FLOAT or
DOUBLE data type. If you do not specify a precision, DTS sets the precision for the
FLOAT data type to 38 digits and the precision for the DOUBLE data type to 308
digits.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination instance, stop or release
the data migration task. You can also execute the  REVOKE  statement to
revoke the write permissions from the accounts used by DTS to access the
destination instance. Otherwise, the data in the source database overwrites the
data in the destination instance after the task is resumed.

Special cases

If the source database is a self-managed MySQL database, take note of the
following limits:

If you perform a primary/secondary switchover on the source database when the
data migration task is running, the task fails.

DTS calculates migration latency based on the t imestamp of the latest migrated
data in the destination database and the current t imestamp in the source
database. If no DML operation is performed on the source database for a long
time, the migration latency may be inaccurate. If the latency of the
synchronization task is too high, you can perform a DML operation on the source
database to update the latency.

Not e Not e If you select an entire database as the object to migrate, you
can create a heartbeat table. The heartbeat table is updated or receives
data every second.

Category Description

Migrate data from a MySQL database to an AnalyticDB for MySQLMigrate data from a MySQL database to an AnalyticDB for MySQL
clustercluster
The following table describes the precautions and limits.
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Category Description

Limits on
the source
database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all fields must be
unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to migrate and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
migrated in a single data migration task. If you run a task to migrate more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables and
configure multiple tasks to migrate the tables, or configure a task to migrate the entire
database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The binary logging feature is enabled. The value of the binlog_format parameter is set
to row. The value of the binlog_row_image parameter is set to full. Otherwise, error
messages are returned during precheck and the data migration task cannot be started.

Not ice Not ice If the self-managed MySQL database is deployed in a dual-primary
cluster, you must set log_slave_updates to ON. This ensures that Data Transmission
Service (DTS) can obtain all binary logs.

For an incremental data migration task, binary logs of the source database must be
stored for more than 24 hours. For a full data and incremental data migration task,
binary logs of the source database must be stored for at least seven days. After full
data migration is complete, you can set the retention period to more than 24 hours.
Otherwise, DTS may fail to obtain the binary logs and the task may fail. In exceptional
circumstances, data inconsistency or loss may occur. Make sure that you set the
retention period of binary logs based on the preceding requirements. Otherwise, the
Service Level Agreement (SLA) of DTS does not ensure service reliability and
performance.

Limits on operations:

During schema migration and full data migration, do not perform DDL operations to
change the schemas of databases or tables. Otherwise, the data migration task fails.

During data migration, do not perform DDL operations to add comments. Example:  AL
TER TABLE table_name COMMENT='Table comment'; . Otherwise, the data migration
task fails.

If you perform only full data migration, do not write data to the source database during
data migration. Otherwise, data inconsistency between the source and destination
databases occurs. To ensure data consistency, we recommend that you select schema
migration, full data migration, and incremental data migration as the migration types.
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Other
limits

Prefix indexes cannot be migrated. If the source database contains prefix indexes, data
may fail to be migrated.

Due to the limits of , if the disk space usage of the nodes in an cluster reaches 80%, the
task is delayed and error messages are returned. We recommend that you estimate the
required disk space based on the objects to migrate. You must make sure that the
destination cluster has sufficient storage space.

Before you migrate data, evaluate the impact of data migration on the performance of the
source and destination databases. We recommend that you migrate data during off-peak
hours. During full data migration, DTS uses read and write resources of the source and
destination databases. This may increase the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the tables
of the destination database. After full data migration is complete, the size of used
tablespace of the destination database is larger than that of the source database.

You must make sure that the precision settings for columns of the FLOAT or DOUBLE data
type meet your business requirements. DTS uses the  ROUND(COLUMN,PRECISION) 
function to retrieve values from columns of the FLOAT or DOUBLE data type. If you do not
specify a precision, DTS sets the precision for the FLOAT data type to 38 digits and the
precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads to the destination instance, stop or release the data migration task.
You can also execute the  REVOKE  statement to revoke the write permissions from the
accounts used by DTS to access the destination instance. Otherwise, the data in the source
database overwrites the data in the destination instance after the task is resumed.

Special
cases

If the source database is a self-managed MySQL database, take note of the following limits:

If you perform a primary/secondary switchover on the source database when the data
migration task is running, the task fails.

DTS calculates migration latency based on the t imestamp of the latest migrated data in
the destination database and the current t imestamp in the source database. If no DML
operation is performed on the source database for a long time, the migration latency may
be inaccurate. If the latency of the synchronization task is too high, you can perform a DML
operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to migrate, you can create a
heartbeat table. The heartbeat table is updated or receives data every second.

Category Description

Migrate data from a MySQL database to a self-managed KafkaMigrate data from a MySQL database to a self-managed Kafka
clustercluster
The following table describes the precautions and limits.

Category Description
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Limits on the source
database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all
fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to migrate and you need to edit  tables (such
as renaming tables or columns) in the destination database, up to 1,000 tables
can be migrated in a single data migration task. If you run a task to migrate more
than 1,000 tables, a request error occurs. In this case, we recommend that you
split  the tables and configure multiple tasks to migrate the tables, or configure a
task to migrate the entire database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The binary logging feature is enabled in the ApsaraDB RDS console. For more
information, see Modify the parameters of an ApsaraDB RDS for MySQL
instance. The value of the binlog_format parameter is set to row. The value of
the binlog_row_image parameter is set to full. Otherwise, error messages are
returned during precheck and the data synchronization task cannot be started.

Not ice Not ice If the self-managed MySQL database is deployed in a dual-
primary cluster, you must set log_slave_updates to ON. This ensures that
DTS can obtain all binary logs. For more information, see Create an
account for a user-created MySQL database and configure binary logging.

For an incremental data migration, binary logs of the source database must be
stored for more than 24 hours. For a schema and incremental data migration,
binary logs of the source database must be stored for at least seven days.
After schema migration is complete, you can set the retention period to more
than 24 hours. Otherwise, DTS may fail to obtain the binary logs and the task
may fail. In exceptional circumstances, data inconsistency or loss may occur.
Make sure that you set the retention period of binary logs in accordance with
the preceding requirements. Otherwise, the SLA of DTS does not ensure service
reliability and performance. For more information about binary log files and
log backup files of an ApsaraDB RDS for MySQL instance, see Introduction to
binary log files and log backup files of an ApsaraDB RDS for MySQL instance.

Limits on operations:

During schema migration and full data migration, do not perform DDL
operations to change the schemas of databases or tables. Otherwise, the
data migration task fails.

If you perform only full data migration, do not write data to the source
database during data migration. Otherwise, data inconsistency between the
source and destination databases occurs. To ensure data consistency, we
recommend that you select schema migration, full data migration, and
incremental data migration as the migration types.

Category Description
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Limits

Before you configure a data migration task, you must create a Kafka cluster and
the Kafka version must be 0.10.1.0 to 2.0.

You can select only tables as objects to migrate.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that you
migrate data during off-peak hours. During full data migration, DTS uses read
and write resources of the source and destination databases. This may increase
the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in
the tables of the destination database. After full data migration is complete, the
size of used tablespace of the destination database is larger than that of the
source database.

You must make sure that the precision settings for columns of the FLOAT or
DOUBLE data type meet your business requirements. DTS uses the  ROUND(COLUM
N,PRECISION)  function to retrieve values from columns of the FLOAT or
DOUBLE data type. If you do not specify a precision, DTS sets the precision for the
FLOAT data type to 38 digits and the precision for the DOUBLE data type to 308
digits.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination instance, stop or release
the data migration task. You can also execute the  REVOKE  statement to
revoke the write permissions from the accounts used by DTS to access the
destination instance. Otherwise, the data in the source database overwrites the
data in the destination instance after the task is resumed.

We recommend that you do not use tools other than DTS to write data to the
destination database. Otherwise, data inconsistency between the source and
destination databases occurs.

Special cases

If the source database is a self-managed MySQL database, take note of the
following limits:

If you perform a primary/secondary switchover on the source database when the
data migration task is running, the task fails.

DTS calculates migration latency based on the t imestamp of the latest migrated
data in the destination database and the current t imestamp in the source
database. If no DML operation is performed on the source database for a long
time, the migration latency may be inaccurate. If the latency of the
synchronization task is too high, you can perform a DML operation on the source
database to update the latency.

Not e Not e If you select an entire database as the object to migrate, you
can create a heartbeat table. The heartbeat table is updated or receives
data every second.

Category Description

Migrate data from a MySQL database to a DataHub projectMigrate data from a MySQL database to a DataHub project
The following table describes the precautions and limits.
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Category Description

Limits on
the source
database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all fields must be
unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to migrate and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
migrated in a single data migration task. If you run a task to migrate more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables and
configure multiple tasks to migrate the tables, or configure a task to migrate the entire
database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The binary logging feature is enabled in the ApsaraDB RDS console. For more
information, see Modify the parameters of an ApsaraDB RDS for MySQL instance. The
value of the binlog_format parameter is set to row. The value of the binlog_row_image
parameter is set to full. Otherwise, error messages are returned during precheck and the
data synchronization task cannot be started.

Not ice Not ice If the self-managed MySQL database is deployed in a dual-primary
cluster, you must set log_slave_updates to ON. This ensures that DTS can obtain all
binary logs. For more information, see Create an account for a user-created MySQL
database and configure binary logging.

For an incremental data migration, binary logs of the source database must be stored
for more than 24 hours. For a schema and incremental data migration, binary logs of the
source database must be stored for at least seven days. After schema migration is
complete, you can set the retention period to more than 24 hours. Otherwise, DTS may
fail to obtain the binary logs and the task may fail. In exceptional circumstances, data
inconsistency or loss may occur. Make sure that you set the retention period of binary
logs in accordance with the preceding requirements. Otherwise, the SLA of DTS does not
ensure service reliability and performance. For more information about binary log files
and log backup files of an ApsaraDB RDS for MySQL instance, see Introduction to binary
log files and log backup files of an ApsaraDB RDS for MySQL instance.

Limits on operations: During schema migration, do not perform DDL operations to change
the schemas of databases or tables. Otherwise, the data migration task fails.
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Other
limits

Only tables can be selected as objects to migrate.

We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
operations on objects during data migration. Otherwise, data migration may fail.

If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

Warning Warning If you use tools other than DTS to write data to the destination
database, we recommend that you do not use DMS to perform online DDL operations.
Otherwise, data loss may occur in the destination database.

You must make sure that the precision settings for columns of the FLOAT or DOUBLE data
type meet your business requirements. DTS uses the  ROUND(COLUMN,PRECISION) 
function to retrieve values from columns of the FLOAT or DOUBLE data type. If you do not
specify a precision, DTS sets the precision for the FLOAT data type to 38 digits and the
precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads to the destination instance, stop or release the data migration task.
You can also execute the  REVOKE  statement to revoke the write permissions from the
accounts used by DTS to access the destination instance. Otherwise, the data in the source
database overwrites the data in the destination instance after the task is resumed.

Special
cases

If the source database is a self-managed MySQL database, take note of the following limits:

If you perform a primary/secondary switchover on the source database when the data
migration task is running, the task fails.

DTS calculates migration latency based on the t imestamp of the latest migrated data in
the destination database and the current t imestamp in the source database. If no DML
operation is performed on the source database for a long time, the migration latency may
be inaccurate. If the latency of the synchronization task is too high, you can perform a DML
operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to migrate, you can create a
heartbeat table. The heartbeat table is updated or receives data every second.

Category Description

This topic describes the precautions and limits when you migrate data from a cluster. To ensure that
your data migration task runs as expected, read the precautions and limits before you configure the
task.

Scenarios of migrating data from a PolarDB for MySQL clusterScenarios of migrating data from a PolarDB for MySQL cluster
You can view the precautions and limits based on the following migration scenarios:

2.2. Precautions and limits for2.2. Precautions and limits for
migrating data from a PolarDB formigrating data from a PolarDB for
MySQL clusterMySQL cluster
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Migrate data between PolarDB for MySQL clusters

Migrate data from a PolarDB for MySQL cluster to an ApsaraDB RDS for MySQL instance or a self-
managed MySQL database

Migrate data from a PolarDB for MySQL cluster to a PolarDB-X instance

Migrate data from a PolarDB for MySQL cluster to an Analyt icDB for MySQL cluster

Migrate data from a PolarDB for MySQL cluster to a self-managed Oracle database

PolarDB MySQL迁移至DataHub

Migrate data between PolarDB for MySQL clustersMigrate data between PolarDB for MySQL clusters
The following table describes the precautions and limits.

Category Description
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Limits on the source
database

Bandwidth requirements: The server to which the source database belongs
must have sufficient egress bandwidth. Otherwise, the data migration speed
is affected.

The tables to be migrated must have PRIMARY KEY or UNIQUE constraints and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be migrated and you need to edit  tables
(such as rename tables or columns), up to 1,000 tables can be migrated in a
single data migration task. If you run a task to migrate more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the
tables to be migrated, configure multiple tasks to migrate the tables, or
configure a task to migrate the entire database.

If you want to migrate incremental data, you must make sure that the
following requirements are met:

The binary logging feature must be enabled. The value of the
binlog_format parameter must be set to row. Otherwise, error messages
are returned during precheck and the data migration task cannot be
started.

If you perform only incremental data migration, the binary logs of the
source database must be stored for more than 24 hours. If you perform
both full data migration and incremental data migration, the binary logs of
the source database must be stored for at least seven days. After full data
migration is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may
fail. In extreme cases, data may be inconsistent or lost. Make sure that you
set the retention period of binary logs based on the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does
not guarantee service reliability and performance.

Limits on operations:

During schema migration and full data migration, do not perform DDL
operations to change the schemas of databases or tables. Otherwise, the
data migration task fails.

If you perform only full data migration, do not write data to the source
database during data migration. Otherwise, data will be inconsistent
between the source and destination databases. To ensure data
consistency, we recommend that you select Schema Migration, Full Data
Migration, and Incremental Data Migration as the migration types.

Category Description
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Other limits

To ensure compatibility, we recommend that you use the same MySQL version
for the source and destination clusters.

Read-only nodes of the source cluster cannot be migrated.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that
you migrate data during off-peak hours. During full data migration, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation
in the tables of the destination database. After full data migration is
complete, the tablespace of the destination database is larger than that of
the source database.

You must make sure that the precision settings for columns of the FLOAT or
DOUBLE data type meets your business requirements. DTS uses the  ROUND(C
OLUMN,PRECISION)  function to retrieve values from columns of the FLOAT
or DOUBLE data type. If you do not specify a precision, DTS sets the precision
for the FLOAT data type to 38 digits and the precision for the DOUBLE data
type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination instance, stop or
release the data migration task. You can also run the  revoke  command to
revoke the write permissions from the accounts that are used by DTS to
access the destination instance. Otherwise, the data in the source database
will overwrite the data in the destination instance after the task is resumed.

Category Description

Migrate data from a PolarDB for MySQL cluster to an ApsaraDB RDSMigrate data from a PolarDB for MySQL cluster to an ApsaraDB RDS
for MySQL instance or a self-managed MySQL databasefor MySQL instance or a self-managed MySQL database
The following table describes the precautions and limits.

Category Description
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Limits on the source
database

Bandwidth requirements: The server to which the source database belongs must
have sufficient egress bandwidth. Otherwise, the data migration speed is
affected.

The tables to be migrated must have PRIMARY KEY or UNIQUE constraints and all
fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be migrated and you need to edit  tables
(such as rename tables or columns), up to 1,000 tables can be migrated in a
single data migration task. If you run a task to migrate more than 1,000 tables, a
request error occurs. In this case, we recommend that you split  the tables to be
migrated, configure multiple tasks to migrate the tables, or configure a task to
migrate the entire database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The binary logging feature must be enabled. The value of the binlog_format
parameter must be set to row. Otherwise, error messages are returned during
precheck and the data migration task cannot be started.

If you perform only incremental data migration, the binary logs of the source
database must be stored for more than 24 hours. If you perform both full
data migration and incremental data migration, the binary logs of the source
database must be stored for at least seven days. After full data migration is
completed, you can set the retention period to more than 24 hours. Otherwise,
DTS may fail to obtain the binary logs and the task may fail. In extreme cases,
data may be inconsistent or lost. Make sure that you set the retention period
of binary logs based on the preceding requirements. Otherwise, the Service
Level Agreement (SLA) of DTS does not guarantee service reliability and
performance.

Limits on operations:

During schema migration and full data migration, do not perform DDL
operations to change the schemas of databases or tables. Otherwise, the
data migration task fails.

If you perform only full data migration, do not write data to the source
database during data migration. Otherwise, data will be inconsistent between
the source and destination databases. To ensure data consistency, we
recommend that you select Schema Migration, Full Data Migration, and
Incremental Data Migration as the migration types.

Category Description
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Precautions

Read-only nodes of the source cluster cannot be migrated.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that you
migrate data during off-peak hours. During full data migration, DTS uses read
and write resources of the source and destination databases. This may increase
the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in
the tables of the destination database. After full data migration is complete, the
tablespace of the destination database is larger than that of the source
database.

You must make sure that the precision settings for columns of the FLOAT or
DOUBLE data type meets your business requirements. DTS uses the  ROUND(COLU
MN,PRECISION)  function to retrieve values from columns of the FLOAT or
DOUBLE data type. If you do not specify a precision, DTS sets the precision for the
FLOAT data type to 38 digits and the precision for the DOUBLE data type to 308
digits.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination instance, stop or release
the data migration task. You can also run the  revoke  command to revoke the
write permissions from the accounts that are used by DTS to access the
destination instance. Otherwise, the data in the source database will overwrite
the data in the destination instance after the task is resumed.

Special cases

If you migrate data to an ApsaraDB RDS for MySQL instance, DTS automatically
creates a destination database in the ApsaraDB RDS for MySQL instance. However, if
the name of the source database is invalid, you must manually create a database in
the ApsaraDB RDS for MySQL instance before you configure the data migration task.
For more information, see Create a database on an ApsaraDB RDS for MySQL
instance.

Category Description

Migrate data from a PolarDB for MySQL cluster to a PolarDB-XMigrate data from a PolarDB for MySQL cluster to a PolarDB-X
instanceinstance
The following table describes the precautions and limits.

Category Description
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Limits on the source
database

Bandwidth requirements: The server to which the source database belongs must
have sufficient egress bandwidth. Otherwise, the data migration speed is
affected.

The tables to be migrated must have PRIMARY KEY or UNIQUE constraints and all
fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be migrated and you need to edit  tables
(such as rename tables or columns), up to 1,000 tables can be migrated in a
single data migration task. If you run a task to migrate more than 1,000 tables, a
request error occurs. In this case, we recommend that you split  the tables to be
migrated, configure multiple tasks to migrate the tables, or configure a task to
migrate the entire database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The binary logging feature must be enabled. The value of the binlog_format
parameter must be set to row. Otherwise, error messages are returned during
precheck and the data migration task cannot be started.

If you perform only incremental data migration, the binary logs of the source
database must be stored for more than 24 hours. If you perform both full
data migration and incremental data migration, the binary logs of the source
database must be stored for at least seven days. After full data migration is
completed, you can set the retention period to more than 24 hours. Otherwise,
DTS may fail to obtain the binary logs and the task may fail. In extreme cases,
data may be inconsistent or lost. Make sure that you set the retention period
of binary logs based on the preceding requirements. Otherwise, the Service
Level Agreement (SLA) of DTS does not guarantee service reliability and
performance.

Limits on operations:

During full data migration, do not perform DDL operations to change the
schemas of databases or tables. Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source
database during data migration. Otherwise, data will be inconsistent between
the source and destination databases. To ensure data consistency, we
recommend that you select Full Data Migration and Incremental Data Migration
as the migration types.

Incremental DDL operations cannot be migrated. If you perform DDL
operations in the source database during incremental data migration, the data
migration task fails. If you need to perform DDL operations, we recommend
that you perform the operations in the destination database and then perform
the operations in the source database.

Category Description
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Precautions

Schema migration is not supported. Before you configure a data migration task,
you must create databases and tables in the destination instance.

The storage type of the PolarDB-X instance must be ApsaraDB RDS for MySQL
(private custom RDS instance). cannot be used as the storage type.

Read-only nodes of the source cluster cannot be migrated.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that you
migrate data during off-peak hours. During full data migration, DTS uses read
and write resources of the source and destination databases. This may increase
the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in
the tables of the destination database. After full data migration is complete, the
tablespace of the destination database is larger than that of the source
database.

You must make sure that the precision settings for columns of the FLOAT or
DOUBLE data type meets your business requirements. DTS uses the  ROUND(COLU
MN,PRECISION)  function to retrieve values from columns of the FLOAT or
DOUBLE data type. If you do not specify a precision, DTS sets the precision for the
FLOAT data type to 38 digits and the precision for the DOUBLE data type to 308
digits.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination instance, stop or release
the data migration task. You can also run the  revoke  command to revoke the
write permissions from the accounts that are used by DTS to access the
destination instance. Otherwise, the data in the source database will overwrite
the data in the destination instance after the task is resumed.

Category Description

Migrate data from a PolarDB for MySQL cluster to an AnalyticDB forMigrate data from a PolarDB for MySQL cluster to an AnalyticDB for
MySQL clusterMySQL cluster
The following table describes the precautions and limits.

Category Description
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Limits on the source
database

Bandwidth requirements: The server to which the source database belongs must
have sufficient egress bandwidth. Otherwise, the data migration speed is
affected.

The tables to be migrated must have PRIMARY KEY or UNIQUE constraints and all
fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be migrated and you need to edit  tables
(such as rename tables or columns), up to 1,000 tables can be migrated in a
single data migration task. If you run a task to migrate more than 1,000 tables, a
request error occurs. In this case, we recommend that you split  the tables to be
migrated, configure multiple tasks to migrate the tables, or configure a task to
migrate the entire database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The binary logging feature must be enabled. The value of the binlog_format
parameter must be set to row. Otherwise, error messages are returned during
precheck and the data migration task cannot be started.

If you perform only incremental data migration, the binary logs of the source
database must be stored for more than 24 hours. If you perform both full
data migration and incremental data migration, the binary logs of the source
database must be stored for at least seven days. After full data migration is
completed, you can set the retention period to more than 24 hours. Otherwise,
DTS may fail to obtain the binary logs and the task may fail. In extreme cases,
data may be inconsistent or lost. Make sure that you set the retention period
of binary logs based on the preceding requirements. Otherwise, the Service
Level Agreement (SLA) of DTS does not guarantee service reliability and
performance.

Limits on operations:

During schema migration and full data migration, do not perform DDL
operations to change the schemas of databases or tables. Otherwise, the
data migration task fails.

During data migration, do not perform DDL operations to add comments, for
example,  ALTER TABLE table_name COMMENT='Table comment'; .
Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source
database during data migration. Otherwise, data will be inconsistent between
the source and destination databases. To ensure data consistency, we
recommend that you select Schema Migration, Full Data Migration, and
Incremental Data Migration as the migration types.

Category Description
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Precautions

Prefix indexes cannot be migrated. If the source database contains prefix
indexes, data may fail to be migrated.

Read-only nodes of the source cluster cannot be migrated.

Due to the limits of , if the disk space usage of the nodes in an cluster reaches
80%, the task is delayed and error messages are returned. We recommend that
you estimate the required disk space based on the objects that you want to
migrate. You must make sure that the destination cluster has sufficient storage
space.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that you
migrate data during off-peak hours. During full data migration, DTS uses read
and write resources of the source and destination databases. This may increase
the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in
the tables of the destination database. After full data migration is complete, the
tablespace of the destination database is larger than that of the source
database.

You must make sure that the precision settings for columns of the FLOAT or
DOUBLE data type meets your business requirements. DTS uses the  ROUND(COLU
MN,PRECISION)  function to retrieve values from columns of the FLOAT or
DOUBLE data type. If you do not specify a precision, DTS sets the precision for the
FLOAT data type to 38 digits and the precision for the DOUBLE data type to 308
digits.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination instance, stop or release
the data migration task. You can also run the  revoke  command to revoke the
write permissions from the accounts that are used by DTS to access the
destination instance. Otherwise, the data in the source database will overwrite
the data in the destination instance after the task is resumed.

Category Description

Migrate data from a PolarDB for MySQL cluster to a self-managedMigrate data from a PolarDB for MySQL cluster to a self-managed
Oracle databaseOracle database
The following table describes the precautions and limits.

Category Description
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Limits on the source
database

Bandwidth requirements: The server to which the source database belongs must
have sufficient egress bandwidth. Otherwise, the data migration speed is
affected.

The tables to be migrated must have PRIMARY KEY or UNIQUE constraints and all
fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be migrated and you need to edit  tables
(such as rename tables or columns), up to 1,000 tables can be migrated in a
single data migration task. If you run a task to migrate more than 1,000 tables, a
request error occurs. In this case, we recommend that you split  the tables to be
migrated, configure multiple tasks to migrate the tables, or configure a task to
migrate the entire database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The binary logging feature must be enabled. The value of the binlog_format
parameter must be set to row. Otherwise, error messages are returned during
precheck and the data migration task cannot be started.

If you perform only incremental data migration, the binary logs of the source
database must be stored for more than 24 hours. If you perform both full
data migration and incremental data migration, the binary logs of the source
database must be stored for at least seven days. After full data migration is
completed, you can set the retention period to more than 24 hours. Otherwise,
DTS may fail to obtain the binary logs and the task may fail. In extreme cases,
data may be inconsistent or lost. Make sure that you set the retention period
of binary logs based on the preceding requirements. Otherwise, the Service
Level Agreement (SLA) of DTS does not guarantee service reliability and
performance.

Limits on operations:

During schema migration and full data migration, do not perform DDL
operations to change the schemas of databases or tables. Otherwise, the
data migration task fails.

If you perform only full data migration, do not write data to the source
database during data migration. Otherwise, data will be inconsistent between
the source and destination databases. To ensure data consistency, we
recommend that you select Schema Migration, Full Data Migration, and
Incremental Data Migration as the migration types.

Category Description
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Precautions

Read-only nodes of the source cluster cannot be migrated.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that you
migrate data during off-peak hours. During full data migration, DTS uses read
and write resources of the source and destination databases. This may increase
the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in
the tables of the destination database. After full data migration is complete, the
tablespace of the destination database is larger than that of the source
database.

You must make sure that the precision settings for columns of the FLOAT or
DOUBLE data type meets your business requirements. DTS uses the  ROUND(COLU
MN,PRECISION)  function to retrieve values from columns of the FLOAT or
DOUBLE data type. If you do not specify a precision, DTS sets the precision for the
FLOAT data type to 38 digits and the precision for the DOUBLE data type to 308
digits.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination instance, stop or release
the data migration task. You can also run the  revoke  command to revoke the
write permissions from the accounts that are used by DTS to access the
destination instance. Otherwise, the data in the source database will overwrite
the data in the destination instance after the task is resumed.

Special cases

If the self-managed Oracle database is deployed in a Real Application Cluster (RAC)
architecture and is connected to DTS over an Alibaba Cloud virtual private cloud
(VPC), you must connect the Single Client Access Name (SCAN) IP address of the
Oracle RAC and the virtual IP address (VIP) of each node to the VPC and configure
routes. The settings ensure that your DTS task can run as expected. For more
information, see Connect an on-premises database to Alibaba Cloud and Configure
a route between DTS and Express Connect, VPN Gateway, or Smart Access Gateway.

Not ice Not ice When you configure the source Oracle database in the DTS
console, you must enter the SCAN IP address of the Oracle RAC in the
Dat abase EndpointDat abase Endpoint  or IP AddressIP Address  field.

Category Description

PolarDB MySQL迁移至DataHubPolarDB MySQL迁移至DataHub
具体注意事项及限制如下：

类型 说明
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源库限制

The tables to be migrated must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to be migrated and you need to edit  tables (such as
rename tables or columns), up to 1,000 tables can be migrated in a single data migration
task. If you run a task to migrate more than 1,000 tables, a request error occurs. In this
case, we recommend that you split  the tables to be migrated, configure multiple tasks to
migrate the tables, or configure a task to migrate the entire database.

Binlog日志：

The binary logging feature must be enabled. The value of the binlog_format parameter
must be set to row. Otherwise, error messages are returned during precheck and the
data migration task cannot be started.

如为增量迁移任务，DTS要求源数据库的本地Binlog日志保存24小时以上，如为库表结构迁移和
增量迁移任务，DTS要求源数据库的本地Binlog日志至少保留7天以上（您可在库表结构迁移完成
后将Binlog保存时间设置为24小时以上），否则DTS可能因无法获取Binlog而导致任务失败，极
端情况下甚至可能会导致数据不一致或丢失。由于您所设置的Binlog日志保存时间低于DTS要求
的时间进而导致的问题，不在DTS的SLA保障范围内。

源库的操作限制：在库表结构迁移阶段，请勿执行库或表结构变更的DDL操作，否则数据迁移任务
会失败。

其他限制

不支持全量数据初始化，即DTS不会将源集群中迁移对象的存量数据迁移至目标DataHub实例。

仅支持表级别的数据迁移。

Read-only nodes of the source cluster cannot be migrated.

You must make sure that the precision settings for columns of the FLOAT or DOUBLE data
type meets your business requirements. DTS uses the  ROUND(COLUMN,PRECISION) 
function to retrieve values from columns of the FLOAT or DOUBLE data type. If you do not
specify a precision, DTS sets the precision for the FLOAT data type to 38 digits and the
precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads to the destination instance, stop or release the data migration task.
You can also run the  revoke  command to revoke the write permissions from the
accounts that are used by DTS to access the destination instance. Otherwise, the data in
the source database will overwrite the data in the destination instance after the task is
resumed.

类型 说明

This topic describes the precautions and limits when you migrate data from a PolarDB for Oracle cluster.
To ensure that your data migration task runs as expected, read the precautions and limits before you
configure the task.

Scenarios of migrating data from a PolarDB for MySQL clusterScenarios of migrating data from a PolarDB for MySQL cluster
You can view the precautions and limits based on the following migration scenarios:

2.3. Precautions and limits for2.3. Precautions and limits for
migrating data from a PolarDB formigrating data from a PolarDB for
Oracle clusterOracle cluster
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Migrate data between PolarDB for Oracle clusters

Migrate data from a PolarDB for Oracle cluster to a self-managed Oracle database

Migrate data between PolarDB for Oracle clustersMigrate data between PolarDB for Oracle clusters
The following table describes the precautions and limits.

Category Description

Limits on the
source database

Bandwidth requirements: The server to which the source database belongs must
have sufficient egress bandwidth. Otherwise, the data migration speed is affected.

The tables to be migrated must have PRIMARY KEY or UNIQUE constraints and all
fields must be unique. Otherwise, the destination database may contain duplicate
data records.

If you select tables as the objects to be migrated and you need to edit  tables (such
as renaming tables or columns), up to 1,000 tables can be migrated in a single data
migration task. If you run a task to migrate more than 1,000 tables, a request error
occurs. In this case, we recommend that you split  the tables to be migrated,
configure multiple tasks to migrate the tables, or configure a task to migrate the
entire database.

If you need to migrate incremental data, you must make sure that the following
requirements are met:

The write-ahead logging (WAL) feature must be enabled.

If you perform only incremental data migration, the WAL logs of the source
database must be stored for more than 24 hours. If you perform both full data
migration and incremental data migration, the WAL logs of the source database
must be stored for at least seven days. After full data migration is completed,
you can set the retention period to more than 24 hours. Otherwise, DTS may fail
to obtain the WAL logs and the task may fail. In extreme cases, data may be
inconsistent or lost. Make sure that you set the retention period of WAL logs
based on the preceding requirements. Otherwise, the Service Level Agreement
(SLA) of DTS does not guarantee service reliability and performance.

Limits on operations:

During schema migration and full data migration, do not perform data definit ion
language (DDL) operations to change the schemas of databases or tables.
Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source database
during data migration. Otherwise, data will be inconsistent between the source
and destination databases. To ensure data consistency, we recommend that you
select Schema Migration, Full Data Migration, and Incremental Data Migration as
the migration types.
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Other limits

A single data migration task can migrate data from only one database. To migrate
data from multiple databases, you must create a data migration task for each
database.

During incremental data migration, if you select a schema as the object to be
migrated, take note of the following limits: If you create a table in the schema or
run the RENAME command to rename the table, you must run the  ALTER TABLE s
chema.table REPLICA IDENTITY FULL;  command before you write data to the
table.

Not e Not e Replace the  schema  and  table  in the preceding sample
command with the actual schema name and table name.

To ensure that the delay t ime of incremental data migration is accurate, DTS adds a
heartbeat table named  dts_postgres_heartbeat  to the source database. The
following figure shows the schema of the heartbeat table.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that you
migrate data during off-peak hours. During full data migration, DTS uses read and
write resources of the source and destination databases. This may increase the
loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data migration is completed, the
tablespace of the destination database is larger than that of the source database.

You must make sure that the precision settings for columns of the FLOAT or
DOUBLE data type meets your business requirements. DTS uses the  ROUND(COLUMN
,PRECISION)  function to retrieve values from columns of the FLOAT or DOUBLE
data type. If you do not specify a precision, DTS sets the precision for the FLOAT
data type to 38 digits and the precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination instance, stop or release the
data migration task. You can also run the  revoke  command to revoke the write
permissions from the accounts that are used by DTS to access the destination
instance. Otherwise, the data in the source database will overwrite the data in the
destination instance after the task is resumed.

Category Description

Migrate data from a PolarDB for Oracle cluster to a self-managedMigrate data from a PolarDB for Oracle cluster to a self-managed
Oracle databaseOracle database
The following table describes the precautions and limits.

Category Description
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Limits on the
source database

Bandwidth requirements: The server to which the source database belongs must
have sufficient egress bandwidth. Otherwise, the data migration speed is affected.

The tables to be migrated must have PRIMARY KEY or UNIQUE constraints and all
fields must be unique. Otherwise, the destination database may contain duplicate
data records.

If you select tables as the objects to be migrated and you need to edit  tables (such
as renaming tables or columns), up to 1,000 tables can be migrated in a single data
migration task. If you run a task to migrate more than 1,000 tables, a request error
occurs. In this case, we recommend that you split  the tables to be migrated,
configure multiple tasks to migrate the tables, or configure a task to migrate the
entire database.

If you need to migrate incremental data, you must make sure that the following
requirements are met:

The write-ahead logging (WAL) feature must be enabled.

If you perform only incremental data migration, the WAL logs of the source
database must be stored for more than 24 hours. If you perform both full data
migration and incremental data migration, the WAL logs of the source database
must be stored for at least seven days. After full data migration is completed,
you can set the retention period to more than 24 hours. Otherwise, DTS may fail
to obtain the WAL logs and the task may fail. In extreme cases, data may be
inconsistent or lost. Make sure that you set the retention period of WAL logs
based on the preceding requirements. Otherwise, the Service Level Agreement
(SLA) of DTS does not guarantee service reliability and performance.

Limits on operations:

During full data migration, do not perform DDL operations to change the
schemas of databases or tables. Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source database
during data migration. Otherwise, data will be inconsistent between the source
and destination databases. To ensure data consistency, we recommend that you
select Full Data Migration and Incremental Data Migration as the migration types.

Category Description
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Other limits

Schema migration is not supported in this scenario. Before you configure a data
migration task, you must create databases and tables in the destination instance.

A single data migration task can migrate data from only one database. To migrate
data from multiple databases, you must create a data migration task for each
database.

During incremental data migration, if you select a schema as the object to be
migrated, take note of the following limits: If you create a table in the schema or
run the RENAME command to rename the table, you must run the  ALTER TABLE s
chema.table REPLICA IDENTITY FULL;  command before you write data to the
table.

Not e Not e Replace the  schema  and  table  in the preceding sample
command with the actual schema name and table name.

To ensure that the delay t ime of incremental data migration is accurate, DTS adds a
heartbeat table named  dts_postgres_heartbeat  to the source database. The
following figure shows the schema of the heartbeat table.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that you
migrate data during off-peak hours. During full data migration, DTS uses read and
write resources of the source and destination databases. This may increase the
loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data migration is completed, the
tablespace of the destination database is larger than that of the source database.

You must make sure that the precision settings for columns of the FLOAT or
DOUBLE data type meets your business requirements. DTS uses the  ROUND(COLUMN
,PRECISION)  function to retrieve values from columns of the FLOAT or DOUBLE
data type. If you do not specify a precision, DTS sets the precision for the FLOAT
data type to 38 digits and the precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination instance, stop or release the
data migration task. You can also run the  revoke  command to revoke the write
permissions from the accounts that are used by DTS to access the destination
instance. Otherwise, the data in the source database will overwrite the data in the
destination instance after the task is resumed.

Category Description
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Special cases

If the self-managed Oracle database is deployed in a Real Application Cluster (RAC)
architecture and is connected to DTS over an Alibaba Cloud virtual private cloud (VPC),
you must connect the Single Client Access Name (SCAN) IP address of the Oracle RAC
and the virtual IP address (VIP) of each node to the VPC and configure routes. The
settings ensure that your DTS task can run as expected. For more information, see
Connect an on-premises database to Alibaba Cloud and Configure a route between
DTS and Express Connect, VPN Gateway, or Smart Access Gateway.

Not ice Not ice When you configure the source Oracle database in the DTS console,
you must enter the SCAN IP address of the Oracle RAC in the Dat abase EndpointDat abase Endpoint
or IP AddressIP Address  field.

Category Description

does not provide binary logs. To ensure data quality, we recommend that you take note of the limits
when you perform business design, business development, and O&M changes.

OverviewOverview
Limits related to business design

Limits related to database architecture

Limits related to O&M changes

Potential risks related to data quality

Suggestions to ensure data quality

Limits related to business designLimits related to business design
All tables must have primary keys. Otherwise, data inconsistency may occur (the dest ination database
may contain duplicate data records).

We recommend that you do not use the global secondary indexes (GSIs) of because they are
updated asynchronously. If  you use GSIs, DTS can guarantee only eventual consistency of data.

The databases that you want to synchronize cannot be deployed in mixed mode (where the unit
mode and the copy mode are mixed).

Not e Not e In unit  mode, users perform read and write operations in their respective unit  nodes.
Two-way synchronization is implemented between the databases in each unit  node and those in
the central node. In copy mode, users write data to the databases in the central node. The data
is then synchronized to the databases in each unit  node.

If  you use the underlying MySQL databases of to configure two-way data synchronization tasks, you
must convert  the Float and Double data types into Decimal for business tables. If  you use as the
source instance of a one-way data synchronization task, a data migration task, or a change tracking
task, you do not need to convert  the Float and Double data types.

Data synchronization tasks, data migration tasks, and change tracking tasks do not support  the
following objects of : stored procedures, triggers, functions, views, and events.

2.4. Limits for using PolarDB-X as the2.4. Limits for using PolarDB-X as the
source instancesource instance
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DTS does not support  schema synchronization for . You must manually create objects such as
databases and tables in the dest ination instance.

The source instance must have sufficient  capacity to support  business growth.

If  MySQL databases of version 5.7 and 8.0 run on the instance, you cannot use the instance as the
source instance of a change tracking task. You must configure a change tracking task for each MySQL
database to track and consume data from the instance.

Limits related to database architectureLimits related to database architecture
The ApsaraDB RDS for MySQL instances used by a instance cannot be used by other instances.

For data synchronization or migration between instances, the source and dest ination ApsaraDB RDS
for MySQL instances must have equivalent deployment. For example, if  the source instance uses four
ApsaraDB RDS for MySQL instances, the dest ination instance must also use four ApsaraDB RDS for
MySQL instances with the same specificat ions.

The sharding rules of the source and dest ination instances must be the same. Otherwise, the data
synchronization or migration task cannot be created.

You can synchronize, migrate, or track the data of business tables in an instance. You cannot
synchronize, migrate, or track the data of metadata tables or system tables in the instance.

Limits related to O&M changesLimits related to O&M changes

Category Description Impact and solution

Change a sharding rule, for
example, change the shard
key of a database or table or
change the number of
shards.

Not supported. You must perform the following
steps to recreate the task:

1. Stop and delete the original DTS task.

2. Wait until the changes are completed in the
source database. Then, clear the data that has
been synchronized or migrated to the
destination database.

3. Configure a data synchronization or migration
task for each ApsaraDB RDS for MySQL instance
in the instance.

Change the number of
instances at the storage
layer, for example, scale out
instances and migrate
frequently-accessed tables.

Storage layer

Change the specifications of
instances and switch
workloads at the storage
layer.

DTS tasks are not affected.

Change parameter settings.

The parameter settings of the source and
destination databases must be the same. To
change the parameter settings of instances at the
storage layer, you must make sure that new
parameters do not affect previous parameters.

Not e Not e If you are not sure about the
impact of changing parameter settings, you can
contact technical support of Database Expert
Service.
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Change backup and recovery
policies, and enable auditing
and diagnostics for instances
at the storage layer.

The change takes effect only on the current instance
and does not affect other instances with replication
relationships.

DTS task Perform DDL operations.

If you configure a DTS task to replicate data from
multiple ApsaraDB RDS for MySQL instances in a
instance to the destination database, performing
DDL operations may cause task latency.

DDL operations at
the database or
table level

Add tables.

Not supported. You must perform the following
steps:

1. After you perform DDL operations to create
tables in the destination database, perform the
same DDL operations to create tables in the
source database.

2. Add the new tables to the objects of the data
synchronization task.

You can write data to the source database only
after the preceding operations are completed. If
you select tables as the objects of the data
synchronization task, you must add the new tables
to the synchronization queues on the source and
destination instances at the storage layer.

Add fields, add secondary
indexes, delete indexes, and
modify indexes (except for
replacing secondary indexes
with unique indexes).

If you configure a DTS task based on a instance,
you must perform DDL operations in the
destination database and then perform the same
DDL operations in the source database.

If you configure a DTS task based on ApsaraDB
RDS for MySQL instances attached to a instance,
DTS automatically updates the operations. The
following operations are supported: Add fields,
add secondary indexes, delete indexes, and
modify indexes (except for replacing secondary
indexes with unique indexes).

Perform other DDL
operations.

Only the preceding DDL operations are supported.

Category Description Impact and solution
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Switchover

Not eNot e
Switchover:
After you use
DTS to
synchronize
or migrate
data from the
source
database to
the
destination
database, you
switch
workloads
from the
source
database to
the
destination
database.

Perform a switchover.
Before you perform a switchover, make sure that
the DTS task is not delayed. Otherwise, data quality
issues occur.

Perform a failover that meets
the requirements of recovery
point objective (RPO).

Not e Not e RPO
represents the maximum
amount of data that can
be lost after a recovery
from a failure. RPO is
measured by t ime.

Warning Warning Failover:
If the source instance or
the data center where
the source instance
resides fails, you can
switch workloads to a
backup system. A
failover is a lossy
operation.

If a failure (such as network interruption, equipment
failure, or Internet data center failure) occurs and
the DTS task is delayed, you may need to perform a
failover. In this case, if the difference between the
time when the last data entry is updated to the
destination database and the time when the failure
occurs is less than the RPO, you can perform a
failover to recover your business. For example, if the
RPO is 5 minutes, the quality of the data within the 5
minutes cannot be guaranteed after you perform a
failover. You may need to revise the data to ensure
consistency.

Perform a failover that does
not meet the requirements of
RPO.

The DTS task may be delayed because of the
following reasons: a large number of DDL
operations is performed in the source database, a
network failure occurs, and the performance of the
destination database is unfavorable. In this case, if
the data center fails and the difference between the
time when the last data entry is updated to the
destination database and the time when the failure
occurs is greater than the RPO, we recommend that
you wait until the data center recovers before you
perform a failover. For example, if the RPO is 5
minutes, the quality of the data within the 5 minutes
cannot be guaranteed after you perform a failover.
You may need to revise the data to ensure
consistency.

Category Description Impact and solution

Potential risks related to data qualityPotential risks related to data quality
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Some changes or switchover operations may cause data quality issues such as schema inconsistency
between the source and dest ination databases.

If  data latency occurs between the primary and secondary databases of the source instance, the
data written to the primary database is not updated to the secondary database in a t imely manner.
In this case, if  you perform a primary/secondary switchover in the source instance, DTS uses the
secondary database of the source instance as the source database for data synchronization, data
migration, or change tracking. As a result , the data that is not updated to the secondary database is
lost.

If  the DTS task is resumed from a network failure after you perform a switchover, DTS attempts to
synchronize, migrate, or track the data generated before the failure occurs. This mechanism prevents
data loss in the dest ination database. In this case, if  the dest ination tables do not have primary keys,
data will be inconsistent between the source and dest ination databases. If  the dest ination tables
have primary keys, data may not be consistent when DTS implements the retry mechanism, but data
will remain consistent after the retry ends.

The DTS task may be delayed due to network failures and DDL operations.

The DTS task may be delayed or interrupted due to changes to the source database, unfavorable
performance of the dest ination database, and schema inconsistency.

Alibaba Cloud cannot solve the preceding issues. You must recreate a DTS task or adjust  the source and
destination databases.

Suggestions to ensure data qualitySuggestions to ensure data quality
You must perform all DDL operations with caution. All DDL operations must be confirmed by the
technical engineers to comply with the preceding limits.

Do not directly perform DDL operations in your program code.

Data Transmission Service (DTS) allows you to synchronize or migrate data from a instance to the
destination database. However, if  you directly use a instance as the source instance of a DTS task and
more than two ApsaraDB RDS for MySQL instances are attached to the DRDS instance, performance
bott lenecks and stability risks may occur. Your business may be affected. To achieve higher
performance and stability, we recommend that you configure a task for each ApsaraDB RDS for MySQL
instance that is attached to the instance.

PrerequisitesPrerequisites
You have read the Limits for using PolarDB-X as the source instance and have made sure to follow the
relevant conventions and precautions.

SolutionsSolutions

Solutio
n

Configuration method Description

2.5. Solutions for using DRDS as the2.5. Solutions for using DRDS as the
source instancesource instance
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Solutio
n 1

Configure a DTS task for each ApsaraDB RDS for MySQL instance
that is attached to the instance. When you configure DTS tasks,
you must map the database and table names of all the
ApsaraDB RDS for MySQL instances to the database and table
names of the destination instance.
Compared with directly using the instance as the source
instance of a DTS task, this solution ensures higher
performance and stability.

Not ice Not ice If you use this solution, you can select only
tables as the objects to synchronize or migrate.

We recommend that you use
Solution 1, which provides
higher performance and
stability than Solution 2. In
addition, the number of
ApsaraDB RDS for MySQL
instances attached to the
instance is unlimited.

Solutio
n 2

Directly use the instance as the source instance to configure a
data synchronization or migration task. If more than two
ApsaraDB RDS for MySQL instances are attached to the DRDS
instance, the stability and operability of the DTS task may be
affected. Your business may also be affected.

If you use Solution 2 and
more than two ApsaraDB RDS
for MySQL instances are
attached to the source
instance, the performance
and stability of the DTS task
may be compromised.

Solutio
n

Configuration method Description

Comparison between Solution 1 and Solution 2Comparison between Solution 1 and Solution 2

Item Solution 1 Solution 2

Performance
Multiple DTS tasks provide higher
performance and support large amounts
of data writes to the instance.

Only one DTS task is configured to
migrate or synchronize data from the
instance. When the business system
writes large amounts of data to the
source instance, performance
bottlenecks occur.

Stability

High.
Multiple DTS tasks are configured to
migrate or synchronize data from the
ApsaraDB RDS for MySQL instances
attached to the Setting instance. If one
of the DTS tasks fails, the other DTS
tasks are not affected. You only need to
recover the failed DTS task.

Medium.
Only one DTS task is configured to
migrate or synchronize data from the
instance. If the DTS task fails, you must
troubleshoot the entire task to resume
data transmission.

Ease of use

You must configure multiple DTS tasks.
You must configure database and table
name mapping for each task. You must
map the database and table names of
multiple ApsaraDB RDS for MySQL
instances in the source instance to the
names of the databases and tables in
the destination instance.

You need to configure only one DTS task
for the source instance.

Resource usage Multiple DTS instances are required. Only one DTS instance is required.
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How do the two solutions implement synchronization or incrementalHow do the two solutions implement synchronization or incremental
migration of DDL operationsmigration of DDL operations
DTS does not support  synchronization or incremental migration of DDL operations from a instance. If
DDL operations are performed in the source instance during data synchronization or migration, you can
perform the following steps to ensure that data can be written to the dest ination database:

1. Release the DTS task.

2. Clear the dest ination database.

3. Reconfigure the task.

In some scenarios where is the source instance, you can synchronize or migrate DDL operations without
releasing the DTS task. The following table describes specific scenarios and corresponding operations.

Scenarios Operation

You use Solution 1 and
select tables as the
objects to synchronize.

You can add tables to the objects that you select for the data
synchronization task.

You can add or remove columns only when you synchronize data between
two instances. To do this, perform the following steps:

i. Add columns to or remove columns from the objects that you select for
the data synchronization task.

ii. Add or remove columns in the destination database, and then perform
the same operations in the source database. When DTS detects that a
column already exists in the destination database, DTS ignores the error
and does not display a write failure.

You use Solution 2 and
select an entire
database as the object
to be migrated or
synchronized.

You can only add tables. To do this, you must add tables in the destination
database and then perform the same operations in the source database.

You cannot add or remove columns.

Warning Warning If you add a column in the source instance, some physical
tables at the underlying layer may contain the column whereas some
physical tables do not contain the column. When DTS assembles the SQL
statement, DTS may fail to find the column or lose the data in the
column.

You use Solution 2 and
do not select an entire
database as the object
to be migrated or
synchronized.

You can only add tables. To do this, perform the following steps:

i. Add tables to the objects that you select for the data synchronization
task.

ii. Add tables in the destination database, and then perform the same
operations in the source database.

You cannot add or remove columns.

2.6. Precautions and limits for2.6. Precautions and limits for
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This topic describes the precautions and limits when you migrate data from an Oracle database. To
ensure that your data migration task runs as expected, read the precautions and limits before you
configure the task.

Scenarios of migrating data from an Oracle databaseScenarios of migrating data from an Oracle database
Take note of precautions and limits in the following data migration scenarios:

Migrate data from a self-managed Oracle database to a PolarDB for Oracle cluster

Migrate data from a self-managed Oracle database to a MySQL database

Migrate data from a self-managed Oracle database to a PolarDB for MySQL cluster

Migrate data from a self-managed Oracle database to an Analyt icDB for PostgreSQL instance

Migrate data from a self-managed Oracle database to a Message Queue for Apache Kafka instance
or a self-managed Kafka cluster

Migrate data between self-managed Oracle databases

Migrate data from a self-managed Oracle database to a PolarDB forMigrate data from a self-managed Oracle database to a PolarDB for
Oracle clusterOracle cluster
The following table describes the precautions and limits.

Category Description

2.6. Precautions and limits for2.6. Precautions and limits for
migrating data from an Oraclemigrating data from an Oracle
databasedatabase
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Limits on
the source
database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

If the source database is connected over Express Connect, you must specify a virtual IP
address (VIP) for the database when you configure the source database information.

If the source database is an Oracle RAC database hosted on Elastic Compute Service (ECS)
or connected over Express Connect, VPN Gateway, Smart Access Gateway, Database
Gateway, or Cloud Enterprise Network (CEN), you can use a single VIP rather than a Single
Client Access Name (SCAN) IP address when you configure the source database
information. After you specify the VIP, node failover is not supported for the Oracle RAC
database.

Requirements for the objects to migrate:

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all fields must
be unique. Otherwise, the destination database may contain duplicate data records.

If the version number of your Oracle database is 12c or later, the names of the tables to
migrate cannot exceed 30 bytes in length.

If you select tables as the objects to migrate and you want to edit  the tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
migrated in a single data migration task. If you run a task to migrate more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables and
configure multiple tasks to migrate the tables, or configure a task to migrate the entire
database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The redo logging and archive logging must be enabled.

For an incremental data migration task, redo logs and archive logs of the source
database must be stored for more than 24 hours. For a full data and incremental data
migration task, redo logs and archive logs of the source database must be stored for at
least seven days. After the full data migration is completed, you can set the retention
period to more than 24 hours. Otherwise, Data Transmission Service (DTS) may fail to
obtain the redo logs and archive logs, and the task may fail. In exceptional
circumstances, data inconsistency or loss may occur. Make sure that you set the
retention period of redo logs and archive logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not ensure
service reliability and performance.

Limits on operations:

During schema migration and full data migration, do not perform DDL operations to
change the schemas of databases or tables. Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source database during
data migration. Otherwise, data inconsistency between the source and destination
databases occurs. To ensure data consistency, we recommend that you select schema
migration, full data migration, and incremental data migration as the migration types.

During data migration, do not update LONGTEXT fields. Otherwise, the data migration
task fails.

Category Description
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Other
limits

Before you migrate data, evaluate the impact of data migration on the performance of the
source and destination databases. We recommend that you migrate data during off-peak
hours. During full data migration, DTS uses read and write resources of the source and
destination databases. This may increase the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the tables
of the destination database. After full data migration is completed, the tablespace of the
destination database is larger than that of the source database.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads over to the destination instance, stop or release the data migration
task. You can also execute the  REVOKE  statement to revoke write permissions from the
accounts used by DTS to access the destination instance. Otherwise, the data in the source
database overwrites the data in the destination instance after the task is resumed.

Category Description

Migrate data from a self-managed Oracle database to a MySQLMigrate data from a self-managed Oracle database to a MySQL
databasedatabase
The following table describes the precautions and limits when you migrate data to MySQL databases,
such as self-managed MySQL databases and ApsaraDB RDS for MySQL instances.

Category Description
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Limits on
the source
database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

If the source database is connected over Express Connect, you must specify a VIP for the
database when you configure the source database information.

If the source database is an Oracle RAC database hosted on Elastic Compute Service (ECS)
or connected over Express Connect, VPN Gateway, Smart Access Gateway, Database
Gateway, or Cloud Enterprise Network (CEN), you can use a single VIP rather than a Single
Client Access Name (SCAN) IP address when you configure the source database
information. After you specify the VIP, node failover is not supported for the Oracle RAC
database.

Requirements for the objects to migrate:

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all fields must
be unique. Otherwise, the destination database may contain duplicate data records.

If the version number of your Oracle database is 12c or later, the names of the tables to
migrate cannot exceed 30 bytes in length.

If you select tables as the objects to migrate and you want to edit  the tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
migrated in a single data migration task. If you run a task to migrate more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables and
configure multiple tasks to migrate the tables, or configure a task to migrate the entire
database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The redo logging and archive logging must be enabled.

For an incremental data migration task, redo logs and archive logs of the source
database must be stored for more than 24 hours. For a full data and incremental data
migration task, redo logs and archive logs of the source database must be stored for at
least seven days. After the full data migration is completed, you can set the retention
period to more than 24 hours. Otherwise, Data Transmission Service (DTS) may fail to
obtain the redo logs and archive logs, and the task may fail. In exceptional
circumstances, data inconsistency or loss may occur. Make sure that you set the
retention period of redo logs and archive logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not ensure
service reliability and performance.

Limits on operations:

During schema migration and full data migration, do not perform DDL operations to
change the schemas of databases or tables. Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source database during
data migration. Otherwise, data inconsistency between the source and destination
databases occurs. To ensure data consistency, we recommend that you select schema
migration, full data migration, and incremental data migration as the migration types.

During data migration, do not update LONGTEXT fields. Otherwise, the data migration
task fails.

Category Description
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Other
limits

Before you migrate data, evaluate the impact of data migration on the performance of the
source and destination databases. We recommend that you migrate data during off-peak
hours. During full data migration, DTS uses read and write resources of the source and
destination databases. This may increase the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the tables
of the destination database. After full data migration is completed, the tablespace of the
destination database is larger than that of the source database.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads over to the destination instance, stop or release the data migration
task. You can also execute the  REVOKE  statement to revoke write permissions from the
accounts used by DTS to access the destination instance. Otherwise, the data in the source
database overwrites the data in the destination instance after the task is resumed.

Special
cases

If the destination database runs on an ApsaraDB RDS for MySQL instance, take note of the
following limits:

Table names in the ApsaraDB RDS for MySQL instance are case-insensit ive. If a table name in
the source Oracle database contains uppercase letters, ApsaraDB RDS for MySQL converts
all uppercase letters to lowercase letters before a table is created.
If the source Oracle database contains identical table names that differ only in
capitalization, these table names are identified as duplicate. As a result, the "The object
already exists" message may be displayed during schema migration. To prevent name
conflicts in the destination database, you can use the object name mapping feature to
capitalize the table names. For more information, see Object name mapping.

DTS automatically creates a destination database in the ApsaraDB RDS for MySQL instance.
However, if the name of the source database is invalid, you must create a database in the
ApsaraDB RDS for MySQL instance before you configure the data migration task. For more
information, see Create a database on an ApsaraDB RDS for MySQL instance.

Category Description

Migrate data from a self-managed Oracle database to a PolarDB forMigrate data from a self-managed Oracle database to a PolarDB for
MySQL clusterMySQL cluster
The following table describes the precautions and limits when you migrate data from a self-managed
Oracle database to a PolarDB for MySQL cluster.

Category Description
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Limits on
the source
database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

If the source database is connected over Express Connect, you must specify a VIP for the
database when you configure the source database information.

If the source database is an Oracle RAC database hosted on Elastic Compute Service (ECS)
or connected over Express Connect, VPN Gateway, Smart Access Gateway, Database
Gateway, or Cloud Enterprise Network (CEN), you can use a single VIP rather than a Single
Client Access Name (SCAN) IP address when you configure the source database
information. After you specify the VIP, node failover is not supported for the Oracle RAC
database.

Requirements for the objects to migrate:

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all fields must
be unique. Otherwise, the destination database may contain duplicate data records.

If the version number of your Oracle database is 12c or later, the names of the tables to
migrate cannot exceed 30 bytes in length.

If you select tables as the objects to migrate and you want to edit  the tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
migrated in a single data migration task. If you run a task to migrate more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables and
configure multiple tasks to migrate the tables, or configure a task to migrate the entire
database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The redo logging and archive logging must be enabled.

For an incremental data migration task, redo logs and archive logs of the source
database must be stored for more than 24 hours. For a full data and incremental data
migration task, redo logs and archive logs of the source database must be stored for at
least seven days. After the full data migration is completed, you can set the retention
period to more than 24 hours. Otherwise, Data Transmission Service (DTS) may fail to
obtain the redo logs and archive logs, and the task may fail. In exceptional
circumstances, data inconsistency or loss may occur. Make sure that you set the
retention period of redo logs and archive logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not ensure
service reliability and performance.

Limits on operations:

During schema migration and full data migration, do not perform DDL operations to
change the schemas of databases or tables. Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source database during
data migration. Otherwise, data inconsistency between the source and destination
databases occurs. To ensure data consistency, we recommend that you select schema
migration, full data migration, and incremental data migration as the migration types.

During data migration, do not update LONGTEXT fields. Otherwise, the data migration
task fails.

Category Description
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Other
limits

Before you migrate data, evaluate the impact of data migration on the performance of the
source and destination databases. We recommend that you migrate data during off-peak
hours. During full data migration, DTS uses read and write resources of the source and
destination databases. This may increase the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the tables
of the destination database. After full data migration is completed, the tablespace of the
destination database is larger than that of the source database.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads over to the destination instance, stop or release the data migration
task. You can also execute the  REVOKE  statement to revoke write permissions from the
accounts used by DTS to access the destination instance. Otherwise, the data in the source
database overwrites the data in the destination instance after the task is resumed.

Special
cases

If the destination database runs on a PolarDB for MySQL cluster, take note of the following
limits:

Table names in the PolarDB for MySQL cluster are case-insensit ive. If a table name in the
source Oracle database contains uppercase letters, PolarDB for MySQL converts all
uppercase letters to lowercase letters before a table is created.
If the source Oracle database contains identical table names that differ only in
capitalization, these table names are identified as duplicate. During schema migration, the
following message is returned: "The object already exists". To prevent name conflicts in
the destination database, you can use the object name mapping feature to capitalize the
table names. For more information, see Object name mapping.

DTS automatically creates a destination database in the PolarDB for MySQL cluster.
However, if the name of the source database is invalid, you must create a database in the
PolarDB for MySQL cluster before you configure the data migration task. For more
information, see Database Management.

Category Description

Migrate data from a self-managed Oracle database to anMigrate data from a self-managed Oracle database to an
AnalyticDB for PostgreSQL instanceAnalyticDB for PostgreSQL instance
The following table describes the precautions and limits when you migrate data from a self-managed
Oracle database to an Analyt icDB for PostgreSQL instance.

Category Description
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Limits on
the source
database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

If the source database is connected over Express Connect, you must specify a VIP for the
database when you configure the source database information.

If the source database is an Oracle RAC database hosted on Elastic Compute Service (ECS)
or connected over Express Connect, VPN Gateway, Smart Access Gateway, Database
Gateway, or Cloud Enterprise Network (CEN), you can use a single VIP rather than a Single
Client Access Name (SCAN) IP address when you configure the source database
information. After you specify the VIP, node failover is not supported for the Oracle RAC
database.

Requirements for the objects to migrate:

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all fields must
be unique. Otherwise, the destination database may contain duplicate data records.

If the version number of your Oracle database is 12c or later, the names of the tables to
migrate cannot exceed 30 bytes in length.

If you select tables as the objects to migrate and you want to edit  the tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
migrated in a single data migration task. If you run a task to migrate more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables and
configure multiple tasks to migrate the tables, or configure a task to migrate the entire
database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The redo logging and archive logging must be enabled.

For an incremental data migration task, redo logs and archive logs of the source
database must be stored for more than 24 hours. For a full data and incremental data
migration task, redo logs and archive logs of the source database must be stored for at
least seven days. After the full data migration is completed, you can set the retention
period to more than 24 hours. Otherwise, Data Transmission Service (DTS) may fail to
obtain the redo logs and archive logs, and the task may fail. In exceptional
circumstances, data inconsistency or loss may occur. Make sure that you set the
retention period of redo logs and archive logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not ensure
service reliability and performance.

Limits on operations:

During schema migration and full data migration, do not perform DDL operations to
change the schemas of databases or tables. Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source database during
data migration. Otherwise, data inconsistency between the source and destination
databases occurs. To ensure data consistency, we recommend that you select schema
migration, full data migration, and incremental data migration as the migration types.

During data migration, do not update LONGTEXT fields. Otherwise, the data migration
task fails.

Category Description
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Other
limits

Before you migrate data, evaluate the impact of data migration on the performance of the
source and destination databases. We recommend that you migrate data during off-peak
hours. During full data migration, DTS uses read and write resources of the source and
destination databases. This may increase the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the tables
of the destination database. After full data migration is completed, the tablespace of the
destination database is larger than that of the source database.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads over to the destination instance, stop or release the data migration
task. You can also execute the  REVOKE  statement to revoke write permissions from the
accounts used by DTS to access the destination instance. Otherwise, the data in the source
database overwrites the data in the destination instance after the task is resumed.

Category Description

Migrate data from a self-managed Oracle database to a MessageMigrate data from a self-managed Oracle database to a Message
Queue for Apache Kafka instance or a self-managed Kafka clusterQueue for Apache Kafka instance or a self-managed Kafka cluster

Category Description
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Limits on
the source
database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

If the source database is connected over Express Connect, you must specify a VIP for the
database when you configure the source database information.

If the source database is an Oracle RAC database hosted on Elastic Compute Service (ECS)
or connected over Express Connect, VPN Gateway, Smart Access Gateway, Database
Gateway, or Cloud Enterprise Network (CEN), you can use a single VIP rather than a Single
Client Access Name (SCAN) IP address when you configure the source database
information. After you specify the VIP, node failover is not supported for the Oracle RAC
database.

Requirements for the objects to migrate:

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all fields must
be unique. Otherwise, the destination database may contain duplicate data records.

If the version number of your Oracle database is 12c or later, the names of the tables to
migrate cannot exceed 30 bytes in length.

If you select tables as the objects to migrate and you want to edit  the tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
migrated in a single data migration task. If you run a task to migrate more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables and
configure multiple tasks to migrate the tables, or configure a task to migrate the entire
database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The redo logging and archive logging must be enabled.

For an incremental data migration task, redo logs and archive logs of the source
database must be stored for more than 24 hours. For a full data and incremental data
migration task, redo logs and archive logs of the source database must be stored for at
least seven days. After the full data migration is completed, you can set the retention
period to more than 24 hours. Otherwise, Data Transmission Service (DTS) may fail to
obtain the redo logs and archive logs, and the task may fail. In exceptional
circumstances, data inconsistency or loss may occur. Make sure that you set the
retention period of redo logs and archive logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not ensure
service reliability and performance.

Limits on operations:

During schema migration and full data migration, do not perform DDL operations to
change the schemas of databases or tables. Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source database during
data migration. Otherwise, data inconsistency between the source and destination
databases occurs. To ensure data consistency, we recommend that you select schema
migration, full data migration, and incremental data migration as the migration types.

During data migration, do not update LONGTEXT fields. Otherwise, the data migration
task fails.

Category Description
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Other
limits

Before you migrate data, evaluate the impact of data migration on the performance of the
source and destination databases. We recommend that you migrate data during off-peak
hours. During full data migration, DTS uses read and write resources of the source and
destination databases. This may increase the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the tables
of the destination database. After full data migration is completed, the tablespace of the
destination database is larger than that of the source database.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads over to the destination instance, stop or release the data migration
task. You can also execute the  REVOKE  statement to revoke write permissions from the
accounts used by DTS to access the destination instance. Otherwise, the data in the source
database overwrites the data in the destination instance after the task is resumed.

Category Description

Migrate data between self-managed Oracle databasesMigrate data between self-managed Oracle databases
The following table describes the precautions and limits when you migrate data between self-
managed Oracle databases.

Category Description
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Limits on
the source
database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

If the source database is connected over Express Connect, you must specify a VIP for the
database when you configure the source database information.

If the source database is an Oracle RAC database hosted on Elastic Compute Service (ECS)
or connected over Express Connect, VPN Gateway, Smart Access Gateway, Database
Gateway, or Cloud Enterprise Network (CEN), you can use a single VIP rather than a Single
Client Access Name (SCAN) IP address when you configure the source database
information. After you specify the VIP, node failover is not supported for the Oracle RAC
database.

Requirements for the objects to migrate:

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all fields must
be unique. Otherwise, the destination database may contain duplicate data records.

If the version number of your Oracle database is 12c or later, the names of the tables to
migrate cannot exceed 30 bytes in length.

If you select tables as the objects to migrate and you want to edit  the tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
migrated in a single data migration task. If you run a task to migrate more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables and
configure multiple tasks to migrate the tables, or configure a task to migrate the entire
database.

If you want to migrate incremental data, you must make sure that the following
requirements are met:

The redo logging and archive logging must be enabled.

For an incremental data migration task, redo logs and archive logs of the source
database must be stored for more than 24 hours. For a full data and incremental data
migration task, redo logs and archive logs of the source database must be stored for at
least seven days. After the full data migration is completed, you can set the retention
period to more than 24 hours. Otherwise, Data Transmission Service (DTS) may fail to
obtain the redo logs and archive logs, and the task may fail. In exceptional
circumstances, data inconsistency or loss may occur. Make sure that you set the
retention period of redo logs and archive logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not ensure
service reliability and performance.

Limits on operations:

During schema migration and full data migration, do not perform DDL operations to
change the schemas of databases or tables. Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source database during
data migration. Otherwise, data inconsistency between the source and destination
databases occurs. To ensure data consistency, we recommend that you select schema
migration, full data migration, and incremental data migration as the migration types.

During data migration, do not update LONGTEXT fields. Otherwise, the data migration
task fails.

Category Description
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Other
limits

Before you migrate data, evaluate the impact of data migration on the performance of the
source and destination databases. We recommend that you migrate data during off-peak
hours. During full data migration, DTS uses read and write resources of the source and
destination databases. This may increase the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the tables
of the destination database. After full data migration is completed, the tablespace of the
destination database is larger than that of the source database.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads over to the destination instance, stop or release the data migration
task. You can also execute the  REVOKE  statement to revoke write permissions from the
accounts used by DTS to access the destination instance. Otherwise, the data in the source
database overwrites the data in the destination instance after the task is resumed.

Category Description

This topic describes the precautions and limits when you migrate data from a PostgreSQL database,
such as a self-managed PostgreSQL database and an ApsaraDB RDS for PostgreSQL instance. To ensure
that your data migration task runs as expected, read the precautions and limits before you configure
the task.

Scenarios of migrating data from a PostgreSQL databaseScenarios of migrating data from a PostgreSQL database
Take note of precautions and limits in the following data migration scenarios:

Migrate data between PostgreSQL databases

Migrate data from a PostgreSQL database to a MySQL database

Migrate data from a self-managed PostgreSQL database to a PolarDB for Oracle cluster

Migrate data between PostgreSQL databasesMigrate data between PostgreSQL databases
Migrate data between ApsaraDB RDS for PostgreSQL instances

Category Description

2.7. Precautions and limits for2.7. Precautions and limits for
migrating data from a PostgreSQLmigrating data from a PostgreSQL
databasedatabase
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Limits on the
source database

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data
records.
The name of the source database cannot contain hyphens (-). Example: dts-
testdata.

If you select tables as objects to migrate and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can
be migrated in a single data migration task. If you run a task to migrate more
than 1,000 tables, a request error occurs. In this case, we recommend that you
split  the tables and configure multiple tasks to migrate the tables, or configure a
task to migrate the entire database.

If you need to migrate incremental data, you must make sure that the following
requirements are met:

The value of the wal_level parameter must be set to logical.

For an incremental data migration, the WAL logs of the source database must
be stored for more than 24 hours. For a full data and incremental data
migration, the WAL logs of the source database must be stored for at least
seven days. After full data migration is complete, you can set the retention
period to more than 24 hours. Otherwise, DTS may fail to obtain the WAL logs
and the task may fail. In exceptional circumstances, data inconsistency or loss
may occur. Make sure that you set the retention period of WAL logs in
accordance with the preceding requirements. Otherwise, the Service Level
Agreement (SLA) of DTS does not ensure service reliability or performance.

Limits on operations:

During schema migration and full data migration, do not perform DDL
operations to change the schemas of databases or tables. Otherwise, the data
migration task fails.

If you perform only full data migration, do not write data to the source
database during data migration. Otherwise, data inconsistency between the
source and destination databases occurs. To ensure data consistency, we
recommend that you select schema migration, full data migration, and
incremental data migration as the migration types.

If you need to perform a primary/secondary switchover on the source ApsaraDB
RDS for PostgreSQL instance, the Logical Replication Slot Failover feature must be
enabled. This prevents logical subscriptions from being interrupted and ensures
that your data migration task can run as expected. For more information, see
Logical Replication Slot Failover.

A data migration task can migrate data from only a single database. To migrate
data from multiple databases, you must create a data migration task for each
database.

Category Description
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Other limits

During incremental data migration, if you select a schema as the object to
migrate, take note of the following limits: If you create a table in the schema or
execute the RENAME statement to rename the table, you must execute the  ALTE
R TABLE schema.table REPLICA IDENTITY FULL;  statement before you write
data to the table.

Not e Not e Replace the  schema  and  table  in the preceding sample
statement with your actual schema name and table name.

DTS does not check the validity of metadata such as sequences. You must
manually check the validity of metadata.

After your workloads are switched to the destination database, newly written
sequences do not increment from the maximum value of the sequences in the
source database. Therefore, you must query the maximum value of the
sequences in the source database before you switch your workloads to the
destination database. Then, you must specify the queried maximum value as the
starting value of the sequences in the destination database. You can execute the
following statements to query the maximum value of the sequences in the source
database:

do language plpgsql $$
declare
  nsp name;
  rel name;
  val int8;
begin
  for nsp,rel in select nspname,relname from pg_class t2 , 
pg_namespace t3 where t2.relnamespace=t3.oid and t2.relkind='S'
  loop
    execute format($_$select last_value from %I.%I$_$, nsp, rel) 
into val;
    raise notice '%',
    format($_$select setval('%I.%I'::regclass, %s);$_$, nsp, rel, 
val+1);
  end loop;
end;
$$;

DTS creates the following temporary tables in the source database to obtain the
DDL statements of incremental data, the schemas of incremental tables, and the
heartbeat information. During data migration, do not delete temporary tables in
the source database. Otherwise, the data migration task may fail. After the DTS
instance is released, temporary tables are automatically deleted.
 public.DTS_PG_CLASS ,  public.DTS_PG_ATTRIBUTE ,  public.DTS_PG_TY
PE ,  public.DTS_PG_ENUM ,  public.DTS_POSTGRES_HEARTBEAT ,  public
.DTS_DDL_COMMAND , and  public.DTS_ARGS_SESSION .

To ensure that the latency of incremental data migration is accurate, DTS creates
a heartbeat table named  dts_postgres_heartbeat  in the source database.

Category Description
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During incremental data migration, DTS creates a replication slot for the source
database. The replication slot is prefixed with  dts_sync_ . DTS automatically
clears historical replication slots every 90 minutes to reduce storage usage.

Not eNot e

After the DTS instance is released, the replication slot is
automatically deleted. If you modify the password of the source
database or delete the IP address whitelist  of DTS, the replication
slot cannot be automatically deleted. In that case, you must delete it
from the source database to prevent it  from piling up.

If the data migration task is released or fails, DTS automatically
clears the replication slot. If a primary/secondary switchover is
performed on the source ApsaraDB RDS for PostgreSQL instance, you
must log on to the secondary instance to clear the replication slot.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that you
migrate data during off-peak hours. During full data migration, DTS uses read and
write resources of the source and destination databases. This may increase the
loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in
the tables of the destination database. After full data migration is complete, the
size of tablespace used by the destination database is larger than that of the
source database.

You must make sure that the precision settings for columns of the FLOAT or
DOUBLE data type meets your business requirements. DTS uses the  ROUND(COLU
MN,PRECISION)  function to retrieve values from columns of the FLOAT or
DOUBLE data type. If you do not specify a precision, DTS sets the precision for the
FLOAT data type to 38 digits and the precision for the DOUBLE data type to 308
digits.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination instance, stop or release
the data migration task. You can also execute the  REVOKE  statement to
revoke the write permissions from the accounts used by DTS to access the
destination instance. Otherwise, the data in the source database overwrites the
data in the destination instance after the task is resumed.

Category Description
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Special cases
During data migration, do not modify the endpoint and zone of the source
ApsaraDB RDS for PostgreSQL instance. Otherwise, the data migration task fails.

Category Description

Migrate data from a self-managed PostgreSQL database to an ApsaraDB RDS for PostgreSQL
instance

Category Description
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Limits on the
source database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data
records.
The name of the source database cannot contain hyphens (-). Example: dts-
testdata.

If you select tables as objects to migrate and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can
be migrated in a single data migration task. If you run a task to migrate more
than 1,000 tables, a request error occurs. In this case, we recommend that you
split  the tables and configure multiple tasks to migrate the tables, or configure a
task to migrate the entire database.

If you need to migrate incremental data, you must make sure that the following
requirements are met:

The value of the wal_level parameter must be set to logical.

For an incremental data migration, the WAL logs of the source database must
be stored for more than 24 hours. For a full data and incremental data
migration, the WAL logs of the source database must be stored for at least
seven days. After full data migration is complete, you can set the retention
period to more than 24 hours. Otherwise, DTS may fail to obtain the WAL logs
and the task may fail. In exceptional circumstances, data inconsistency or loss
may occur. Make sure that you set the retention period of WAL logs in
accordance with the preceding requirements. Otherwise, the Service Level
Agreement (SLA) of DTS does not ensure service reliability or performance.

Limits on operations:

If you perform a primary/secondary switchover on the self-managed
PostgreSQL database, the data migration task fails.

During schema migration and full data migration, do not perform DDL
operations to change the schemas of databases or tables. Otherwise, the data
migration task fails.

Data may be inconsistent between the primary and secondary nodes of the
source database due to migration latency. Therefore, you must use the primary
node as the data source when you migrate data.

A data migration task can migrate data from only a single database. To migrate
data from multiple databases, you must create a data migration task for each
database.

Category Description
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Other limits

During incremental data migration, if you select a schema as the object to
migrate, take note of the following limits: If you create a table in the schema or
execute the RENAME statement to rename the table, you must execute the  ALTE
R TABLE schema.table REPLICA IDENTITY FULL;  statement before you write
data to the table.

Not e Not e Replace the  schema  and  table  in the preceding sample
statement with your actual schema name and table name.

DTS does not check the validity of metadata such as sequences. You must
manually check the validity of metadata.

After your workloads are switched to the destination database, newly written
sequences do not increment from the maximum value of the sequences in the
source database. Therefore, you must query the maximum value of the
sequences in the source database before you switch your workloads to the
destination database. Then, you must specify the queried maximum value as the
starting value of the sequences in the destination database. You can execute the
following statements to query the maximum value of the sequences in the source
database:

do language plpgsql $$
declare
  nsp name;
  rel name;
  val int8;
begin
  for nsp,rel in select nspname,relname from pg_class t2 , 
pg_namespace t3 where t2.relnamespace=t3.oid and t2.relkind='S'
  loop
    execute format($_$select last_value from %I.%I$_$, nsp, rel) 
into val;
    raise notice '%',
    format($_$select setval('%I.%I'::regclass, %s);$_$, nsp, rel, 
val+1);
  end loop;
end;
$$;

DTS creates the following temporary tables in the source database to obtain the
DDL statements of incremental data, the schemas of incremental tables, and the
heartbeat information. During data migration, do not delete temporary tables in
the source database. Otherwise, the data migration task may fail. After the DTS
instance is released, temporary tables are automatically deleted.
 public.DTS_PG_CLASS ,  public.DTS_PG_ATTRIBUTE ,  public.DTS_PG_TY
PE ,  public.DTS_PG_ENUM ,  public.DTS_POSTGRES_HEARTBEAT ,  public
.DTS_DDL_COMMAND , and  public.DTS_ARGS_SESSION .

To ensure that the latency of incremental data migration is accurate, DTS creates
a heartbeat table named  dts_postgres_heartbeat  in the source database.

Category Description
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During incremental data migration, DTS creates a replication slot for the source
database. The replication slot is prefixed with  dts_sync_ . DTS automatically
clears historical replication slots every 90 minutes to reduce storage usage.

Not e Not e If the data migration task is released or fails, DTS automatically
clears the replication slot. If a primary/secondary switchover is performed on
the source ApsaraDB RDS for PostgreSQL instance, you must log on to the
secondary instance to clear the replication slot.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that you
migrate data during off-peak hours. During full data migration, DTS uses read and
write resources of the source and destination databases. This may increase the
loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in
the tables of the destination database. After full data migration is complete, the
size of tablespace used by the destination database is larger than that of the
source database.

You must make sure that the precision settings for columns of the FLOAT or
DOUBLE data type meets your business requirements. DTS uses the  ROUND(COLU
MN,PRECISION)  function to retrieve values from columns of the FLOAT or
DOUBLE data type. If you do not specify a precision, DTS sets the precision for the
FLOAT data type to 38 digits and the precision for the DOUBLE data type to 308
digits.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination instance, stop or release
the data migration task. You can also execute the  REVOKE  statement to
revoke the write permissions from the accounts used by DTS to access the
destination instance. Otherwise, the data in the source database overwrites the
data in the destination instance after the task is resumed.

Category Description

Migrate data from a PostgreSQL database to a MySQL databaseMigrate data from a PostgreSQL database to a MySQL database
The new DTS console supports the following migration scenarios:

Migrate data from an ApsaraDB RDS for PostgreSQL instance to an ApsaraDB RDS for MySQL instance

Migrate data from a self-managed PostgreSQL database to a self-managed MySQL database

The following table describes the precautions and limits.
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Category Description

Limits on the
source database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data
records.
The name of the source database cannot contain hyphens (-). Example: dts-
testdata.

If you select tables as objects to migrate and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
migrated in a single data migration task. If you run a task to migrate more than
1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables and configure multiple tasks to migrate the tables, or configure a task to
migrate the entire database.

If you need to migrate incremental data, you must make sure that the following
requirements are met:

The value of the wal_level parameter must be set to logical.

For an incremental data migration, the WAL logs of the source database must be
stored for more than 24 hours. For a full data and incremental data migration,
the WAL logs of the source database must be stored for at least seven days.
After full data migration is complete, you can set the retention period to more
than 24 hours. Otherwise, DTS may fail to obtain the WAL logs and the task may
fail. In exceptional circumstances, data inconsistency or loss may occur. Make
sure that you set the retention period of WAL logs in accordance with the
preceding requirements. Otherwise, the Service Level Agreement (SLA) of DTS
does not ensure service reliability or performance.

Limits on operations:

If you perform a primary/secondary switchover on the self-managed PostgreSQL
database, the data migration task fails.

If you need to perform a primary/secondary switchover on the source ApsaraDB
RDS for PostgreSQL instance, the Logical Replication Slot Failover feature must
be enabled. This prevents logical subscriptions from being interrupted and
ensures that your data migration task can run as expected. For more information,
see Logical Replication Slot Failover.

During full data migration, do not perform DDL operations to change the
schemas of databases or tables. Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source database
during data migration. Otherwise, data inconsistency between the source and
destination databases occurs. To ensure data consistency, we recommend that
you select full data migration and incremental data migration as the migration
types.

Before you configure a data migration task, you must create databases and tables
in the destination instance.

A data migration task can migrate data from only a single database. To migrate
data from multiple databases, you must create a data migration task for each
database.

During incremental data migration, if you select a schema as the object to migrate,
take note of the following limits: If you create a table in the schema or execute the
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Other limits

RENAME statement to rename the table, you must execute the  ALTER TABLE sch
ema.table REPLICA IDENTITY FULL;  statement before you write data to the
table.

Not e Not e Replace the  schema  and  table  in the preceding sample
statement with your actual schema name and table name.

DTS creates the following temporary tables in the source database to obtain the
DDL statements of incremental data, the schemas of incremental tables, and the
heartbeat information. During data migration, do not delete temporary tables in
the source database. Otherwise, the data migration task may fail. After the DTS
instance is released, temporary tables are automatically deleted.
 public.DTS_PG_CLASS ,  public.DTS_PG_ATTRIBUTE ,  public.DTS_PG_TYP
E ,  public.DTS_PG_ENUM ,  public.DTS_POSTGRES_HEARTBEAT ,  public.DT
S_DDL_COMMAND , and  public.DTS_ARGS_SESSION .

To ensure that the latency of incremental data migration is accurate, DTS creates a
heartbeat table named  dts_postgres_heartbeat  in the source database.

During incremental data migration, DTS creates a replication slot for the source
database. The replication slot is prefixed with  dts_sync_ . DTS automatically
clears historical replication slots every 90 minutes to reduce storage usage.

Not eNot e

After the DTS instance is released, the replication slot is automatically
deleted. If you modify the password of the source database or delete
the IP address whitelist  of DTS, the replication slot cannot be
automatically deleted. In that case, you must delete it  from the source
database to prevent it  from piling up.

If the data migration task is released or fails, DTS automatically clears
the replication slot. If a primary/secondary switchover is performed on
the source ApsaraDB RDS for PostgreSQL instance, you must log on to
the secondary instance to clear the replication slot.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that you
migrate data during off-peak hours. During full data migration, DTS uses read and
write resources of the source and destination databases. This may increase the
loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data migration is complete, the size
of tablespace used by the destination database is larger than that of the source
database.

You must make sure that the precision settings for columns of the FLOAT or
DOUBLE data type meets your business requirements. DTS uses the  ROUND(COLUMN
,PRECISION)  function to retrieve values from columns of the FLOAT or DOUBLE
data type. If you do not specify a precision, DTS sets the precision for the FLOAT
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data type to 38 digits and the precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination instance, stop or release the
data migration task. You can also execute the  REVOKE  statement to revoke the
write permissions from the accounts used by DTS to access the destination
instance. Otherwise, the data in the source database overwrites the data in the
destination instance after the task is resumed.

Special cases

During data migration, do not modify the endpoint and zone of the source
ApsaraDB RDS for PostgreSQL instance. Otherwise, the data migration task fails.

If you migrate data to an ApsaraDB RDS for MySQL instance, DTS automatically
creates a destination database in the ApsaraDB RDS for MySQL instance. However, if
the name of the source database is invalid, you must manually create a database in
the ApsaraDB RDS for MySQL instance before you configure the data migration task.
For more information, see Create a database on an ApsaraDB RDS for MySQL
instance.

Category Description

Migrate data from a self-managed PostgreSQL database to aMigrate data from a self-managed PostgreSQL database to a
PolarDB for Oracle clusterPolarDB for Oracle cluster
The following table describes the precautions and limits.

Category Description
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Limits on the
source database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data
records.
The name of the source database cannot contain hyphens (-). Example: dts-
testdata.

If you select tables as objects to migrate and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
migrated in a single data migration task. If you run a task to migrate more than
1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables and configure multiple tasks to migrate the tables, or configure a task to
migrate the entire database.

If you need to migrate incremental data, you must make sure that the following
requirements are met:

The value of the wal_level parameter must be set to logical.

For an incremental data migration, the WAL logs of the source database must be
stored for more than 24 hours. For a full data and incremental data migration,
the WAL logs of the source database must be stored for at least seven days.
After full data migration is complete, you can set the retention period to more
than 24 hours. Otherwise, DTS may fail to obtain the WAL logs and the task may
fail. In exceptional circumstances, data inconsistency or loss may occur. Make
sure that you set the retention period of WAL logs in accordance with the
preceding requirements. Otherwise, the Service Level Agreement (SLA) of DTS
does not ensure service reliability or performance.

Limits on operations:

If you perform a primary/secondary switchover on the self-managed PostgreSQL
database, the data migration task fails.

During full data migration, do not perform DDL operations to change the
schemas of databases or tables. Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source database
during data migration. Otherwise, data inconsistency between the source and
destination databases occurs. To ensure data consistency, we recommend that
you select full data migration and incremental data migration as the migration
types.

Before you configure a data migration task, you must create databases and tables
in the destination instance.

During incremental data migration, if you select a schema as the object to migrate,
take note of the following limits: If you create a table in the schema or execute the
RENAME statement to rename the table, you must execute the  ALTER TABLE sch
ema.table REPLICA IDENTITY FULL;  statement before you write data to the
table.

Not e Not e Replace the  schema  and  table  in the preceding sample
statement with your actual schema name and table name.

DTS creates the following temporary tables in the source database to obtain the
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Other limits

DDL statements of incremental data, the schemas of incremental tables, and the
heartbeat information. During data migration, do not delete temporary tables in
the source database. Otherwise, the data migration task may fail. After the DTS
instance is released, temporary tables are automatically deleted.
 public.DTS_PG_CLASS ,  public.DTS_PG_ATTRIBUTE ,  public.DTS_PG_TYP
E ,  public.DTS_PG_ENUM ,  public.DTS_POSTGRES_HEARTBEAT ,  public.DT
S_DDL_COMMAND , and  public.DTS_ARGS_SESSION .

To ensure that the latency of incremental data migration is accurate, DTS creates a
heartbeat table named  dts_postgres_heartbeat  in the source database.

During incremental data migration, DTS creates a replication slot for the source
database. The replication slot is prefixed with  dts_sync_ . DTS automatically
clears historical replication slots every 90 minutes to reduce storage usage.

Not e Not e If the data migration task is released or fails, DTS automatically
clears the replication slot. If a primary/secondary switchover is performed on
the source ApsaraDB RDS for PostgreSQL instance, you must log on to the
secondary instance to clear the replication slot.

A data migration task can migrate data from only a single database. To migrate
data from multiple databases, you must create a data migration task for each
database.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that you
migrate data during off-peak hours. During full data migration, DTS uses read and
write resources of the source and destination databases. This may increase the
loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data migration is complete, the size
of tablespace used by the destination database is larger than that of the source
database.

You must make sure that the precision settings for columns of the FLOAT or
DOUBLE data type meets your business requirements. DTS uses the  ROUND(COLUMN
,PRECISION)  function to retrieve values from columns of the FLOAT or DOUBLE
data type. If you do not specify a precision, DTS sets the precision for the FLOAT
data type to 38 digits and the precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination instance, stop or release the
data migration task. You can also execute the  REVOKE  statement to revoke the
write permissions from the accounts used by DTS to access the destination
instance. Otherwise, the data in the source database overwrites the data in the
destination instance after the task is resumed.

Category Description

2.8. Precautions and limits for2.8. Precautions and limits for
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This topic describes the precautions and limits when you migrate data from an SQL Server database,
such as a self-managed SQL Server database and an database. To ensure that your data migration task
runs as expected, read the precautions and limits before you configure the task.

Scenarios of migrating data from an SQL Server databaseScenarios of migrating data from an SQL Server database
You can view the precautions and limits based on the following migration scenarios:

Migrate data between SQL Server databases

Migrate data from an SQL Server database to an Analyt icDB for MySQL cluster

Migrate data from an SQL Server database to an Analyt icDB for PostgreSQL instance

Migrate data between SQL Server databasesMigrate data between SQL Server databases

Category Description

2.8. Precautions and limits for2.8. Precautions and limits for
migrating data from an SQL Servermigrating data from an SQL Server
databasedatabase
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Limits on
the source
database

Bandwidth requirements: The server to which the source database belongs must have
sufficient egress bandwidth. Otherwise, the data migration speed is affected.

The tables to be migrated must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to be migrated and you need to edit  tables (such as
renaming tables or columns), up to 1,000 tables can be migrated in a single data migration
task. If you run a task to migrate more than 1,000 tables, a request error occurs. In this
case, we recommend that you split  the tables to be migrated, configure multiple tasks to
migrate the tables, or configure a task to migrate the entire database.

A single data migration task can migrate up to 10 databases. If you need to migrate more
than 10 databases, we recommend that you split  the tables to be migrated or configure
multiple tasks to migrate the databases. Otherwise, the performance and stability of your
data migration task may be compromised.

If you need to migrate incremental data, you must make sure that the following
requirements are met:

The data logging feature must be enabled. The backup mode must be set to Full, and
full logical backup must be performed.

If you perform only incremental data migration, the data logs of the source database
must be stored for more than 24 hours. If you perform both full data migration and
incremental data migration, the data logs of the source database must be stored for at
least seven days. After full data migration is completed, you can set the retention
period to more than 24 hours. Otherwise, DTS may fail to obtain the data logs and the
task may fail. In extreme cases, data may be inconsistent or lost. Make sure that you set
the retention period of data logs based on the preceding requirements. Otherwise, the
Service Level Agreement (SLA) of DTS does not guarantee service reliability and
performance.

Limits on operations:

During schema migration and full data migration, do not perform data definit ion
language (DDL) operations to change the schemas of databases or tables. Otherwise,
the data migration task fails.

If you perform only full data migration, do not write data to the source database during
data migration. Otherwise, data will be inconsistent between the source and destination
databases. To ensure data consistency, we recommend that you select Schema
Migration, Full Data Migration, and Incremental Data Migration as the migration types.

Category Description
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Other
limits

DTS does not migrate data of the following types: CURSOR, ROWVERSION, SQL_VARIANT,
HIERACHYID, and GEOMETRY.

If you set SQL Server Increment al Synchroniz at ion ModeSQL Server Increment al Synchroniz at ion Mode to Increment alIncrement al
Synchroniz at ion Based on Logs of  Source Dat abaseSynchroniz at ion Based on Logs of  Source Dat abase in the Conf igure Object s andConf igure Object s and
Advanced Set t ingsAdvanced Set t ings  step, the tables to be migrated must have clustered indexes that
contain primary key columns.

If you migrate data between different versions of databases, make sure that the database
versions are compatible.

To ensure that the delay t ime of incremental data migration is accurate, DTS adds a
heartbeat table to the self-managed SQL Server database. The name of the heartbeat
table is  Source table name_dts_mysql_heartbeat .

Before you migrate data, evaluate the impact of data migration on the performance of the
source and destination databases. We recommend that you migrate data during off-peak
hours. During full data migration, DTS uses read and write resources of the source and
destination databases. This may increase the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the tables
of the destination database. After full data migration is completed, the tablespace of the
destination database is larger than that of the source database.

You must make sure that the precision settings for columns of the FLOAT or DOUBLE data
type meets your business requirements. DTS uses the  ROUND(COLUMN,PRECISION) 
function to retrieve values from columns of the FLOAT or DOUBLE data type. If you do not
specify a precision, DTS sets the precision for the FLOAT data type to 38 digits and the
precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads to the destination instance, stop or release the data migration task.
You can also run the  revoke  command to revoke the write permissions from the
accounts that are used by DTS to access the destination instance. Otherwise, the data in
the source database will overwrite the data in the destination instance after the task is
resumed.

Special
cases

If the destination instance is an ApsaraDB RDS for SQL Server instance, take note of the
following limits:
DTS automatically creates a destination database in the ApsaraDB RDS for SQL Server
instance. However, if the name of the source database is invalid, you must create a database
in the ApsaraDB RDS for SQL Server instance before you configure the data migration task. For
more information, see Create a database on an ApsaraDB RDS for SQL Server instance.

Category Description

Migrate data from an SQL Server database to an AnalyticDB forMigrate data from an SQL Server database to an AnalyticDB for
MySQL clusterMySQL cluster

Category Description
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Limits on
the source
database

Bandwidth requirements: The server to which the source database belongs must have
sufficient egress bandwidth. Otherwise, the data migration speed is affected.

The tables to be migrated must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to be migrated and you need to edit  tables (such as
renaming tables or columns), up to 1,000 tables can be migrated in a single data migration
task. If you run a task to migrate more than 1,000 tables, a request error occurs. In this
case, we recommend that you split  the tables to be migrated, configure multiple tasks to
migrate the tables, or configure a task to migrate the entire database.

A single data migration task can migrate up to 10 databases. If you need to migrate more
than 10 databases, we recommend that you split  the tables to be migrated or configure
multiple tasks to migrate the databases. Otherwise, the performance and stability of your
data migration task may be compromised.

If you need to migrate incremental data, you must make sure that the following
requirements are met:

The data logging feature must be enabled. The backup mode must be set to Full, and
full logical backup must be performed.

If you perform only incremental data migration, the data logs of the source database
must be stored for more than 24 hours. If you perform both full data migration and
incremental data migration, the data logs of the source database must be stored for at
least seven days. After full data migration is completed, you can set the retention
period to more than 24 hours. Otherwise, DTS may fail to obtain the data logs and the
task may fail. In extreme cases, data may be inconsistent or lost. Make sure that you set
the retention period of data logs based on the preceding requirements. Otherwise, the
Service Level Agreement (SLA) of DTS does not guarantee service reliability and
performance.

Limits on operations:

During schema migration and full data migration, do not perform data definit ion
language (DDL) operations to change the schemas of databases or tables. Otherwise,
the data migration task fails.

If you perform only full data migration, do not write data to the source database during
data migration. Otherwise, data will be inconsistent between the source and destination
databases. To ensure data consistency, we recommend that you select Schema
Migration, Full Data Migration, and Incremental Data Migration as the migration types.

Category Description
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Other
limits

DTS does not migrate data of the following types: T IMESTAMP, CURSOR, ROWVERSION,
HIERACHYID, SQL_VARIANT, SPATIAL GEOMETRY, SPATIAL GEOGRAPHY, and TABLE.

If you set SQL Server Increment al Synchroniz at ion ModeSQL Server Increment al Synchroniz at ion Mode to Increment alIncrement al
Synchroniz at ion Based on Logs of  Source Dat abaseSynchroniz at ion Based on Logs of  Source Dat abase in the Conf igure Object s andConf igure Object s and
Advanced Set t ingsAdvanced Set t ings  step, the tables to be migrated must have clustered indexes that
contain primary key columns.

To ensure that the delay t ime of incremental data migration is accurate, DTS adds a
heartbeat table to the self-managed SQL Server database. The name of the heartbeat
table is  Source table name_dts_mysql_heartbeat .

Due to the limits of , if the disk space usage of the nodes in an cluster reaches 80%, the
performance of data writ ing to the destination database is compromised and the DTS task
is delayed. If the usage reaches 90%, data cannot be written to the destination database
and error messages are returned. We recommend that you estimate the required disk
space based on the objects that you want to migrate. You must ensure that the
destination cluster has sufficient storage space.

Before you migrate data, evaluate the impact of data migration on the performance of the
source and destination databases. We recommend that you migrate data during off-peak
hours. During full data migration, DTS uses read and write resources of the source and
destination databases. This may increase the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the tables
of the destination database. After full data migration is completed, the tablespace of the
destination database is larger than that of the source database.

You must make sure that the precision settings for columns of the FLOAT or DOUBLE data
type meets your business requirements. DTS uses the  ROUND(COLUMN,PRECISION) 
function to retrieve values from columns of the FLOAT or DOUBLE data type. If you do not
specify a precision, DTS sets the precision for the FLOAT data type to 38 digits and the
precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads to the destination instance, stop or release the data migration task.
You can also run the  revoke  command to revoke the write permissions from the
accounts that are used by DTS to access the destination instance. Otherwise, the data in
the source database will overwrite the data in the destination instance after the task is
resumed.

Category Description

Migrate data from an SQL Server database to an AnalyticDB forMigrate data from an SQL Server database to an AnalyticDB for
PostgreSQL instancePostgreSQL instance

Category Description
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Limits on
the source
database

Bandwidth requirements: The server to which the source database belongs must have
sufficient egress bandwidth. Otherwise, the data migration speed is affected.

The tables to be migrated must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to be migrated and you need to edit  tables (such as
renaming tables or columns), up to 1,000 tables can be migrated in a single data migration
task. If you run a task to migrate more than 1,000 tables, a request error occurs. In this
case, we recommend that you split  the tables to be migrated, configure multiple tasks to
migrate the tables, or configure a task to migrate the entire database.

A single data migration task can migrate up to 10 databases. If you need to migrate more
than 10 databases, we recommend that you split  the tables to be migrated or configure
multiple tasks to migrate the databases. Otherwise, the performance and stability of your
data migration task may be compromised.

If you need to migrate incremental data, you must make sure that the following
requirements are met:

The data logging feature must be enabled. The backup mode must be set to Full, and
full logical backup must be performed.

If you perform only incremental data migration, the data logs of the source database
must be stored for more than 24 hours. If you perform both full data migration and
incremental data migration, the data logs of the source database must be stored for at
least seven days. After full data migration is completed, you can set the retention
period to more than 24 hours. Otherwise, DTS may fail to obtain the data logs and the
task may fail. In extreme cases, data may be inconsistent or lost. Make sure that you set
the retention period of data logs based on the preceding requirements. Otherwise, the
Service Level Agreement (SLA) of DTS does not guarantee service reliability and
performance.

Limits on operations:

During schema migration and full data migration, do not perform data definit ion
language (DDL) operations to change the schemas of databases or tables. Otherwise,
the data migration task fails.

If you perform only full data migration, do not write data to the source database during
data migration. Otherwise, data will be inconsistent between the source and destination
databases. To ensure data consistency, we recommend that you select Schema
Migration, Full Data Migration, and Incremental Data Migration as the migration types.

Category Description
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Other
limits

DTS does not migrate data of the following types: T IMESTAMP, CURSOR, ROWVERSION,
HIERACHYID, SQL_VARIANT, SPATIAL GEOMETRY, SPATIAL GEOGRAPHY, and TABLE.

If you set SQL Server Increment al Synchroniz at ion ModeSQL Server Increment al Synchroniz at ion Mode to Increment alIncrement al
Synchroniz at ion Based on Logs of  Source Dat abaseSynchroniz at ion Based on Logs of  Source Dat abase in the Conf igure Object s andConf igure Object s and
Advanced Set t ingsAdvanced Set t ings  step, the tables to be migrated must have clustered indexes that
contain primary key columns.

To ensure that the delay t ime of incremental data migration is accurate, DTS adds a
heartbeat table to the self-managed SQL Server database. The name of the heartbeat
table is  Source table name_dts_mysql_heartbeat .

Before you migrate data, evaluate the impact of data migration on the performance of the
source and destination databases. We recommend that you migrate data during off-peak
hours. During full data migration, DTS uses read and write resources of the source and
destination databases. This may increase the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the tables
of the destination database. After full data migration is completed, the tablespace of the
destination database is larger than that of the source database.

You must make sure that the precision settings for columns of the FLOAT or DOUBLE data
type meets your business requirements. DTS uses the  ROUND(COLUMN,PRECISION) 
function to retrieve values from columns of the FLOAT or DOUBLE data type. If you do not
specify a precision, DTS sets the precision for the FLOAT data type to 38 digits and the
precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads to the destination instance, stop or release the data migration task.
You can also run the  revoke  command to revoke the write permissions from the
accounts that are used by DTS to access the destination instance. Otherwise, the data in
the source database will overwrite the data in the destination instance after the task is
resumed.

Category Description

This topic describes the precautions and limits that you must take note of when you migrate data from
a Redis database, such as a self-managed Redis database and an ApsaraDB for Redis database. To
ensure that your data migration task runs as expected, read the precautions and limits before you
configure the task.

Scenarios of migrating data from a Redis databaseScenarios of migrating data from a Redis database
You can view the precautions and limits based on the following migration scenarios: Migrate data
between Redis databases

Migrate data between Redis databasesMigrate data between Redis databases

2.9. Precautions and limits for2.9. Precautions and limits for
migrating data from a Redis databasemigrating data from a Redis database
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Category Description

Limits on
the source
database

Bandwidth requirements: The server to which the source database belongs must have
sufficient egress bandwidth. Otherwise, the data migration speed is affected.

If you perform only incremental data migration, you must enable the data logging feature.
In addition, the append-only file (AOF) logs of the source database must be stored for
more than 24 hours.

If you perform both full data migration and incremental data migration, you must enable
the data logging feature. In addition, the AOF logs of the source database must be stored
for at least seven days. After full data migration is completed, you can set the retention
period to more than 24 hours. Otherwise, DTS may fail to obtain the AOF logs and the task
may fail. In extreme cases, data may be inconsistent or lost. Make sure that you set the
retention period of AOF logs based on the preceding requirements. Otherwise, the Service
Level Agreement (SLA) of DTS does not guarantee service reliability and performance.

Limits on operations: If you perform only full data migration, do not write data to the
source database during data migration. Otherwise, data will be inconsistent between the
source and destination databases. To ensure data consistency, we recommend that you
select full data migration and incremental data migration as the migration types.

Limits on migrating a standalone ApsaraDB for Redis instance to an ApsaraDB for Redis
cluster instance: Each command can be run only on a single slot in an ApsaraDB for Redis
cluster instance. If you perform operations on multiple keys in the source database and the
keys belong to different slots, an error occurs.

CROSSSLOT Keys in request don't hash to the same slot

We recommend that you perform operations on only one key during data migration.
Otherwise, the migration task will be interrupted.
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Other
limits

ApsaraDB for Redis Enhanced Edition instances (storage-optimized instances) cannot be
used as the source and destination databases.

If the data eviction policy (  maxmemory-policy ) of the destination database is not set
to  noeviction , data may become inconsistent between the source and destination
databases.

If you run the EVAL or EVALSHA command to call Lua scripts, DTS cannot identify whether
these Lua scripts are executed on the destination database. During incremental data
migration, the destination database does not explicit ly return the execution results of Lua
scripts.

When you run the  PSYNC  or  SYNC  command to transfer data of the LIST  type, DTS
does not perform the  flush  operation on the existing data. Therefore, the destination
database may contain duplicate data records.

If an expiration policy is enabled for some keys in the source database, these keys may not
be deleted in a t imely manner after they expired. Therefore, the number of keys in the
destination database may be less than that in the source database. You can run the info
command to view the number of keys in the destination database.

Not e Not e The number of keys that do not have an expiration policy or have not
expired is the same in the source and destination databases.

To ensure compatibility, the version of the destination Redis database must be the same
as or later than the version of the source Redis database.

Not e Not e If the version of the destination database is earlier than the version of the
source database, database compatibility issues may occur.

Before you migrate data, evaluate the impact of data migration on the performance of the
source and destination databases. We recommend that you migrate data during off-peak
hours. During full data migration, DTS uses read and write resources of the source and
destination databases. This may increase the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the tables
of the destination database. After full data migration is completed, the tablespace of the
destination database is larger than that of the source database.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads to the destination instance, stop or release the data migration task.
You can also run the  REVOKE  command to revoke the write permissions from the
accounts that are used by DTS to access the destination instance. Otherwise, the data in
the source database will overwrite the data in the destination instance after the task is
resumed.

If both the source and destination databases are ApsaraDB for Redis Community Edition or
Enhanced Edition, take note of the following limits: If the database specifications are
changed (for example, the specifications are upgraded or the port number is changed),
DTS cannot obtain continuous log data and correct connection information. As a result, the
data migration task is interrupted. To ensure data consistency, we recommend that you
delete the data in the destination database and reconfigure the data migration task after
the database specifications are changed.

Category Description
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Special
cases

If the source database is a self-managed Redis database, take note of the following limits:

If you perform a primary/secondary switchover on the source database when the data
migration task is running, the task fails.

DTS calculates migration latency based on the t imestamp of the latest migrated data in
the destination database and the current t imestamp in the source database. If no data
manipulation language (DML) operation is performed on the source database for a long
time, the migration latency may be inaccurate. If the latency of the migration task is too
high, you can perform a DML operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to be migrated, you can
create a heartbeat table. The heartbeat table is updated or receives data every
second.

Category Description

This topic describes the precautions and limits when you migrate data from a MongoDB database, such
as a self-managed MongoDB database and an ApsaraDB for MongoDB database. To ensure that your
data migration task runs as expected, read the precautions and limits before you configure the task.

Scenarios of migrating data from a MongoDB databaseScenarios of migrating data from a MongoDB database
You can view the precautions and limits based on the following migration scenarios:

Migrate data from a MongoDB database (standalone architecture) to another MongoDB database
(standalone, replica set, or sharded cluster architecture)

Migrate data from a MongoDB database (replica set  architecture) to another MongoDB database
(replica set  architecture or sharded cluster architecture)

Migrate data from a MongoDB database (standalone architecture) toMigrate data from a MongoDB database (standalone architecture) to
another MongoDB database (standalone, replica set, or shardedanother MongoDB database (standalone, replica set, or sharded
cluster architecture)cluster architecture)

Category Description

2.10. Precautions and limits for2.10. Precautions and limits for
migrating data from a MongoDBmigrating data from a MongoDB
databasedatabase
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Limits on the
source database

Bandwidth requirements: The server to which the source database belongs must
have sufficient egress bandwidth. Otherwise, the data migration speed is affected.

The tables to be migrated must have PRIMARY KEY or UNIQUE constraints and all
fields must be unique. Otherwise, the destination database may contain duplicate
data records.

If you select collections as the objects to be migrated and you need to edit
collections (such as renaming collections), up to 1,000 collections can be migrated in
a single data migration task. If you run a task to migrate more than 1,000 collections,
a request error occurs. In this case, we recommend that you split  the collections to be
migrated, configure multiple tasks to migrate the collections, or configure a task to
migrate the entire database.

Limits on operations:

During schema migration and full data migration, do not change the schemas of
databases or collections. Otherwise, the data migration task fails.

Incremental data migration is not supported in this scenario. To ensure data
consistency, we recommend that you do not write data to the source MongoDB
database during full data migration.

Category Description
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Other limits

Only schema migration and full data migration are supported in this scenario. You
cannot use DTS to migrate incremental data from a standalone MongoDB database
because the oplog feature cannot be enabled for the database.

DTS cannot migrate data from the admin or local database.

Transaction information is not retained. When transactions are migrated to the
destination database, they are converted into a single record.

To ensure compatibility, the version of the destination MongoDB database must be
the same as or later than the version of the source MongoDB database. If the version
of the destination database is earlier than the version of the source database,
database compatibility issues may occur.

Before you migrate data, evaluate the impact of data migration on the performance
of the source and destination databases. We recommend that you migrate data
during off-peak hours. During full data migration, DTS uses read and write resources
of the source and destination databases. This may increase the loads of the
database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the
collections of the destination database. After full data migration is completed, the
storage space for collections of the destination database is larger than that of the
source database.

You must make sure that the precision settings for columns of the FLOAT or DOUBLE
data type meets your business requirements. DTS uses the  ROUND(COLUMN,PRECISI
ON)  function to retrieve values from columns of the FLOAT or DOUBLE data type. If
you do not specify a precision, DTS sets the precision for the FLOAT data type to 38
digits and the precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven days.
Before you switch workloads to the destination instance, stop or release the data
migration task. You can also run the  revoke  command to revoke the write
permissions from the accounts that are used by DTS to access the destination
instance. Otherwise, the data in the source database will overwrite the data in the
destination instance after the task is resumed.

Special cases
If the source database is a self-managed MongoDB database, we recommend that you
do not perform a primary/secondary switchover on the database when the data
migration task is running. Otherwise, the task fails.

Category Description

Migrate data from a MongoDB database (replica set architecture) toMigrate data from a MongoDB database (replica set architecture) to
another MongoDB database (replica set architecture or shardedanother MongoDB database (replica set architecture or sharded
cluster architecture)cluster architecture)

Category Description
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Limits on
the source
database

Bandwidth requirements: The server to which the source database belongs must have
sufficient egress bandwidth. Otherwise, the data migration speed is affected.

The tables to be migrated must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select collections as the objects to be migrated and you need to edit  collections
(such as renaming collections), up to 1,000 collections can be migrated in a single data
migration task. If you run a task to migrate more than 1,000 collections, a request error
occurs. In this case, we recommend that you split  the collections to be migrated, configure
multiple tasks to migrate the collections, or configure a task to migrate the entire
database.

If you need to migrate incremental data, you must make sure that the following
requirements are met:

The oplog is enabled. Otherwise, error messages are returned during precheck and the
data migration task cannot be started.

If you perform only incremental data migration, the oplogs of the source database must
be stored for more than 24 hours. If you perform both full data migration and
incremental data migration, the oplogs of the source database must be stored for at
least seven days. After full data migration is completed, you can set the retention
period to more than 24 hours. Otherwise, DTS may fail to obtain the oplogs and the task
may fail. In extreme cases, data may be inconsistent or lost. Make sure that you set the
retention period of oplogs based on the preceding requirements. Otherwise, the Service
Level Agreement (SLA) of DTS does not guarantee service reliability and performance.

Limits on operations:

During schema migration and full data migration, do not change the schemas of
databases or collections. Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source database during
data migration. Otherwise, data will be inconsistent between the source and destination
databases. To ensure data consistency, we recommend that you select Schema
Migration, Full Data Migration, and Incremental Data Migration as the migration types.

Category Description
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Other
limits

To ensure compatibility, the version of the destination MongoDB database must be the
same as or later than the version of the source MongoDB database. If the version of the
destination database is earlier than the version of the source database, database
compatibility issues may occur.

DTS cannot migrate data from the admin or local database.

Transaction information is not retained. When transactions are migrated to the destination
database, they are converted into a single record.

Before you migrate data, evaluate the impact of data migration on the performance of the
source and destination databases. We recommend that you migrate data during off-peak
hours. During full data migration, DTS uses read and write resources of the source and
destination databases. This may increase the loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the
collections of the destination database. After full data migration is completed, the
storage space for collections of the destination database is larger than that of the source
database.

You must make sure that the precision settings for columns of the FLOAT or DOUBLE data
type meets your business requirements. DTS uses the  ROUND(COLUMN,PRECISION) 
function to retrieve values from columns of the FLOAT or DOUBLE data type. If you do not
specify a precision, DTS sets the precision for the FLOAT data type to 38 digits and the
precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven days. Before
you switch workloads to the destination instance, stop or release the data migration task.
You can also run the  revoke  command to revoke the write permissions from the
accounts that are used by DTS to access the destination instance. Otherwise, the data in
the source database will overwrite the data in the destination instance after the task is
resumed.

Special
cases

If the source database is a self-managed MongoDB database, take note of the following
limits:

If you perform a primary/secondary switchover on the source database when the data
migration task is running, the task fails.

DTS calculates migration latency based on the t imestamp of the latest migrated data in
the destination database and the current t imestamp in the source database. If no update
operation is performed on the source database for a long time, the migration latency may
be inaccurate. If the latency of the migration task is too high, you can perform an update
operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to be migrated, you can create
a heartbeat. The heartbeat is updated or receives data every second.

Category Description

2.11. Precautions and limits for2.11. Precautions and limits for
migrating data from a Db2 for LUWmigrating data from a Db2 for LUW
databasedatabase
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This topic describes the precautions and limits when you migrate data from a database. To ensure that
your data migration task runs as expected, read the precautions and limits before you configure the
task.

Migrate data from a Db2 for LUW database to a PolarDB-X instanceMigrate data from a Db2 for LUW database to a PolarDB-X instance

Category Description

Limits on the
source database

The server to which the source database belongs must have sufficient outbound
bandwidth. Otherwise, the data migration speed decreases.

The tables to migrate must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data
records.

If you select tables as objects to migrate and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
migrated in a single data migration task. If you run a task to migrate more than
1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables and configure multiple tasks to migrate the tables, or configure a task to
migrate the entire database.

If you need to migrate incremental data, you must make sure that the following
requirements are met:

The data logging is enabled. Otherwise, error messages are returned during
precheck and the data migration task cannot be started.

For an incremental data migration, data logs of the source database are retained
for at least 24 hours. For a full data and incremental data migration, data logs of
the source database are retained for at least seven days. After full data
migration is complete, you can set the retention period to more than 24 hours.
Otherwise, Data Transmission Service (DTS) may fail to obtain the data logs and
the task may fail. In exceptional circumstances, data inconsistency or loss may
occur. Make sure that you set the retention period of data logs in accordance
with the preceding requirements. Otherwise, the Service Level Agreement (SLA)
of DTS does not ensure service reliability and performance.

Limits on operations:

During full data migration, do not perform DDL operations to change the
schemas of databases or tables. Otherwise, the data migration task fails.

If you perform only full data migration, do not write data to the source database
during data migration. Otherwise, data inconsistency between the source and
destination databases may occur. To ensure data consistency, we recommend
that you select full data migration and incremental data migration.
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Other limits

Before you configure a data migration task, you must create databases and tables
in the destination instance.

DTS migrates incremental updates from a database to the destination database
based on the Change Data Capture (CDC) replication technology of . However, the
CDC replication technology has its own limits. For more information, see General
data restrictions for SQL Replication.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that you
migrate data during off-peak hours. During full data migration, DTS uses read and
write resources of the source and destination databases. This may increase the
loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data migration is complete, the size
of the tablespace used by the destination database is larger than that of the
source database.

You must make sure that the precision settings for columns of the FLOAT or
DOUBLE data type meet your business requirements. DTS uses the  ROUND(COLUMN,
PRECISION)  function to retrieve values from columns of the FLOAT or DOUBLE
data type. If you do not specify a precision, DTS sets the precision for the FLOAT
data type to 38 digits and the precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination instance, stop or release the
data migration task. You can also run the  revoke  command to revoke the write
permissions from the accounts that are used by DTS to access the destination
instance. Otherwise, the data in the source database overwrites the data in the
destination instance after the task is resumed.

Special cases

You must take note of the following items because the source database is a self-
managed database:

If you perform a primary/secondary switchover on the source database when the
data migration task is running, the task fails.

DTS calculates migration latency based on the t imestamp of the latest migrated
data in the destination database and the current t imestamp in the source
database. If no DML operation is performed on the source database for a long
time, the migration latency may be inaccurate. If the latency of the migration task is
too high, you can perform a DML operation on the source database to update the
latency.

Not e Not e If you select an entire database as the object to migrate, you can
create a heartbeat table. The heartbeat table is updated or receives data every
second.

Category Description

2.12. Precautions and limits for2.12. Precautions and limits for
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This topic describes the precautions and limits when you migrate data from a Teradata database. To
ensure that your data migration task runs as expected, read the precautions and limits before you
configure the task.

Migrate data from a Teradata database to an AnalyticDB forMigrate data from a Teradata database to an AnalyticDB for
PostgreSQL instancePostgreSQL instance
The following table describes the precautions and limits.

Category Description

Limits on the
source database

Bandwidth requirements: The server to which the source database belongs must
have sufficient egress bandwidth. Otherwise, the data migration speed is affected.

The tables to be migrated must have PRIMARY KEY or UNIQUE constraints and all
fields must be unique. Otherwise, the destination database may contain duplicate
data records.

If you select tables as the objects to be migrated and you need to edit  tables (such
as renaming tables or columns), up to 1,000 tables can be migrated in a single data
migration task. If you run a task to migrate more than 1,000 tables, a request error
occurs. In this case, we recommend that you split  the tables to be migrated,
configure multiple tasks to migrate the tables, or configure a task to migrate the
entire database.

Limits on operations:

During schema migration and full data migration, do not perform data definit ion
language (DDL) operations to change the schemas of databases or tables.
Otherwise, the data migration task fails.

In this scenario, DTS does not support incremental data migration. To ensure
data consistency, we recommend that you do not write data to the source
instance during data migration.

2.12. Precautions and limits for2.12. Precautions and limits for
migrating data from a Teradatamigrating data from a Teradata
databasedatabase
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Other limits

You can configure a data migration task for this scenario only in the China
(Shanghai), China (Qingdao), or China (Zhangjiakou) region.

In this scenario, DTS supports only schema migration and full data migration. DTS
does not support incremental data migration.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that you
migrate data during off-peak hours. During full data migration, DTS uses read and
write resources of the source and destination databases. This may increase the
loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data migration is completed, the
tablespace of the destination database is larger than that of the source database.

You must make sure that the precision settings for columns of the FLOAT or
DOUBLE data type meets your business requirements. DTS uses the  ROUND(COLUMN
,PRECISION)  function to retrieve values from columns of the FLOAT or DOUBLE
data type. If you do not specify a precision, DTS sets the precision for the FLOAT
data type to 38 digits and the precision for the DOUBLE data type to 308 digits.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination instance, stop or release the
data migration task. You can also run the  revoke  command to revoke the write
permissions from the accounts that are used by DTS to access the destination
instance. Otherwise, the data in the source database will overwrite the data in the
destination instance after the task is resumed.

Category Description

This topic describes the precautions and limits when you migrate data from a self-managed HBase
database. To ensure that your data migration task runs as expected, read the precautions and limits
before you configure the task.

Migrate data from a self-managed HBase database to an AnalyticDBMigrate data from a self-managed HBase database to an AnalyticDB
for MySQL cluster V3.0for MySQL cluster V3.0

Category Description

2.13. Precautions and limits for2.13. Precautions and limits for
migrating data from an HBasemigrating data from an HBase
databasedatabase
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Limits on the
source database

Bandwidth requirements: The server to which the source database belongs must
have sufficient egress bandwidth. Otherwise, the data migration speed is affected.

The tables to be migrated must have PRIMARY KEY or UNIQUE constraints and all
fields must be unique. Otherwise, the destination database may contain duplicate
data records.

If you select tables as the objects to be migrated and you need to edit  tables (such
as renaming tables or columns), up to 1,000 tables can be migrated in a single data
migration task. If you run a task to migrate more than 1,000 tables, a request error
occurs. In this case, we recommend that you split  the tables to be migrated,
configure multiple tasks to migrate the tables, or configure a task to migrate the
entire database.

Limits on operations:

During schema migration and full data migration, do not perform data definit ion
language (DDL) operations to change the schemas of databases or tables.
Otherwise, the data migration task fails.

In this scenario, DTS does not support incremental data migration. To ensure
data consistency, we recommend that you do not write data to the source
instance during data migration.

Other limits

In this scenario, DTS supports only schema migration and full data migration. DTS
does not support incremental data migration.

The characters in the source objects can only be alphanumeric (a to z, A to Z, and 0
to 9). If an object contains other types of characters, schema migration fails.

 has limits on the usage of disk space. If the disk space usage of the nodes in an
cluster reaches 80%, the performance of data writ ing to the destination database
is compromised and the DTS task is delayed. If the usage reaches 90%, data cannot
be written to the destination database and error messages are returned. We
recommend that you estimate the required disk space based on the objects that
you want to migrate. You must make sure that the destination cluster has sufficient
storage space.

Before you migrate data, evaluate the impact of data migration on the
performance of the source and destination databases. We recommend that you
migrate data during off-peak hours. During full data migration, DTS uses read and
write resources of the source and destination databases. This may increase the
loads of the database servers.

During full data migration, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data migration is completed, the
tablespace of the destination database is larger than that of the source database.

DTS attempts to resume data migration tasks that failed within the last seven
days. Before you switch workloads to the destination cluster, stop or release the
data migration task. You can also run the  revoke  command to revoke the write
permissions from the accounts that are used by DTS to access the destination
cluster. Otherwise, the data in the source database will overwrite the data in the
destination cluster after the task is resumed.

Category Description

Dat a Transmission Service Dat a Migrat ion··Precaut ions and limi
t s

> Document  Version: 20220712 108



When you configure a data migration task, you must specify the accounts of the source and dest ination
databases. The database accounts are used for data migration. Different databases and migration
types require different permissions. You must create and authorize database accounts before you
configure a data migration task.

Permissions required for the source database accountPermissions required for the source database account

Database Required permission References

ApsaraDB RDS for
MySQL instance

Read permissions on the objects to migrate

Create databases and accounts for an
ApsaraDB RDS for MySQL instance and
Modify the permissions of a standard
account on an ApsaraDB RDS for MySQL
instance

Self-managed
MySQL database

Schema migration: the SELECT
permission on the objects to migrate

Full data migration: the SELECT
permission on the objects to migrate

Incremental data migration: the SELECT
permission on the objects to migrate,
the REPLICATION CLIENT, REPLICATION
SLAVE, and SHOW VIEW permissions, and
the permissions to create databases and
tables. The permissions allow DTS to
create a database named dts to record
heartbeat data during migration.

Create an account for a user-created
MySQL database and configure binary
logging

PolarDB for
MySQL cluster

Read permissions on the objects to migrate Create a database account

PolarDB for
Oracle cluster

Permissions of a privileged account Create database accounts

ApsaraDB RDS for
MariaDB TX
instance

Read permissions on the objects to migrate
For more information, see Create a
database and account on an ApsaraDB
RDS for MariaDB TX instance.

3.Prepare the database3.Prepare the database
accounts for data migrationaccounts for data migration
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ApsaraDB RDS for
SQL Server
instance

Schema migration: the SELECT
permission on the objects to migrate

Full data migration: the SELECT
permission on the objects to migrate

Incremental data migration: the owner
permission on the object to migrate

Not e Not e A privileged account
has the required permissions.

For more information, see Create an
account for an ApsaraDB RDS for SQL
Server instance.

Self-managed
SQL Server
database

Schema migration: the SELECT
permission on the objects to migrate

Full data migration: the SELECT
permission on the objects to migrate

Incremental data migration: the
permissions of the sysadmin role

For more information, see CREATE
USER.

ApsaraDB RDS for
PostgreSQL
instance

Schema migration: the USAGE permission
on pg_catalog

Full data migration: the SELECT
permission on the objects to migrate

Incremental data migration: the
permissions of a privileged account. The
account must be the owner of the
database.

Not e Not e If the source database
runs on an ApsaraDB RDS for
PostgreSQL 9.4 instance and you
migrate only DML operations, the
database account must have the
REPLICATION permission.

Create an account on an ApsaraDB RDS
for PostgreSQL instance and Create a
database on an ApsaraDB RDS for
PostgreSQL instance

Self-managed
PostgreSQL
database

Schema migration: the USAGE permission
on pg_catalog

Full data migration: the SELECT
permission on the objects to migrate

Incremental data migration: permissions
of the superuser role

For more information, see CREATE USER
and GRANT.

Database Required permission References
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Self-managed
Oracle database

Schema migration: permissions of the
schema owner

Full data migration: permissions of the
schema owner

Incremental data migration: permissions
of the database administrator (DBA)

For more information, see CREATE USER
and GRANT.

Not ice Not ice If you want to
migrate incremental data from an
Oracle database but permissions
of the DBA cannot be granted to
the database account, you can
grant fine-grained permissions to
the account. For more information,
see Migrate data from a self-
managed Oracle database to an
AnalyticDB for PostgreSQL
instance.

ApsaraDB for
MongoDB
instance

Full data migration: read permissions on
the source database

Incremental data migration: read
permissions on the source, admin, and
local databases

For more information, see Manage user
permissions on MongoDB databases.

Self-managed
MongoDB
database

Full data migration: read permissions on
the source database

Incremental data migration: read
permissions on the source, admin, and
local databases

For more information, see
db.createUser().

ApsaraDB for
Redis instance

Read permissions on the objects to migrate Create and manage database accounts

Self-managed
Redis database

The  PSYNC  or  SYNC  statement can
be executed on the source Redis database.

None

Self-managed
TiDB database

The SELECT permission on the objects to
migrate and the SHOW VIEW permission

For more information, see Privilege
Management

Self-managed
Db2 database

Schema migration: the SELECT
permission on the objects to migrate and
the CONNECT permission

Full data migration: the SELECT
permission on the objects to migrate and
the CONNECT permission

Incremental data migration: the DBADM
authority

For more information, see Creating
group and user IDs for a Db2 database
installation and Authorit ies overview.

Database Required permission References

Permissions required for the destination database accountPermissions required for the destination database account
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Database Required permission Authorization method

ApsaraDB RDS for
MySQL instance

Read and write permissions on the
destination database

For more information, see Create an
account on an ApsaraDB RDS for MySQL
instance and Modify the permissions of
a standard account for an ApsaraDB
RDS for MySQL instance.

PolarDB for
MySQL cluster

Read and write permissions on the
destination database

For more information, see Create
database accounts.

Self-managed
MySQL database

The ALL permission on the destination
database

For more information, see Create an
account for a user-created MySQL
database and configure binary logging.

AnalyticDB for
MySQL cluster

Version 2.0: DTS automatically creates a
database account and grants
permissions to the account. You do not
need to specify the database account.

Version 3.0: The read and write
permissions are required.

Version 3.0: Create a database
account.

PolarDB-X 1.0
instance

Read and write permissions on the
destination database

For more information, see Manage
database accounts.

ApsaraDB RDS for
MariaDB TX
instance

Read and write permissions on the
destination database

For more information, see Create an
account on an ApsaraDB RDS for
MariaDB TX instance.

ApsaraDB RDS for
SQL Server
instance

Read and write permissions on the
destination database

For more information, see Create an
account on an ApsaraDB RDS for SQL
Server instance.

Self-managed
SQL Server
database

The ALL permission on the destination
database

For more information, see CREATE
USER.

ApsaraDB RDS for
PostgreSQL
instance

Schema migration: the CREATE and
USAGE permissions on the migrated
objects

Full data migration: permissions of the
schema owner

Incremental data migration: the
permissions of the schema owner

For more information, see Create an
account on an ApsaraDB RDS for
PostgreSQL instance.

Self-managed
PostgreSQL
database

The ALL permission on the destination
database

For more information, see CREATE USER
and GRANT.

PolarDB for
Oracle cluster

Permissions of the schema owner
For more information, see Create
database accounts
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Self-managed
Oracle database

Permissions of the schema owner
For more information, see CREATE USER
and GRANT.

ApsaraDB for
MongoDB
instance

The dbAdminAnyDatabase permission, the
read and write permissions on the
destination database, and the read
permissions on the local database

For more information, see Manage user
permissions on MongoDB databases.

Self-managed
MongoDB
database

Read and write permissions on the
destination database and the read
permissions on the local database

For more information, see
db.createUser().

ApsaraDB for
Redis instance

If you use the instance password, no
authorization is required.

None

If you use a custom account, the read and
write permissions are required.

For more information, see Create and
manage database accounts.

Self-managed
Redis database

The database password must be valid. None

Database Required permission Authorization method
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Data Transmission Service (DTS) provides the object  name mapping feature. You can use this feature to
change the names of one or more objects that are migrated to the dest ination instance. This topic
describes how to use the object  name mapping feature when you configure a data migration task.

LimitsLimits
You can use the object  name mapping feature only when a data migration task is configured and the
current step is Conf igure Migrat ion T ypes and Object sConf igure Migrat ion T ypes and Object s.

Not e Not e Do not use the object  name mapping feature after a data migration task is started.
Otherwise, data may fail to be migrated.

MongoDB supports only database name mapping and table name mapping.

Configure name mapping for a single database, table, and columnConfigure name mapping for a single database, table, and column
1. In the Conf igure Migrat ion T ypes and Object sConf igure Migrat ion T ypes and Object s step, move the required objects to the

Select edSelect ed sect ion, move the pointer over a database or table, and then click EditEdit .

Not ice Not ice You can use the object  name mapping feature only on objects that are
supported by DTS.

4.Migration task management4.Migration task management
4.1. Object name mapping4.1. Object name mapping
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2. In the dialog box that appears, specify a name for the object  in the dest ination instance.

Not eNot e

If the source and dest ination databases are user-created MySQL databases, ApsaraDB
RDS for MySQL, or Apsara PolarDB for MySQL, you can specify the data definit ion
language (DDL) and data manipulation language (DML) statements that you want to
migrate.

If  different statements are selected for database name mapping and table name
mapping, the statements that are selected for table name mapping prevail.

Database name mapping
In the Edit  Dat abase NameEdit  Dat abase Name dialog box, enter the database name that you want to use in the
destination instance.

Table name mapping
In the Edit  T ableEdit  T able dialog box, enter the table name that you want to use in the dest ination
instance.
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Column name mapping
In the Edit  T ableEdit  T able dialog box, enter a new name for each column.

Not e Not e In this step, you can clear the columns that do not need to be migrated.

3. Click OKOK.

4. Configure other parameters that are required for the data migration task.

Configure name mapping for multiple tables and columns at a t imeConfigure name mapping for multiple tables and columns at a t ime
1. In the Conf igure Migrat ion T ypes and Object sConf igure Migrat ion T ypes and Object s step, move the required objects to the

Select edSelect ed sect ion.
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Not ice Not ice If  the last  selected object  is a database, you cannot configure name mapping for
tables or columns by specifying the Name bat ch changeName bat ch change parameter.

2. In the lower part  of the page, set  the Name batch change parameter to YesYes, and then click
Advanced Set t ingsAdvanced Set t ings.

3. In the Advanced Set t ingsAdvanced Set t ings step, configure name mapping for tables and columns based on your
needs.

i. Select  a range. In this example, select  Sect ionSect ion.

Not ice Not ice If  you select  Sect ionSect ion, you can search for specific databases and tables by
entering their names.

ii. Select  a rule from the drop-down list  and configure the rule.

iii. Click Add Modif icat ion RulesAdd Modif icat ion Rules.

Not ice Not ice You can repeat steps i and ii to configure different rules for different tables.
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iv. Click PreviewPreview to check whether the rules meet your expectations.

v. On the Part ial PreviewPart ial Preview tab, click the  icon next  to the database name in the Dest inat ionDest inat ion

Dat abaseDat abase sect ion, and then click Column Name Modif icat ionColumn Name Modif icat ion.

vi. Configure mapping rules for column names, and then click OKOK.
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Not iceNot ice

By default , a mapping rule applies to all column names. You can search for a
specific column name and modify the mapping rule. To do this, you can enter the
column name in the search box, and then click SearchSearch.

In the dialog box, you can specify condit ions to filter data. For more information,
see Use condit ions to filter data.

vii. Click OKOK.

4. Click PrecheckPrecheck.

5. Configure other parameters that are required for the data migration task.

When you configure a Data Transmission Service (DTS) task, you can specify the capitalizat ion of
database names, table names, and column names in the dest ination instance.

4.2. Specify the capitalization of4.2. Specify the capitalization of
object names in the destinationobject names in the destination
instanceinstance
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LimitsLimits
When you specify the capitalizat ion of object  names in the dest ination instance, take note of the
following limits:

You cannot specify capitalizat ion rules for views, functions, or stored procedures. If  a table in the
destination database is renamed, the corresponding views, functions, and stored procedures may fail
to be created.

The objects cannot contain CHECK constraints or computed columns.

Capitalization rulesCapitalization rules
DTS supports the following capitalizat ion rules for object  names:

DTS default  policy
DTS configures the capitalizat ion of database names, table names, and column names in the
destination instance based on the database type and related parameters, such as  lower_case_tabl
e_names .

Destination database type Destination database parameter
Capitalization of object
names in the destination
instance

Self-managed MySQL database
or ApsaraDB RDS for MySQL
instance

ApsaraDB RDS for MariaDB TX

PolarDB for MySQL

PolarDB-X

AnalyticDB for MySQL V3.0

The  lower_case_table_names 
parameter is set to 1 or 2.

Database names and table
names in the destination
instance are in lowercase.
The capitalization of
column names in the
destination instance is the
same as that in the source
instance.

The  lower_case_table_names 
parameter is set to 0.

The capitalization of
database names, table
names, and column names
in the destination instance
is the same as that in the
source instance.

AnalyticDB for MySQL V2.0

DataHub

MaxCompute

HybridDB for MySQL

None

Database names, table
names, and column names
in the destination instance
are in lowercase.

Self-managed Oracle database None

Database names, table
names, and column names
in the destination instance
are in uppercase.
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Self-managed SQL Server
database or ApsaraDB RDS for
SQL Server instance

PolarDB O Edition

Self-managed PostgreSQL
database or ApsaraDB RDS for
PostgreSQL instance

ApsaraDB RDS for PPAS

AnalyticDB for PostgreSQL

Self-managed Db2 database

Self-managed MongoDB
database or ApsaraDB for
MongoDB instance

Self-managed Redis database or
ApsaraDB for Redis instance

Tablestore

Elasticsearch

None

Database names and table
names in the destination
instance are in lowercase.
The capitalization of
column names in the
destination instance is the
same as that in the source
instance.

Destination database type Destination database parameter
Capitalization of object
names in the destination
instance

Consistent with the source database
The capitalizat ion of database names, table names, and column names in the dest ination instance is
the same as that in the source instance.

Consistent with the default  policy of the dest ination database (uppercase)
The names of all the databases, tables, and columns that are migrated or synchronized to the
destination instance are in uppercase.

Consistent with the default  policy of the dest ination database (lowercase)
The names of all the databases, tables, and columns that are migrated or synchronized to the
destination instance are in lowercase.

When you configure the objects to be migrated in a data migration task, you can specify condit ions to
filter data. Only the data that meets the specified condit ions is migrated to the dest ination database.
This feature is applicable to scenarios such as regular data migration and table part it ioning.

ProcedureProcedure
1. In the Conf igure Migrat ion T ypes and Object sConf igure Migrat ion T ypes and Object s step, move the required objects to the

Select edSelect ed sect ion, move the pointer over a database or table, and then click EditEdit .

4.3. Filter the data to be migrated4.3. Filter the data to be migrated
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2. In the Edit  Table dialog box, enter a condit ion in the Filt erFilt er f ield.

Relat ional databases, such as MySQL and SQL Server.
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Not eNot e

An SQL condit ion is a standard SQL WHERE statement. The following operators are
supported:  = ,  != ,  < , and  > . Only the data that meets the WHERE
condit ion is migrated to the dest ination database. In this example, enter  orderid>10
0 .

You can specify a t ime condit ion in an SQL WHERE statement. However, you must
make sure that the specified t ime condit ion is valid. For example, to filter incremental
data created after 2020, you must enter  create_time>'2020-01-01'  or  create_ti
me>'2020-01-01 00:00:00' . You cannot enter  create_time>'2020' .

You can use apostrophes (') in a filter condit ion if  necessary. For example, you can
enter  address in('hangzhou','shanghai') .

Filter condit ions are case-insensit ive. If  a table in the source database contains
Column A and Column a, you can use an SQL WHERE statement to filter only Column A.
In this case, you can enter  WHERE A=10  rather than  WHERE a=10 .

Non-relat ional databases, such as MongoDB.
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Not e Not e You can specify a JSON-formatted condit ion. Only the data that meets the
specified condit ion is migrated to the dest ination database. In this example, enter  {"id":{$
gt:"52b64e55dc4449b7ba3d1183a0ea171b"}} . Only the data with an ID greater than this value
is migrated.

3. Click Verif yVerif y to check whether the syntax is valid.

Not eNot e

If the syntax is valid, the Inf ormat ionInf ormat ion message shows that t he validat ion is passedt he validat ion is passed.

If  the syntax is invalid, the ErrorError message appears. In this case, you must modify the
condit ion based on the instruct ions.

4. Click OKOK.

5. Configure other parameters that are required for the data migration task.

This topic describes how to view the progress of a data migration task in the DTS console. DTS provides
the following migration types: schema migration, full data migration, and incremental data migration.

PrerequisitesPrerequisites
A data migration task is started.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the data migration instance
resides.

4.4. View the progress of a data4.4. View the progress of a data
migration taskmigration task
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4. On the Migrat ion T asksMigrat ion T asks page, click the ID of the data migration instance.

5. Perform operations based on the migration type.

Not e Not e If  you do not select  a migration type when configuring the task, or the migration
type is not supported, this migration type will not  be displayed in the left-side navigation
pane.

View the details of schema migration.

a. In the left-side navigation pane, choose Migrat ion Det ailsMigrat ion Det ails >  > Schema Migrat ionSchema Migrat ion.

b. Click the tab that indicates a type of schema object  to view the migration details. For
example, click T ablesT ables to view the migration details of tables. You can search for the
migration details of a specific object  by specifying the object  name.

Not e Not e In the Act ions column of an object, click View Creat ion Synt axView Creat ion Synt ax or choose
View Index Foreign KeysView Index Foreign Keys >  > View Creat ion Synt axView Creat ion Synt ax. In the View Creation Syntax
message that appears, you can view the creation syntax of the object.

View the details of full data migration

a. In the left-side navigation pane, choose Migrat ion Det ailsMigrat ion Det ails >  > Full Dat a Migrat ionFull Dat a Migrat ion.
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b. View the migration details of each object  or search for the migration details of a specific
object  by specifying the object  name.

View the details of incremental data migration

a. In the left-side navigation pane, choose Migrat ion Det ailsMigrat ion Det ails >  > Increment al Dat aIncrement al Dat a
Migrat ionMigrat ion.

b. View the migration details of each object  or search for the migration details of a specific
object  by specifying the object  name.

ReferenceReference
View the connection state and performance of full data migration: View the bandwidth, records per
second (RPS), read/write response t ime, and network latency.

View the connection status and performance of incremental data migration: View the number of
migrated rows, bandwidth, and migration performance.

This topic describes how to view the connection state and performance of full data migration in the
Data Transmission Service (DTS) console. DTS provides the following connection and performance
metrics: bytes per second (BPS), records per second (RPS), read/write response t ime, and network
latency. You can monitor and manage data migration tasks by using these metrics.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the data migration instance
resides.

4. On the Migrat ion T asksMigrat ion T asks page, click the ID of the data migration instance.

5. In the left-side navigation pane, choose Perf ormance Monit oringPerf ormance Monit oring >  > Perf ormance of  Full Dat aPerf ormance of  Full Dat a

4.5. View the connection state and4.5. View the connection state and
performance of full data migrationperformance of full data migration
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Migrat ionMigrat ion.

6. On the page that appears, the connection state and performance of full data migration are
displayed. You can select  a t ime range to view the trend charts of performance metrics for full
data migration.

Section Description

Topology of Full
Data Migration

In this section, you can view the read/write performance and network
information about the connections between DTS and the source and
destination databases. The following parameters are provided:

Connection between DTS and the source database

BPSBPS: the amount of data that DTS reads from the source database per
second. Unit: MB/s.

RPSRPS: the number of records that DTS reads from the source database per
second.

Net work Lat encyNet work Lat ency: the network latency between DTS and the source
database.

Connection between DTS and the destination database

BPSBPS: the amount of data that DTS writes to the destination database per
second. Unit: MB/s.

RPSRPS: the number of records that DTS writes to the destination database
per second.

Net work Lat encyNet work Lat ency: the network latency between DTS and the
destination database.

Writ e RTWrit e RT : the response time period when DTS writes data to the
destination database.
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Performance of Full
Data Migration

In this section, you can view the bandwidth, RPS, read/write response time,
and network latency.

Not e Not e To view the description of performance metrics, move the
pointer over the Indicat or MeaningIndicat or Meaning button at the upper-right corner of a
trend chart.

Section Description

This topic describes how to view the connection status and performance of incremental data migration
in the Data Transmission Service (DTS) console. DTS provides the following connection and performance
metrics: the number of DDL operations, number of slow SQL statements in the dest ination database,
bandwidth, migration performance, and migration latency. You can monitor and manage data migration
tasks by using these metrics. In addit ion, DTS provides the task diagnostics feature.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the data migration instance
resides.

4. On the Migrat ion T asksMigrat ion T asks page, click the ID of the data migration instance.

5. In the left-side navigation pane, choose Perf ormance Monit oringPerf ormance Monit oring >  > Perf ormance ofPerf ormance of
Increment al Dat a Migrat ionIncrement al Dat a Migrat ion  .

6. On the page that appears, view the topology and diagnostic details of the migration task. You can
also select  a t ime range to view the trend charts of performance metrics.

4.6. View the connection status and4.6. View the connection status and
performance of incremental dataperformance of incremental data
migrationmigration
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Section Description

Topology of
Incremental Data
Migration

In this section, you can view the data transmission status and network latency
between DTS modules. The DTS modules include the source database, data
collection module, data caching module, data writ ing module, and destination
database. The following parameters are provided:

BPSBPS: the bandwidth between DTS modules. Unit: MB/s.

RPSRPS: the number of records that are transmitted between DTS modules per
second.

Net work Lat encyNet work Lat ency: the network latency between DTS modules.

Diagnostics

You can check the performance of the source database, destination database,
network, and DTS during incremental data migration. DTS provides diagnostic
results and suggestions. To use this feature, perform the following steps:

i. In the upper-right corner of the page, click Diagnost icsDiagnost ics .

ii. In the message that appears, click OKOK.

iii. Refresh the page to view the diagnostic progress. To view diagnostic

details, click the  icon, as shown in the following figure.

Performance of
Incremental Data
Migration

In this section, you can view the bandwidth, migration performance, and
migration latency. You can also select other metrics from the More Met ricsMore Met rics
drop-down list.
The following metrics are provided:

Bandwidt hBandwidt h: the amount of data that is written to the destination database
per second. Unit: MB/s.

Migrat ion Perf ormance (RPS)Migrat ion Perf ormance (RPS): the number of records that are written to
the destination database per second.

Migrat ion Lat ency (s)Migrat ion Lat ency (s): the difference between the timestamp of the
latest migrated data in the destination database and the current t imestamp
in the source database.

Number of  DDL Operat ionsNumber of  DDL Operat ions : the number of DDL operations that are
executed in the destination database within the selected time range.

Lat ency (ms)Lat ency (ms): the difference between the time when a data record is
generated in the source database and the time when the data record is
written to the destination database. For example, if a data record is
generated in the source database at 7 o'clock and DTS writes the data
record to the destination database at 8 o'clock, the task is delayed by 1
hour.

Slow SQL QueriesSlow SQL Queries : the number of slow SQL queries that are generated in
the destination database within the selected time range.

4.7. Modify the transfer rate of full4.7. Modify the transfer rate of full
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This topic describes how to modify the transfer rate of full data migration in the Data Transmission
Service (DTS) console.

LimitsLimits
To modify the transfer rate of full data migration, you must make sure that the source and dest ination
databases belong to the types listed in the following table.

Source dat abaseSource dat abase Dest inat ion dat abaseDest inat ion dat abase

Self-managed MySQL database

ApsaraDB RDS for MySQL

Self-managed MySQL database

ApsaraDB RDS for MySQL

MaxCompute

Self-managed PostgreSQL database

ApsaraDB RDS for PostgreSQL

Self-managed PostgreSQL database

ApsaraDB RDS for PostgreSQL

Self-managed Oracle database

Self-managed Oracle database

Self-managed MySQL database

ApsaraDB RDS for MySQL

Self-managed PostgreSQL database

ApsaraDB RDS for PostgreSQL

PolarDB for Oracle

AnalyticDB for MySQL (version 3.0)

AnalyticDB for PostgreSQL

PolarDB for Oracle PolarDB for Oracle

Self-managed T iDB database

Self-managed MySQL database

ApsaraDB RDS for MySQL

PolarDB for MySQL

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the data migration instance
resides.

4. On the Migrat ion T asksMigrat ion T asks page, click the ID of the data migration instance.

5. In the left-side navigation pane, choose Perf ormance Monit oring > perf ormance of  Full Dat aPerf ormance Monit oring > perf ormance of  Full Dat a
Migrat ionMigrat ion.

6. In the upper-right corner of the page, click Adjust  f ull migrat ion rat eAdjust  f ull migrat ion rat e.

4.7. Modify the transfer rate of full4.7. Modify the transfer rate of full
data migrationdata migration
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7. Modify the transfer rate of full data migration based on your needs.

Not eNot e
You can click the  icon to view the details of each parameter.

8. Click OKOK.

This topic describes how to fix a failed data migration task. You can use this feature if  your data
migration task is in the Migrat ion FailedMigrat ion Failed state during schema migration or full data migration.

Fix a failed task during schema migrationFix a failed task during schema migration
DTS supports data migration between heterogeneous data sources. However, if  you migrate data of
unsupported types to the dest ination instance during schema migration, the task fails.

1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination instance resides.

4. Use one of the following methods to fix the failed task:

Method 1

a. Find the target task and click View Cause and Rect if yView Cause and Rect if y.

b. Fix the issue based on the cause of failure that is displayed in the View Cause and Rectify
message. For example, you can fix an issue by modifying the schema syntax.

c. Click Rest art  T askRest art  T ask.

Method 2

4.8. Fix a failed data migration task4.8. Fix a failed data migration task
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a. Click the ID of the target task.

b. In the left-side navigation pane, choose Migrat ion Det ailsMigrat ion Det ails >  > Schema Migrat ionSchema Migrat ion.

c. On the Schema Migrat ionSchema Migrat ion page, find the object  that causes the migration failure and click
Rect if yRect if y in the Status column.

d. Fix the issue based on the cause of failure that is displayed in the Rect if yRect if y dialog box. For
example, you can fix an issue by modifying the schema syntax.

e. Click Rect if yRect if y.

Not eNot e

If the failure is not fixed, the Rect if yRect if y dialog box does not close and shows the
cause of failure. You must continue troubleshooting based on the cause of
failure until the troubleshooting is successful.

If  the troubleshooting is successful, the Schema Migrat ionSchema Migrat ion page appears and
the status of the object  changes to FinishedFinished.

5. If  no objects are in the Failed state, DTS proceeds with the data migration task, for example,
entering the full data migration process.

Fix a failed task during full data migrationFix a failed task during full data migration
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination instance resides.

4. Find the target task and click View Cause and Rect if yView Cause and Rect if y.
DTS allows you to fix a task that fails during full data migration due to the following reasons.

Not e Not e If  a task fails during full data migration due to other reasons, DTS provides only the
IgnoreIgnore option. The object  that causes the failure is not migrated to the dest ination database.

The connection to the source or dest ination database failed or t imed out.
Troubleshoot the issue, make sure that the connection is successful, and then click Rest artRest art
T askT ask.

The storage space of the dest ination instance is insufficient  or the instance is locked.
Upgrade the specificat ion of the dest ination instance or clear the log space, and then click
Rest art  T askRest art  T ask.

MyISAM tables in the source database are corrupted.
Manually fix the issue in the source database, and then click Rest art  T askRest art  T ask.
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5. In the dialog box that appears, f ix the issue based on the cause of failure.

6. Click Rest art  T askRest art  T ask.

This topic describes how to switch your workloads to the dest ination database and prepare a rollback
solut ion. This allows you to minimize the negative impact of data migration on your business.

PrerequisitesPrerequisites
A data migration task is configured and it  is in the Migrat ingMigrat ing or Complet edComplet ed state. For more
information, see Overview of data migration scenarios.

PrecautionsPrecautions
We recommend that you switch workloads to the dest ination database during off-peak hours to
minimize the negative impact. Before you switch workloads to the dest ination database, you must
stop writ ing data to the source database and suspend the business.

We recommend that you create and authorize a database account for data migration. This allows
you to dist inguish session information and improve data security.

ProcedureProcedure
1. Wait  until the task progress bar shows Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask isT he migrat ion t ask is

not  delayednot  delayed or a delay t ime of less than 5 seconds.

Not e Not e If  you do not select  Increment al Dat a Migrat ionIncrement al Dat a Migrat ion when you configure the data
migration task, the task progress bar does not show Increment al Dat a Migrat ionIncrement al Dat a Migrat ion. After data
is migrated, the migration task automatically ends. In this case, you must suspend the business
and stop writ ing data to the source database before you run the data migration task. Skip to
Step 5 and proceed.

2. Suspend the business and stop writ ing data to the source database.

3. Log on to the source database and run the following statements based on the database type to
view the session information. Make sure that no new sessions are used for write operations.

Not e Not e You can view the processes or sessions between DTS and the source database by
running the preceding statements.

     

4. After the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask is notT he migrat ion t ask is not
delayeddelayed again, wait  for one minute or longer, and then manually stop the migration task.

4.9. Switch workloads to the4.9. Switch workloads to the
destination databasedestination database
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5. During service interruption, remove the limit  on writ ing data to the source database.

6. Create and start  a task to migrate incremental data generated in the dest ination database to the
source database. The migration task created in this step provides a rollback solut ion. If  an error
occurs in the dest ination database, you can switch workloads to the source database.

For example, data is migrated from a self-managed MySQL database to an ApsaraDB RDS for
MySQL instance. To create a task in the opposite direct ion, see Migrate data from an ApsaraDB RDS for
MySQL instance to a self-managed MySQL database (select  only Increment al Dat a Migrat ionIncrement al Dat a Migrat ion).

Warning Warning When you configure a data migration task in the opposite direct ion, you must
select  only Increment al Dat a Migrat ionIncrement al Dat a Migrat ion in the Conf igure Migrat ion T ypes and Object sConf igure Migrat ion T ypes and Object s
step. Then, you must select  the database or table to be migrated back to the source
database.

7. Verify that the data of the source and dest ination databases is consistent, switch workloads to
the dest ination database, and then resume your business.

8. After you run the task in the opposite direct ion, incremental data generated in the dest ination
database is migrated back to the source database in real t ime. If  the business fails, you can switch
workloads back to the source database.

Dat a Transmission Service Dat a Migrat ion··Migrat ion t ask mana
gement

> Document  Version: 20220712 134

https://www.alibabacloud.com/help/doc-detail/144555.htm#task-2345489


What to do nextWhat to do next
After you switch workloads to the dest ination database and test  all the business-related features, you
can stop the task in the opposite direct ion. For more information, see Stop a data migration task.

Warning Warning The database accounts that are used for data migration have the read and write
permissions. After data is migrated, you must delete the accounts or revoke the write permission to
ensure security.

FAQFAQ
Q: What can I do if  an error occurs after I switch workloads to the dest ination database?
A: If  an error occurs, you can switch workloads back to the source database. After you run the task in
the opposite direct ion, incremental data generated in the dest ination database is migrated back to
the source database in real t ime.

Q: How can I ensure data consistency in the source database if  I am unable to switch workloads to
the dest ination database?
A: You can back up the source database before you switch workloads.

Q: What can I do if  data is writ ten to the source database due to a misoperation after I switch
workloads to the dest ination database?
A: You can compare data of the source and dest ination database through data verificat ion and
manually change data to ensure consistency.

This topic describes how to stop a data migration task. If  you do not need a task or the task failed, you
can stop the task. This ensures that data from the source database does not overwrite data in the
destination database.

PrerequisitesPrerequisites
The data migration task is in the Migrat ingMigrat ing, PausedPaused, or Migrat ion FailedMigrat ion Failed state.

ImpactImpact
A stopped data migration task is in the Complet edComplet ed state. You can only delete the task when it  is in this
state.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. Perform operations based on the selected migration type.

Warning Warning To minimize the negative impact of data migration on your business, we
recommend that you switch your workloads to the dest ination instance and prepare a rollback
solut ion. For more information, see Switch workloads to the dest ination database. If  you do
not need to switch your workloads, you can stop the migration task by using the following
procedure.

Full data migration

4.10. Stop a data migration task4.10. Stop a data migration task
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Do not manually stop a task during full data migration. Otherwise, the system may fail to migrate
all data. Wait  until the migration task automatically ends.

Incremental data migration
The task does not automatically end during incremental data migration. You must manually stop
the migration task.

a. Wait  until the task progress bar shows Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ionT he migrat ion
t ask is not  delayedt ask is not  delayed. Then, stop writ ing data to the source database for a few minutes. In
some cases, the progress bar shows the delay t ime of increment al dat a migrat ionincrement al dat a migrat ion.

b. After the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask is notT he migrat ion t ask is not
delayeddelayed, manually stop the migration task.

When you use Data Transmission Service (DTS) to migrate or synchronize data to a Kafka cluster, you
can select  the format in which data records are stored. This topic describes the data formats that are
supported by DTS. You can parse data based on the definit ion of these data formats.

Data formatsData formats
DTS allows you to store data written to a Kafka cluster in the following three formats:

DTS Avro: A data serializat ion format into which data structures or objects can be converted to
facilitate storage and transmission.

SharePlex JSON: The data replicat ion software SharePlex reads the data in the source database and
writes the data to the Kafka cluster in the SharePlex JSON format.

Canal JSON: Canal parses the incremental logs of the source database and transfers the incremental
data to the Kafka cluster in the Canal JSON format.

DTS AvroDTS Avro
DT S AvroDT S Avro is the default  data format. Data migrated or synchronized to a Kafka cluster by DTS is stored
in the Avro format. You need to parse data based on the schema definit ion of DTS Avro. For more
information, visit  GitHub.

SharePlex JSONSharePlex JSON
Parameters

Parameter Description

 time The UTC time when the transaction in the database is committed, in the yyyy-
MM-ddTHH:mm:ssZ format.

 userid The ID of the user who commits the transaction.

 op The operation type. Valid values: INSERT, UPDATE, DELETE, TRUNCATE, DROP
COLUMN, UPDATE BEFORE, and UPDATE AFTER.

4.11. Data formats of a Kafka cluster4.11. Data formats of a Kafka cluster
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 scn 
The system change number (SCN) that identifies the version of the transaction
that the database commits at a specific t ime. Each committed transaction is
assigned a unique SCN.

 rowid A relatively unique address value that is used to identify a record in the
database.

 trans The ID of the transaction.

 seq The sequence number of the operation in the transaction, starting from 1.

 size The total number of operations in the transaction.

 table The name of the table.

 idx 
The index of the operation in the transaction, in the  seq/size  format. For
example,  1/11  indicates that the sequence number of the operation is 1 in
the transaction with a total number of 11 operations.

 posttime The time when the transaction is committed to the destination database.

Parameter Description

Examples:

Insert  data:

{
    "meta": {
        "time": "2017-06-16T14:24:34", 
        "userid": 84,                                    
        "op": "ins",                                   
          "scn": "14589063118712",                  
          "rowid": "AAATGpAAIAAItcIAAA",      
        "trans": "7.0.411499",                 
        "seq": 1,                                          
        "size": 11,                                         
        "table": "CL_BIZ1.MIO_LOG",       
          "idx": "1/11",                                       
        "posttime": "2017-06-16T14:33:52"
    },
    "data": {
        "MIO_LOG_ID": "32539737"
     }
}

Update data:
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{
    "meta": {
        "time": "2017-06-16T15:38:13",
        "userid": 84,
        "op": "upd",                             
        "table": "CL_BIZ1.MIO_LOG"
        ...
    },
    "data": {                                          
        "CNTR_NO": "1171201606"
    },
    "key": {                                            
        "MIO_LOG_ID": "32537893",
        "PLNMIO_REC_ID": "31557806",
        "POL_CODE": null,
        "CNTR_TYPE": null,
        "CNTR_NO": "1171201606syui26"
    }
}

Delete data:

{
    "meta": {
        "time": "2017-06-16T15:51:35",
        "userid": 84,
        "op": "del",                      
     },
    "data": {                                    
        "MIO_LOG_ID": "32539739",
        "PLNMIO_REC_ID": "31557806",
        "POL_CODE": null,
        "CNTR_TYPE": null,
        "CG_NO": null
     }
}

Canal JSONCanal JSON
Parameters

Parameter Description

 database The name of the database.

 es 

The time when the operation is performed in the database. The value is a 13-bit
UNIX timestamp. Unit: ms.

Not e Not e You can use a search engine to obtain a UNIX timestamp
converter.

 id The serial number of the operation.
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 isDdl 
Indicates whether the operation is a data definit ion language (DDL) operation.

true: yes

false: no

 mysqlType The data type of the field.

 old The data before update.

 pkNames The name of the primary key.

 sql The SQL statement.

 sqlType The converted field type. For example, unsigned int is converted to Long, and
unsigned long is converted to BigDecimal.

 table The name of the table.

 ts 

The time when the operation is written to the destination database. The value is
a 13-bit  UNIX t imestamp. Unit: ms.

Not e Not e You can use a search engine to obtain a UNIX timestamp
converter.

 type The operation type. Valid values: DELETE, UPDATE, and INSERT.

Parameter Description

The following script  shows an example of UPDATE operation:
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  "data": [
    {
      "id": "500000287",
      "shipping_type": null
    }
  ],
  "database": "dbname",
  "es": 1600161894000,
  "id": 58,
  "isDdl": false,
  "mysqlType": {
    "id": "bigint(20)",
    "shipping_type": "varchar(50)"
  },
  "old": [
    {
      "shipping_type": "aaa"
    }
  ],
  "pkNames": [
    "id"
  ],
  "sql": "",
  "sqlType": {
    "id": -5,
    "shipping_type": 12
  },
  "table": "tablename",
  "ts": 1600161894771,
  "type": "UPDATE"
}

When you configure a task to migrate data to a Kafka cluster, you can specify the policy for migrating
data to Kafka part it ions. The policy allows you to improve the migration performance. For example, you
can migrate data to different part it ions based on hash values.

Hash algorithmHash algorithm
Data Transmission Service (DTS) uses the hashCode() method in Java to calculate hash values.

Configuration methodConfiguration method
In the Conf igure Migrat ion T ypes and Object sConf igure Migrat ion T ypes and Object s step of a task creating wizard, you can specify the
policy for migrating data to Kafka part it ions. For more information, see Migrate data from a self-managed
Oracle database to a Message Queue for Apache Kafka instance and Overview of data migration scenarios.

Warning Warning After a data migration task is started, do not change the number of part it ions in
the dest ination topic. Otherwise, data migration fails.

4.12. Specify the policy for migrating4.12. Specify the policy for migrating
data to Kafka partitionsdata to Kafka partitions
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PoliciesPolicies

Policy Description
Advantage and
disadvantage

Ship All Dat a t oShip All Dat a t o
Part it ion 0Part it ion 0

DTS migrates all data and DDL statements to
Partit ion 0 of the destination topic.

Advantage: The
order in which all
objects are created
and changed is the
same as that in the
source database.

Disadvantage: This
policy provides
ordinary migration
performance.

Ship Dat a t oShip Dat a t o
Separat e Part it ionsSeparat e Part it ions
Based on HashBased on Hash
Values of  Dat abaseValues of  Dat abase
and T able Namesand T able Names

DTS uses the database and table names as the
partit ion key to calculate the hash value. Then, DTS
migrates the data and DDL statements of each
table to the corresponding partit ion of the
destination topic.

Not eNot e

The data and DDL statements of the
same table are migrated to the same
partit ion.

If a DDL statement is irrelevant to a
table, for example, CREATE DATABASE,
the statement is migrated to Partit ion
0.

Advantage: The
order in which a
destination table is
created and changed
is the same as that
of the source table.
This policy provides
good migration
performance.

Disadvantage: Tables
are migrated to
different partit ions.
After data migration,
the order of data
changes on different
tables may become
inconsistent.

Ship Dat a t oShip Dat a t o
Separat e Part it ionsSeparat e Part it ions
Based on HashBased on Hash
Values of  PrimaryValues of  Primary
KeysKeys

DTS uses a table column as the partit ion key to
calculate the hash value. The table column is the
primary key by default. If a table does not have a
primary key, the unique key is used as the partit ion
key. DTS migrates each row to the corresponding
partit ion of the destination topic. You can specify
one or more columns as partit ion keys to calculate
the hash value.

Not eNot e

If you use this policy, DDL statements
are migrated to Partit ion 0 of the
destination topic by default.

If a table does not have a primary key or
unique key, DTS migrates the data and
DDL statements of the table to Partit ion
0 of the destination topic.

Advantage: This
policy provides the
best migration
performance.

Disadvantage: After
data migration, the
order of data
changes on each
data record remains
the same. However,
the order of data
changes on different
tables or tables
without a primary key
may become
inconsistent.
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DTS checks whether DTS servers can connect to the source database during the precheck to ensure
successful data migration. This topic describes causes of check failure and how to fix the failure.
The following shows the potential causes of the failed source database connectivity check.

The database account or password is incorrectThe database account or password is incorrect
Troubleshooting:

Get a device that can connect to the source database. On the device, enter the database account and
password that are specified in the data migration task to check whether the account or password is
correct.

Not e Not e You can also check the account and password on the server where the source
database resides.

Solut ion:

Log on to the DTS console, enter the correct  account and password, and perform another precheck.

The IP address used to access the source database is disallowed toThe IP address used to access the source database is disallowed to
access the databaseaccess the database
Troubleshooting:

You can enter the account and password that are specified in the data migration task on the server
where the source database resides and connect to the database. If  the connection is successful, it
indicates that the source database disallows the access from the IP address.

If  the source database is a MySQL database, you can use a MySQL client  to connect to the database
and run the following command.

SELECT HOST FROM mysql.user WHERE user='username',password='password';

Not e Not e Replace the username and password with the account and password that are
specified in the data migration task.

Check whether the authorized IP address list  includes the IP addresses of the DTS servers. For more
information, see Add the CIDR blocks of DTS servers to the security settings of on-premises databases.

If  the source database is an SQL Server database, check whether a firewall is set  up for the server
where the database resides. In addit ion, check whether the endpoint  or triggers in the source
database disallows the access from the IP address.

If  the source database is an Oracle database, check whether the  TCP.VALIDNODE_CHECKING  item in
the sqlnet.ora configuration file is set  to  yes . If  the item is set  to  yes , it  means that the source
database disallows the access from the IP address.

Solut ion:

If the source database is a MySQL database, run the following command to reauthorize the database
account.

5.Precheck and troubleshooting5.Precheck and troubleshooting
5.1. Source database connectivity5.1. Source database connectivity
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GRANT ALL ON . TO 'username'@''%' IDENTIFIED BY 'password';

Not e Not e Replace the username and password with the account and password that are
specified in the data migration task.

If  the source database is an SQL Server database, disable the firewall or triggers.

If  the source database is an Oracle database, set  the  TCP.VALIDNODE_CHECKING  item to  no  and
restart  the process.

Log on to the DTS console to perform another precheck.

A firewall is configured for the server where the source databaseA firewall is configured for the server where the source database
residesresides
Troubleshooting:

If the server where the source database resides runs Windows, find Windows Defender Firewall from
the Control Panel to check whether a firewall is configured for the server.

If  the server where the source database resides runs Linux, run the  iptables -L  command in the
shell to check whether a firewall is configured for the server.

Solut ion:

After you disable the firewall, log on to the DTS console to perform another precheck.

Network connections failNetwork connections fail
If  the connectivity item st ill cannot pass the precheck after the preceding troubleshooting, network
connections between the DTS server and the source database may not function as expected. Submit  a
t icket  to contact  Alibaba Cloud engineers.

To ensure successful data migration, DTS checks whether DTS servers can connect to the dest ination
database during precheck. This topic describes the causes of check failures and how to troubleshoot
the failures.
A data migration task may fail to pass the connectivity check due to the following reasons.

The database account or password is invalidThe database account or password is invalid
Troubleshooting:

You can check whether the database account and password for the data migration task are valid from
a remote host. However, you must make sure that the remote host  can establish a connection to the
destination database.

Not e Not e You can also perform the check on the server where the dest ination database resides.

Solut ion:

Log on to the DTS console, enter a valid database account and password, and then perform a precheck
again.

5.2. Destination database5.2. Destination database
connectivityconnectivity
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The destination database disallows access from external IPThe destination database disallows access from external IP
addressesaddresses
Troubleshooting:

You can enter the database account and password specified for the data migration task on the
server where the dest ination database resides. This allows you to check whether the server can
connect to the dest ination database. If  the server can connect to the dest ination database, the
destination database may disallow access from external IP addresses.

If  the dest ination database is a MySQL database, you can use a MySQL client  to connect to the
database and run the following command:

SELECT HOST FROM mysql.user WHERE user='username',password='password';

Not e Not e Replace the username and password with the database account and password that
are specified for the data migration task.

Check whether the authorized IP address list  includes the CIDR blocks of DTS servers. For more
information, see Add the CIDR blocks of DTS servers to the security settings of on-premises databases.

If  the dest ination database is an SQL Server database, check whether a firewall is configured for the
server where the database resides. You can also check whether endpoints or triggers in the
destination database disallow access from external IP addresses.

If  the dest ination database is an Oracle database, check whether the  TCP.VALIDNODE_CHECKING 
item in the sqlnet.ora configuration file is set  to  yes . If  the item is set  to  yes , the dest ination
database disallows access from external IP addresses.

Solut ion:

If the dest ination database is a MySQL database, run the following command to authorize the
database account again:

GRANT ALL ON *. * TO 'username'@''%' IDENTIFIED BY 'password';

Not e Not e Replace the username and password with the database account and password that
are specified for the data migration task.

If  the dest ination database is an SQL Server database, disable the firewall or triggers.

If  the dest ination database is an Oracle database, set  the  TCP.VALIDNODE_CHECKING  item to  no 
and restart  the process.

Log on to the DTS console to perform a precheck again.

A firewall is configured for the server where the destinationA firewall is configured for the server where the destination
database residesdatabase resides
Troubleshooting:

If the server where the dest ination database resides runs on Windows, find Windows Defender
Firewall from the Control Panel to check whether a firewall is configured for the server.

If  the server where the dest ination database resides runs on Linux, run the  iptables -L  command
in the shell to check whether a firewall is configured for the server.

Solut ion:
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Disable the firewall, and then log on to the DTS console to perform a precheck again.

The network is unavailableThe network is unavailable
If  the task st ill fails to pass the connectivity check after the troubleshooting, the network between DTS
servers and the dest ination database may be unavailable. You can contact  technical support  by
submitt ing a t icket.

To ensure successful data migration, DTS checks the version number of the source database during
precheck.
DTS checks whether the source database version meets the requirements. For more information, see
Overview of data migration scenarios.

5.3. Source database version5.3. Source database version
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This topic describes how to migrate data from a self-managed MySQL database to an ApsaraDB RDS
for MySQL instance by using Data Transmission Service (DTS). DTS supports schema migration, full data
migration, and incremental data migration. When you migrate data from a self-managed MySQL
database to Alibaba Cloud, you can use all of the supported migration types to ensure service
continuity.

PrerequisitesPrerequisites
An ApsaraDB RDS for MySQL instance is created. For more information, see Create an ApsaraDB RDS
for MySQL instance.

The version of the self-managed MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

The available storage space of the dest ination ApsaraDB RDS for MySQL instance is larger than the
total size of the data in the self-managed MySQL database.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

DTS uses the  ROUND(COLUMN,PRECISION)  funct ion to retrieve values from columns of the FLOAT or
DOUBLE data type. If  you do not specify a precision, DTS sets the precision for the FLOAT data type
to 38 digits and the precision for the DOUBLE data type to 308 digits. You must check whether the
precision sett ings meet your business requirements.

DTS automatically creates a dest ination database in the ApsaraDB RDS for MySQL instance. However,
if  the name of the source database is invalid, you must manually create a database in the ApsaraDB
RDS for MySQL instance before you configure the data migration task.

6.Migrate data from a self-6.Migrate data from a self-
managed database to Alibabamanaged database to Alibaba
CloudCloud
6.1. Source database: MySQL6.1. Source database: MySQL
6.1.1. Migrate data from a self-managed MySQL6.1.1. Migrate data from a self-managed MySQL
database to an ApsaraDB RDS for MySQL instancedatabase to an ApsaraDB RDS for MySQL instance
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Not e Not e For more information about the naming conventions of ApsaraDB RDS for MySQL
databases and how to create a database, see Create a database on an ApsaraDB RDS for MySQL
instance.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
instance will overwrite the data in the dest ination instance after the task is resumed.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Schema migration
DTS migrates the schemas of the required objects to the dest ination instance. DTS supports schema
migration for the following types of objects: table, view, trigger, stored procedure, and function.

Not eNot e

During schema migration, DTS changes the value of the SECURITY attribute from DEFINER
to INVOKER for views, stored procedures, and functions.

DTS does not migrate user information. To call a view, stored procedure, or function of
the dest ination database, you must grant the read and write permissions to INVOKER.

Full data migration
DTS migrates historical data of the required objects from the self-managed MySQL database to the
destination database in the ApsaraDB RDS for MySQL instance.

Not e Not e During full data migration, concurrent INSERT operations cause fragmentation in the
tables of the dest ination database. After full data migration is completed, the tablespace of
the dest ination database is larger than that of the source database.

Incremental data migration
After full data migration is completed, DTS retrieves binary log files from the self-managed MySQL
database. Then, DTS synchronizes incremental data from the self-managed MySQL database to the
destination ApsaraDB RDS for MySQL instance. Incremental data migration allows you to ensure
service continuity when you migrate data from a self-managed MySQL database to Alibaba Cloud.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration
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Operatio
n type

SQL statement

DML INSERT, UPDATE, DELETE, and REPLACE

DDL

ALTER TABLE and ALTER VIEW

CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW

DROP INDEX and DROP TABLE

RENAME TABLE

TRUNCATE TABLE

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration Incremental data migration

Self-managed
MySQL database

The SELECT
permission

The SELECT
permission

The REPLICATION SLAVE, REPLICATION
CLIENT, SHOW VIEW, and SELECT
permissions

ApsaraDB RDS for
MySQL instance

The read and write
permissions

The read and write
permissions

The read and write permissions

For information about how to create and authorize a database account, see the following topics:

Self-managed MySQL database: Create an account for a user-created MySQL database and
configure binary logging

ApsaraDB RDS for MySQL instance: Create an account on an ApsaraDB RDS for MySQL instance and
Modify the permissions of a standard account on an ApsaraDB RDS for MySQL instance.

Before you beginBefore you begin
Create an account for a user-created MySQL database and configure binary logging

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. In the upper part  of the Migrat ion T asksMigrat ion T asks page, select  the region where the RDS instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need to
specify a unique task name.

Source
Database

Instance Type

Select an instance type based on the deployment of the source
database. In this example, select User-Creat ed Dat abase wit hUser-Creat ed Dat abase wit h
Public IP AddressPublic IP Address .

Not e Not e If you select other instance types, you must deploy
the network environment for the self-managed database. For
more information, see Preparation overview.

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  as
the instance type, you do not need to configure the Inst ance RegionInst ance Region
parameter.

Not e Not e If a whitelist  is configured for the self-managed
MySQL database, you must manually add the CIDR blocks of DTS
servers to the whitelist  of the database. You can click Get  IPGet  IP
Address Segment  of  DT SAddress Segment  of  DT S next to Inst ance RegionInst ance Region to obtain
the CIDR blocks of DTS servers.

Database Type Select MySQLMySQL.
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Database

Hostname or
IP Address

Enter the endpoint that is used to connect to the self-managed
MySQL database. In this example, enter the public IP address.

Port Number
Enter the service port number of the self-managed MySQL database.
The port must be accessible over the Internet. The default port
number is 33063306.

Database
Account

Enter the account of the self-managed MySQL database. For
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Destinatio
n
Database

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the destination RDS instance resides.

RDS Instance ID Select the ID of the destination RDS instance.

Database
Account

Enter the database account of the destination ApsaraDB RDS for
MySQL instance. For information about the permissions that are
required for the account, see Permissions required for database
accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the RDS instance
before you configure the data migration task. For more information,
see Configure SSL encryption for an ApsaraDB RDS for MySQL instance.

Not e Not e The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong) region.

Section Parameter Description
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6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the objects to be migrated and the migration types.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, do not write data to the
source database during full data migration. This ensures data consistency between
the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to add the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated. If
you select tables or columns as the objects to be migrated, DTS does not
migrate other objects such as views, triggers, and stored procedures to the
destination database.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination RDS instance. For more information, see Object name mapping.

Specify
the retry
time
range
for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the following 12 hours. You can specify the retry t ime range based on your business
requirements. If DTS reconnects to the source and destination databases within the
specified time range, DTS resumes the data migration task. Otherwise, the data migration
task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime range based on your business
requirements. You can also release the DTS instance at your earliest opportunity after
the source and destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

8. Click PrecheckPrecheck.

Not eNot e

A precheck is performed before the migration task starts. The migration task only starts
after the precheck succeeds.

If  the precheck fails, click the

icon next  to each failed check item to view the related details. Fix the issues as
instructed and run the precheck again.

9. After the data migration task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Channel Specif icat ionChannel Specif icat ion parameter. Then, read
and select  Dat a T ransmission Service (Pay-as-you-go) Service T ermsDat a T ransmission Service (Pay-as-you-go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Stop the migration taskStop the migration task

Warning Warning We recommend that you prepare a rollback solut ion to migrate incremental data
from the dest ination database to the source database in real t ime. This allows you to minimize the
negative impact of switching your workloads to the dest ination database. For more information,
see Switch workloads to the dest ination database. If  you do not need to switch your workloads,
you can perform the following steps to stop the migration task.

Full data migration
Do not manually stop a task during full data migration. Otherwise, the system may fail to migrate all
data. Wait  until the migration task automatically ends.

Incremental data migration
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The task does not automatically end during incremental data migration. You must manually stop the
migration task.

i. Wait  until the task progress bar shows Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t askT he migrat ion t ask
is not  delayedis not  delayed. Then, stop writ ing data to the source database for a few minutes. In some
cases, the progress bar shows the delay t ime of increment al dat a migrat ionincrement al dat a migrat ion.

ii. After the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask is notT he migrat ion t ask is not
delayeddelayed, manually stop the migration task.

What to do nextWhat to do next
The database accounts that are used for data migration have the read and write permissions. After you
migrate data, you must delete the database accounts to ensure security.

FAQFAQ
Q: What can I do if  a migration task fails to pass the precheck?
A: For more information, see Source database connectivity.

Q: How can I troubleshoot a failed migration task?
A: For more information, see Fix a failed data migration task.

This topic describes how to migrate data from a self-managed MySQL database that is connected over
Express Connect, VPN Gateway, or Smart  Access Gateway to an ApsaraDB RDS for MySQL database by
using Data Transmission Service (DTS). DTS supports schema migration, full data migration, and
incremental data migration. When you migrate data from a self-managed MySQL database, you can
select  all of the supported migration types to ensure service continuity.

PrerequisitesPrerequisites
The version of the self-managed MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

The available storage space of the ApsaraDB RDS for MySQL instance is larger than the total size of
the data in the self-managed MySQL database.

The on-premises network to which the self-managed MySQL database belongs is connected to
Alibaba Cloud over Express Connect, VPN Gateway, or Smart  Access Gateway.

Not e Not e For more information, see Connect an on-premises database to DTS by using CEN.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data

6.1.2. Migrate data from a self-managed MySQL6.1.2. Migrate data from a self-managed MySQL
database connected over Express Connect, VPNdatabase connected over Express Connect, VPN
Gateway, or Smart Access Gateway to anGateway, or Smart Access Gateway to an
ApsaraDB RDS for MySQL instanceApsaraDB RDS for MySQL instance
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DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

DTS uses the  ROUND(COLUMN,PRECISION)  funct ion to retrieve values from columns of the FLOAT or
DOUBLE data type. If  you do not specify a precision, DTS sets the precision for the FLOAT data type
to 38 digits and the precision for the DOUBLE data type to 308 digits. You must check whether the
precision sett ings meet your business requirements.

DTS automatically creates a dest ination database in the ApsaraDB RDS for MySQL instance. However,
if  the name of the source database is invalid, you must manually create a database in the ApsaraDB
RDS for MySQL instance before you configure the data migration task.

Not e Not e For more information about the naming conventions of ApsaraDB RDS for MySQL
databases and how to create a database, see Create a database on an ApsaraDB RDS for MySQL
instance.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
instance will overwrite the data in the dest ination instance after the task is resumed.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Schema migration
DTS migrates the schemas of the required objects to the dest ination instance. DTS supports schema
migration for the following types of objects: table, view, trigger, stored procedure, and function.

Not eNot e

During schema migration, DTS changes the value of the SECURITY attribute from DEFINER
to INVOKER for views, stored procedures, and functions.

DTS does not migrate user information. To call a view, stored procedure, or function of
the dest ination database, you must grant the read and write permissions to INVOKER.

Full data migration
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DTS migrates historical data of the required objects from the self-managed MySQL database to the
destination database in the ApsaraDB RDS for MySQL instance.

Not e Not e During full data migration, concurrent INSERT operations cause fragmentation in the
tables of the dest ination database. After full data migration is completed, the tablespace of
the dest ination database is larger than that of the source database.

Incremental data migration
After full data migration is completed, DTS retrieves binary log files from the self-managed MySQL
database. Then, DTS synchronizes incremental data from the self-managed MySQL database to the
destination ApsaraDB RDS for MySQL instance. Incremental data migration allows you to ensure
service continuity when you migrate data from a self-managed MySQL database to Alibaba Cloud.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration

Operatio
n type

SQL statement

DML INSERT, UPDATE, DELETE, and REPLACE

DDL

ALTER TABLE and ALTER VIEW

CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW

DROP INDEX and DROP TABLE

RENAME TABLE

TRUNCATE TABLE

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration Incremental data migration

Self-managed
MySQL database

The SELECT
permission

The SELECT
permission

The REPLICATION SLAVE, REPLICATION
CLIENT, SHOW VIEW, and SELECT
permissions

ApsaraDB RDS for
MySQL instance

The read and write
permissions

The read and write
permissions

The read and write permissions

For more information about how to create and authorize a database account, see the following
topics:

Self-managed MySQL database: Create an account for a user-created MySQL database and
configure binary logging

ApsaraDB RDS for MySQL instance: Create an account on an ApsaraDB RDS for MySQL instance and
Modify the permissions of a standard account on an ApsaraDB RDS for MySQL instance.

Before you beginBefore you begin
1. Create an account for a user-created MySQL database and configure binary logging.

2. Configure a route between DTS and Express Connect, VPN Gateway, or Smart Access Gateway.
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ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Instance Type
Select User-Creat ed Dat abase Connect ed over ExpressUser-Creat ed Dat abase Connect ed over Express
Connect , VPN Gat eway, or Smart  Access Gat ewayConnect , VPN Gat eway, or Smart  Access Gat eway.

Instance
Region

Select the region to which the virtual private cloud (VPC) that is
connected to Express Connect, VPN Gateway, or Smart Access
Gateway belongs.

Peer VPC
Select the VPC that is connected to Express Connect, VPN Gateway, or
Smart Access Gateway.

Database Type Select MySQLMySQL.

IP Address
Enter the endpoint that is used to access the self-managed MySQL
database.
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Source
Database

Port Number
Enter the service port number of the self-managed MySQL database.
The default port number is 33063306.

Database
Account

Enter the account of the self-managed MySQL database. For more
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Destinatio
n
Database

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the destination RDS instance resides.

RDS Instance ID Select the ID of the destination RDS instance.

Database
Account

Enter the database account of the destination RDS instance. For more
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the RDS instance
before you configure the data migration task. For more information,
see Configure SSL encryption on an ApsaraDB RDS for MySQL instance.

Not e Not e The Encrypt ionEncrypt ion parameter is available only for
regions in mainland China and the China (Hong Kong) region.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
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WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full migration, select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not ice Not ice If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that
you do not write data to the source database during full data migration. This ensures
data consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not iceNot ice

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 720 minutes (12 hours). You can specify the retry t ime based on your needs. If DTS
reconnects to the source and destination databases within the specified time, DTS resumes
the data migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the data
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.
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Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the ApsaraDB RDS for MySQL instance.

This topic describes how to migrate data from a self-managed MySQL database that is connected over
Express Connect, VPN Gateway, or Smart  Access Gateway to an ApsaraDB RDS for MySQL instance by
using Data Transmission Service (DTS). In this scenario, the Express Connect circuit  and the dest ination
RDS instance are owned by different Alibaba Cloud accounts. DTS supports schema migration, full data
migration, and incremental data migration. You can select  all of the supported migration types to
ensure service continuity.

PrerequisitesPrerequisites
The version of the self-managed MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

The available storage space of the ApsaraDB RDS for MySQL instance is larger than the total size of
the data in the self-managed MySQL database.

The on-premises network to which the self-managed MySQL database belongs is connected to
Alibaba Cloud VPC over Express Connect, VPN Gateway, or Smart  Access Gateway. The Express
Connect circuit  and the dest ination RDS instance are owned by different Alibaba Cloud accounts.

Not e Not e For more information, see Connect an on-premises database to DTS by using CEN.

ContextContext
The data center that hosts your database is connected to Alibaba Cloud VPC over Express Connect,
VPN Gateway, or Smart  Access Gateway. You need to migrate data from the on-premises database to

6.1.3. Migrate data from a self-managed MySQL6.1.3. Migrate data from a self-managed MySQL
database connected over Express Connect, VPNdatabase connected over Express Connect, VPN
Gateway, or Smart Access Gateway to anGateway, or Smart Access Gateway to an
ApsaraDB RDS for MySQL instance across AlibabaApsaraDB RDS for MySQL instance across Alibaba
Cloud accountsCloud accounts
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an ApsaraDB RDS for MySQL instance across different Alibaba Cloud accounts. The following figure
shows the architecture for this scenario.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

DTS uses the  ROUND(COLUMN,PRECISION)  funct ion to retrieve values from columns of the FLOAT or
DOUBLE data type. If  you do not specify a precision, DTS sets the precision for the FLOAT data type
to 38 digits and the precision for the DOUBLE data type to 308 digits. You must check whether the
precision sett ings meet your business requirements.

DTS automatically creates a dest ination database in the ApsaraDB RDS for MySQL instance. However,
if  the name of the source database is invalid, you must manually create a database in the ApsaraDB
RDS for MySQL instance before you configure the data migration task.

Not e Not e For more information about the naming conventions of ApsaraDB RDS for MySQL
databases and how to create a database, see Create a database on an ApsaraDB RDS for MySQL
instance.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
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instance will overwrite the data in the dest ination instance after the task is resumed.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Schema migration
DTS migrates the schemas of the required objects to the dest ination instance. DTS supports schema
migration for the following types of objects: table, view, trigger, stored procedure, and function.

Not eNot e

During schema migration, DTS changes the value of the SECURITY attribute from DEFINER
to INVOKER for views, stored procedures, and functions.

DTS does not migrate user information. To call a view, stored procedure, or function of
the dest ination database, you must grant the read and write permissions to INVOKER.

Full data migration
DTS migrates historical data of the required objects from the self-managed MySQL database to the
destination database in the ApsaraDB RDS for MySQL instance.

Not e Not e During full data migration, concurrent INSERT operations cause fragmentation in the
tables of the dest ination database. After full data migration is completed, the tablespace of
the dest ination database is larger than that of the source database.

Incremental data migration
After full data migration is completed, DTS retrieves binary log files from the self-managed MySQL
database. Then, DTS synchronizes incremental data from the self-managed MySQL database to the
destination ApsaraDB RDS for MySQL instance. Incremental data migration allows you to ensure
service continuity when you migrate data from a self-managed MySQL database to Alibaba Cloud.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration

Operatio
n type

SQL statement

DML INSERT, UPDATE, DELETE, and REPLACE
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DDL

ALTER TABLE and ALTER VIEW

CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW

DROP INDEX and DROP TABLE

RENAME TABLE

TRUNCATE TABLE

Operatio
n type

SQL statement

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration Incremental data migration

Self-managed
MySQL database

The SELECT
permission

The SELECT
permission

The REPLICATION SLAVE, REPLICATION
CLIENT, SHOW VIEW, and SELECT
permissions

ApsaraDB RDS for
MySQL instance

The read and write
permissions

The read and write
permissions

The read and write permissions

For information about how to create and authorize a database account, see the following topics:

Self-managed MySQL database: Create an account for a user-created MySQL database and
configure binary logging

ApsaraDB RDS for MySQL instance: Create an account on an ApsaraDB RDS for MySQL instance and
Modify the permissions of a standard account on an ApsaraDB RDS for MySQL instance.

Before you beginBefore you begin
1. Create an account for a user-created MySQL database and configure binary logging.

2. Log on to the Alibaba Cloud Management Console by using the Alibaba Cloud account that owns
the Express Connect circuit . Authorize DTS to access the network that is connected over Express
Connect. For more information, see Configure a route between DTS and Express Connect, VPN Gateway,
or Smart Access Gateway.

3. Create a RAM role and authorize the RAM role to access the resources of the Alibaba Cloud
account. For more information, see Configure RAM authorization for data migration or synchronization
from a self-managed database in a VPC across different Alibaba Cloud accounts.

ProcedureProcedure
1. Use the Alibaba Cloud account that owns the dest ination RDS instance to log on to the DTS

console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Select  User-Creat ed Dat abase Connect ed over Express Connect , VPN Gat eway, or SmartUser-Creat ed Dat abase Connect ed over Express Connect , VPN Gat eway, or Smart
Access Gat ewayAccess Gat eway as the instance type. Then, click VPC of  Anot her Alibaba Cloud AccountVPC of  Anot her Alibaba Cloud Account
next  to the Peer VPC field.
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6. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Instance Type
Select User-Creat ed Dat abase Connect ed over ExpressUser-Creat ed Dat abase Connect ed over Express
Connect , VPN Gat eway, or Smart  Access Gat ewayConnect , VPN Gat eway, or Smart  Access Gat eway.
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Source
Database

Instance
Region

Select the region of the VPC that is connected to the self-managed
MySQL database.

Alibaba Cloud
Account ID

Enter the ID of the Alibaba Cloud account that owns the Express
Connect circuit.

Not e Not e To obtain the ID of the Alibaba Cloud account that
owns the Express Connect circuit, you must log on to the Account
Management console by using this account. The account ID is
displayed on the Security Settings page.

Role Name
Enter the name of the RAM role that you created earlier in Before you
begin.

Peer VPC
Select the ID of the VPC that is connected to the self-managed MySQL
database.

Database Type Select MySQLMySQL.

IP Address
Enter the endpoint that is used to access the self-managed MySQL
database.

Port Number
Enter the service port number of the self-managed MySQL database.
The default port number is 33063306.

Database
Account

Enter the account of the self-managed MySQL database. For more
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the destination RDS instance resides.

RDS Instance ID Select the ID of the destination RDS instance.

Section Parameter Description
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Destinatio
n
Database

Database
Account

Enter the database account of the destination RDS instance. For more
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the RDS instance
before you configure the data migration task. For more information,
see Configure SSL encryption on an ApsaraDB RDS for MySQL instance.

Not e Not e The Encrypt ionEncrypt ion parameter is available only for
regions in mainland China and the China (Hong Kong) region.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelist  of the dest ination
ApsaraDB RDS for MySQL instance. This ensures that DTS servers can connect to the dest ination
RDS instance.

8. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full migration, select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you
do not write data to the source database during data migration. This ensures data
consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 720 minutes (12 hours). You can specify the retry t ime based on your needs. If DTS
reconnects to the source and destination databases within the specified time, DTS resumes
the data migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the data
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

9. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

10. After the task passes the precheck, click NextNext .

11. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

12. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.
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Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

13. Switch your workloads to the dest ination ApsaraDB RDS for MySQL instance.

PolarDB is a next-generation relat ional database service that is developed by Alibaba Cloud. PolarDB is
compatible with the MySQL database engine and features high availability, ease of use, and reliability.
This topic describes how to migrate data from a self-managed MySQL database to a PolarDB for MySQL
cluster by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The engine version of the self-managed MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

A PolarDB for MySQL cluster is created. For more information, see Create a PolarDB for MySQL cluster.

If  the source MySQL database is an on-premises database, the CIDR blocks of DTS servers must be
added to the IP whitelist  of the database. This sett ing ensures that DTS servers can access the
source MySQL database. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination database may contain duplicate data records.

DTS uses the  ROUND(COLUMN,PRECISION)  funct ion to retrieve values from columns of the FLOAT or

6.1.4. Migrate data from a self-managed MySQL6.1.4. Migrate data from a self-managed MySQL
database to a PolarDB for MySQL clusterdatabase to a PolarDB for MySQL cluster
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DOUBLE data type. If  you do not specify a precision, DTS sets the precision for the FLOAT data type
to 38 digits and the precision for the DOUBLE data type to 308 digits. You must check whether the
precision sett ings meet your business requirements.

If  a data migration task fails, DTS automatically resumes the task. Therefore, before you switch your
workloads to the dest ination cluster, stop or release the data migration task. Otherwise, the data in
the source database overwrites the data in the dest ination cluster after the task is resumed.

Migration typesMigration types
DTS supports schema migration, full data migration, and incremental data migration. For more
information, see Terms.

Not e Not e When you migrate data between PolarDB for MySQL clusters, you can select  all of the
supported migration types to ensure service continuity.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration

Operatio
n type

SQL statements

DML INSERT, UPDATE, DELETE, and REPLACE

DDL

ALTER TABLE and ALTER VIEW

CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW

DROP INDEX and DROP TABLE

RENAME TABLE

TRUNCATE TABLE

Permissions required for database accountsPermissions required for database accounts

Database
Schema migration and full
data migration

Incremental data migration

Self-managed MySQL
database

The SELECT permission
The REPLICATION SLAVE, REPLICATION CLIENT,
SHOW VIEW, and SELECT permissions

PolarDB for MySQL cluster Read and write permissions Read and write permissions
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For more information about how to create a database account and grant permissions to the account,
see the following topics:

Self-managed MySQL databases: Create an account for a user-created MySQL database and
configure binary logging

PolarDB for MySQL clusters: Create a database account

PreparationsPreparations
Create an account for a user-created MySQL database and configure binary logging

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

None Task Name
The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to specify a unique task name.
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Source
Database

Instance Type

The instance type of the source database. In this example, User-User-
Creat ed Dat abase wit h Public IP AddressCreat ed Dat abase wit h Public IP Address  is selected for this
parameter.

Not e Not e If you select other instance types, you must
deploy the network environment for the self-managed
database. For more information, see Preparation overview.

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address
for the instance type, you do not need to configure the Inst anceInst ance
RegionRegion parameter.

Not e Not e If a whitelist  is configured for the self-managed
MySQL database, you must add the CIDR blocks of DTS servers
to the whitelist  of the database. You can click Get  IPGet  IP
Address Segment  of  DT SAddress Segment  of  DT S next to Inst ance RegionInst ance Region to
obtain the CIDR blocks of DTS servers.

Database
Type

Select MySQLMySQL.

Hostname or
IP Address

The endpoint that is used to connect to the self-managed MySQL
database. In this example, the public IP address is used.

Port Number
The service port number of the self-managed MySQL database.
Default value: 33063306.

Database
Account

The account of the self-managed MySQL database. For
information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

The password of the database account.

Not e Not e After you specify the source database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message is displayed. If the FailedFailed message is displayed,
click CheckCheck next to FailedFailed. Modify the source database
parameters based on the check results.

Section Parameter Description
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Destination
Instance
Details

Instance Type Select PolarDBPolarDB.

Instance
Region

The region where the destination PolarDB cluster resides.

PolarDB
Instance ID

The ID of the destination PolarDB for MySQL cluster.

Database
Account

The database account of the destination PolarDB cluster. For
information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

The password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message is displayed. If the FailedFailed message is displayed,
click CheckCheck next to FailedFailed. Modify the destination database
parameters based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full migration, select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not ice Not ice If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that
you do not write data to the source database during full data migration. This ensures
data consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not iceNot ice

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 720 minutes (12 hours). You can specify the retry t ime based on your needs. If DTS
reconnects to the source and destination databases within the specified time, DTS resumes
the data migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the data
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.
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Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the dest ination PolarDB cluster.

This topic describes how to migrate data from a self-managed MySQL database to a PolarDB-X 1.0
instance by using Data Transmission Service (DTS). DTS supports schema migration, full data migration,
and incremental data migration. You can select  all of the supported migration types to ensure service
continuity when you migrate data from the self-managed Oracle database to the PolarDB-X 1.0
instance.

PrerequisitesPrerequisites
The version of the self-managed MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

The databases in the PolarDB-X 1.0 instance are created based on ApsaraDB RDS for MySQL
instances. DTS does not support  DRDS databases that are created based on PolarDB for MySQL
clusters.

The available storage space of the RDS instances in the PolarDB-X 1.0 instance is larger than the total
size of the data in the self-managed MySQL database.

PrecautionsPrecautions
DTS does not support  schema migration from a self-managed MySQL database to a PolarDB-X 1.0
instance.

Not e Not e During schema migration, DTS migrates the schemas of the required objects, such as
tables, from the source database to the dest ination database.

DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the

6.1.5. Migrate data from a self-managed MySQL6.1.5. Migrate data from a self-managed MySQL
database to a PolarDB-X instancedatabase to a PolarDB-X instance

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 

Cloud

> Document  Version: 20220712 182



impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

DTS uses the  ROUND(COLUMN,PRECISION)  funct ion to retrieve values from columns of the FLOAT or
DOUBLE data type. If  you do not specify a precision, DTS sets the precision for the FLOAT data type
to 38 digits and the precision for the DOUBLE data type to 308 digits. You must check whether the
precision sett ings meet your business requirements.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
instance will overwrite the data in the dest ination instance after the task is resumed.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Full data migration Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Full data migration
DTS migrates historical data of the required objects from the self-managed MySQL database to the
destination database in the PolarDB-X 1.0 instance.

Not e Not e During full data migration, concurrent INSERT operations cause fragmentation in the
tables of the dest ination instance. After full data migration is complete, the tablespace of the
destination instance is larger than that of the source database.

Incremental data migration
After full data migration is complete, DTS retrieves binary log files from the self-managed MySQL
database. Then, DTS synchronizes incremental data from the self-managed MySQL database to the
destination PolarDB-X 1.0 instance. Incremental data migration allows you to ensure service
continuity when you migrate data from the self-managed MySQL database to the PolarDB-X 1.0
instance.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration
INSERT, UPDATE, DELETE, and REPLACE operations

Permissions required for database accountsPermissions required for database accounts

Database Full data migration Incremental data migration

Self-managed MySQL database The SELECT permission
The REPLICATION CLIENT,
REPLICATION SLAVE, SHOW VIEW,
and SELECT permissions
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PolarDB-X 1.0 The read and write permissions The read and write permissions

Database Full data migration Incremental data migration

Before you beginBefore you begin
1. Create an account for a user-created MySQL database and configure binary logging.

2. Create a database and tables in the dest ination PolarDB-X 1.0 instance based on the schema of
the self-managed MySQL database. For more information, see Create a DRDS database and Create
a DRDS table.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. In the upper part  of the Migrat ion T asksMigrat ion T asks page, select  the region where the RDS instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.
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Source
Database

Instance Type

Select an instance type based on the deployment of the source
database. In this example, select User-Creat ed Dat abase wit hUser-Creat ed Dat abase wit h
Public IP AddressPublic IP Address .

Not e Not e If you select other instance types, you must deploy
the network environment for the self-managed database. For
more information, see Preparation overview.

Instance
Region

If the instance type is set to User-Creat ed Dat abase wit h PublicUser-Creat ed Dat abase wit h Public
IP AddressIP Address , you do not need to specify the inst ance regioninst ance region.

Not e Not e If a whitelist  is configured for the self-managed
MySQL database, you must add the CIDR blocks of DTS servers to
the whitelist  of the database. You can click Get  IP AddressGet  IP Address
Segment  of  DT SSegment  of  DT S next to Inst ance RegionInst ance Region to obtain the CIDR
blocks of DTS servers.

Database Type Select MySQLMySQL.

Hostname or
IP Address

Enter the endpoint that is used to connect to the self-managed
MySQL database. In this example, enter the public IP address.

Port Number
Enter the service port number of the self-managed MySQL database.
The default port number is 33063306.

Database
Account

Enter the account of the self-managed MySQL database. For more
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Instance Type Select DRDS Inst anceDRDS Inst ance.

Instance
Region

Select the region where the destination PolarDB-X 1.0 instance
resides.

Section Parameter Description
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Destinatio
n
Database

DRDS Instance
ID

Select the ID of the destination PolarDB-X 1.0 instance.

Database
Name

Select the name of the destination database.

Database
Account

Enter the database account of the destination PolarDB-X 1.0 instance.
For more information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelist  of the dest ination
PolarDB-X 1.0 instance. This ensures that DTS servers can connect to the dest ination PolarDB-X
1.0 instance.

7. Select  the migration types and the objects to be migrated.

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 

Cloud

> Document  Version: 20220712 186



Setting Description

Select
the
migratio
n types

To perform only full data migration, select only Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select both Full Dat a Migrat ionFull Dat a Migrat ion and
Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, do not write data to the
source database during full data migration. This ensures data consistency between
the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated. If
you select tables or columns as the objects to be migrated, DTS does not
migrate other objects such as views, triggers, and stored procedures to the
destination database.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
object
names

You can use the object name mapping feature to change the names of the objects that are
synchronized to the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 12 hours. You can specify the retry t ime based on your needs. If DTS reconnects to
the source and destination databases within the specified time, DTS resumes the data
migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

In this scenario, DTS does not migrate DDL operations. You must set this parameter to No.
However, DTS may support DDL operations for this scenario in the future. In this case, if you
use Data Management (DMS) to perform online DDL operations on the source database,
you can specify whether to migrate temporary tables generated by the operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

8. Click PrecheckPrecheck.

Not eNot e

A precheck is performed before the migration task starts. The migration task only starts
after the precheck succeeds.

If  the precheck fails, click the

icon next  to each failed check item to view the related details. Fix the issues as
instructed and run the precheck again.

9. After the data migration task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Channel Specif icat ionChannel Specif icat ion parameter. Then, read
and select  Dat a T ransmission Service (Pay-as-you-go) Service T ermsDat a T ransmission Service (Pay-as-you-go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Full data migration
Do not manually stop a full data migration task. If  you manually stop a full data migration task,
the data that is migrated to the RDS instance may be incomplete. You can wait  until the full data
migration task automatically stops.

Incremental data migration
An incremental data migration task does not automatically stop. You must manually stop the
task.

Not e Not e We recommend that you manually stop an incremental data migration task at  an
appropriate point  in t ime. For example, you can stop the task during off-peak hours or
before you switch your workloads over to the RDS instance.
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a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is not  delayedT he dat a migrat ion t ask is not  delayed
appear in the progress bar of the data migration task. Then, stop writ ing data to the self-
managed Oracle database for a few minutes. The delay t ime of increment al dat aincrement al dat a
migrat ionmigrat ion may be displayed in the progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he dat a migrat ionT he dat a migrat ion
t ask is not  delayedt ask is not  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the dest ination PolarDB-X 1.0 instance.

What to do nextWhat to do next
The database accounts that are used for data migration have the read and write permissions. After
data migration is complete, you must delete the accounts of both the self-managed MySQL database
and the PolarDB-X 1.0 instance to ensure security.

This topic describes how to migrate incremental data from a self-managed SQL Server database to an
ApsaraDB RDS for SQL Server instance by using Data Transmission Service (DTS). DTS supports schema
migration, full data migration, and incremental data migration. When you migrate data from a self-
managed SQL Server database, you can select  all of the supported migration types to ensure service
continuity.

Not e Not e For information about how to perform only full data migration, see Migrate full data
from a self-managed SQL Server database to an ApsaraDB RDS for SQL Server instance.

PrerequisitesPrerequisites
The version of the self-managed SQL Server database is 2008, 2008 R2, 2012, 2014, 2016, 2017, or
2019.

6.2. Source database: SQL Server6.2. Source database: SQL Server
6.2.1. Migrate incremental data from a self-6.2.1. Migrate incremental data from a self-
managed SQL Server database to an ApsaraDBmanaged SQL Server database to an ApsaraDB
RDS for SQL Server instanceRDS for SQL Server instance
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Not eNot e

If a primary/secondary switchover is performed in an SQL Server cluster or Always On
availability group (AOAG), the log serial numbers of the primary database and the
secondary database become inconsistent. In this case, DTS considers that the logs of the
source database are discontinuous, and the migration task fails. Therefore, you cannot
use an SQL Server cluster or an SQL Server AOAG as the source database.

If  you migrate data between different versions of databases, make sure that the
database versions are compatible.

The tables to be migrated from the self-managed SQL Server database have primary keys or UNIQUE
NOT NULL indexes.

The available storage space of the ApsaraDB RDS for SQL Server instance is larger than the total size
of the data in the self-managed SQL Server database.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

To ensure that the incremental data migration task runs as expected, do not frequently back up the
source database. We recommend that you retain log files for more than three days. Otherwise, you
cannot retrieve log files after they are truncated.

To ensure that the delay t ime of incremental data migration is accurate, DTS adds a heartbeat table
to the self-managed SQL Server database. The name of the heartbeat table is  Source table name_
dts_mysql_heartbeat .

DTS automatically creates a dest ination database in the ApsaraDB RDS for SQL Server instance.
However, if  the name of the source database is invalid, you must create a database in the ApsaraDB
RDS for SQL Server instance before you configure the data migration task.

Not e Not e For more information about the naming conventions of ApsaraDB RDS for SQL Server
databases and how to create a database, see Create a database on an ApsaraDB RDS for SQL
Server instance.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
database will overwrite the data in the dest ination instance after the task is resumed.

LimitsLimits
DTS does not migrate the schemas of assemblies, service brokers, full-text  indexes, full-text
catalogs, distributed schemas, distributed functions, CLR stored procedures, CLR scalar-valued
functions, CLR table-valued functions, internal tables, systems, or aggregate functions.

DTS does not migrate data of the SQL_VARIANT type.
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DTS does not migrate tables that contain computed columns.

A single data migration task can migrate incremental data from only one database. To migrate
incremental data from mult iple databases, you must create a data migration task for each database.

Migration typesMigration types
Schema migration
DTS migrates the schemas of the required objects to the dest ination database. DTS supports schema
migration for the following types of objects: table, view, trigger, synonym, SQL stored procedure,
SQL function, plan guide, user-defined type, rule, default , and sequence.

Full data migration
DTS migrates historical data of the required objects from the self-managed SQL Server database to
the dest ination database.

Incremental data migration
After full data migration is complete, DTS migrates incremental data from the self-managed SQL
Server database to the dest ination database.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration

INSERT, UPDATE, and DELETE

Not e Not e If  an UPDATE operation updates only the large fields, DTS does not synchronize the
operation.

CREATE TABLE

Not e Not e If  a CREATE TABLE operation creates a part it ioned table or a table that contains
functions, DTS does not synchronize the operation.

ALTER TABLE operations, including only ADD COLUMN, DROP COLUMN, and RENAME COLUMN

DROP TABLE

RENAME TABLE, TRUNCATE TABLE, and CREATE INDEX

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Permissions required for database accountsPermissions required for database accounts
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Database Schema migration Full data migration
Incremental data
migration

Self-managed SQL
Server database

The SELECT permission The SELECT permission
The permissions of the
sysadmin role

ApsaraDB RDS for SQL
Server instance

The read and write
permissions

The read and write
permissions

The read and write
permissions

For more information about how to create and authorize a database account, see the following
topics:

Self-managed SQL Server database: CREATE USER

ApsaraDB RDS for SQL Server instance: Create an account for an ApsaraDB RDS SQL Server instance

Process of incremental data migrationProcess of incremental data migration
To prevent data migration failures caused by dependencies among objects, DTS migrates the schemas
and data from the source SQL Server database in the following order:

1. Migrate the schemas of tables, views, synonyms, user-defined types, rules, defaults, and plan
guides.

2. Perform full data migration.

3. Migrate the schemas of SQL stored procedures, SQL functions, triggers, and foreign keys.

4. Perform incremental data migration.

Not e Not e During schema migration and full data migration, we recommend that you do not
perform data definit ion language (DDL) operations on the source objects. Otherwise, the
objects may fail to be migrated.

Before you beginBefore you begin
Before you configure a data migration task, configure log sett ings on the self-managed SQL Server
database.

1. Run the following command in the self-managed SQL Server database to change the recovery
model to full:

use master;
GO
ALTER DATABASE <database_name> SET RECOVERY FULL WITH ROLLBACK IMMEDIATE;
GO

Parameters:
<database_name>: the name of the source database.
Example:

use master;
GO
ALTER DATABASE mytestdata SET RECOVERY FULL WITH ROLLBACK IMMEDIATE;
GO

2. Run the following command to create a logical backup for the source database. Skip this step if
you have already created a logical backup.
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BACKUP DATABASE <database_name> TO DISK='<physical_backup_device_name>';
GO

Parameters:

<database_name>: the name of the source database.

<physical_backup_device_name>: the storage path and file name of the backup file.

Example:

BACKUP DATABASE mytestdata TO DISK='D:\backup\dbdata.bak';
GO

3. Run the following command to back up the log entries of the source database:

BACKUP LOG <database_name> to DISK='<physical_backup_device_name>' WITH init;
GO

Parameters:

<database_name>: the name of the source database.

<physical_backup_device_name>: the storage path and file name of the backup file.

Example:

BACKUP LOG mytestdata TO DISK='D:\backup\dblog.bak' WITH init;
GO

4. Create a clustered index for each source table. For more information, see Create Clustered Indexes.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. In the upper part  of the Migrat ion T asksMigrat ion T asks page, select  the region where the RDS instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Instance Type

Select an instance type based on the deployment of the source
database. In this example, select User-Creat ed Dat abase wit hUser-Creat ed Dat abase wit h
Public IP AddressPublic IP Address .

Not e Not e If you select other instance types, you must deploy
the network environment for the self-managed database. For
more information, see Preparation overview.

Instance
Region

If the instance type is set to User-Creat ed Dat abase wit h PublicUser-Creat ed Dat abase wit h Public
IP AddressIP Address , you do not need to specify the Inst ance RegionInst ance Region
parameter.

Not e Not e If a whitelist  is configured for the self-managed SQL
Server database, you must add the CIDR blocks of DTS servers to
the whitelist  of the database. You can click Get  IP AddressGet  IP Address
Segment  of  DT SSegment  of  DT S next to Inst ance RegionInst ance Region to obtain the CIDR
blocks of DTS servers.

Database Type Select SQLServerSQLServer.
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Source
Database Hostname or

IP Address
Enter the endpoint that is used to connect to the self-managed SQL
Server database. In this example, enter the public IP address.

Port Number

Enter the service port number of the self-managed SQL Server
database. The default port number is 14331433.

Not e Not e The service port of the self-managed SQL Server
database must be accessible over the Internet.

Database
Account

Enter the account that is used to log on to the self-managed SQL
Server database. For information about the permissions that are
required for the account, see Permissions required for database
accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Destinatio
n
Database

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the destination RDS instance resides.

RDS Instance ID Select the ID of the destination RDS instance.

Database
Account

Enter the database account of the destination RDS instance. For
information about the permissions that are required for the account,
see Permissions required for database accounts.

Section Parameter Description

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 

Cloud

> Document  Version: 20220712 196



Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion. In this example, select all of the
three migration types.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, do not write data to the
self-managed SQL Server database during full data migration. This ensures data
consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

A single data migration task can migrate incremental data from only one
database. To migrate incremental data from multiple databases, you must
create a data migration task for each database.

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 12 hours. You can specify the retry t ime based on your needs. If DTS reconnects to
the source and destination databases within the specified time, DTS resumes the data
migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description

8. Click PrecheckPrecheck.

Not eNot e

A precheck is performed before the migration task starts. The migration task only starts
after the precheck succeeds.

If  the precheck fails, click the

icon next  to each failed check item to view the related details. Fix the issues as
instructed and run the precheck again.
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9. After the data migration task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Channel Specif icat ionChannel Specif icat ion parameter. Then, read
and select  Dat a T ransmission Service (Pay-as-you-go) Service T ermsDat a T ransmission Service (Pay-as-you-go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Full data migration
Do not manually stop a full data migration task. If  you manually stop a full data migration task,
the data that is migrated to the RDS instance may be incomplete. You can wait  until the full data
migration task automatically stops.

Incremental data migration
An incremental data migration task does not automatically stop. You must manually stop the
task.

Not e Not e We recommend that you manually stop an incremental data migration task at  an
appropriate point  in t ime. For example, you can stop the task during off-peak hours or
before you switch your workloads over to the RDS instance.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is not  delayedT he dat a migrat ion t ask is not  delayed
appear in the progress bar of the data migration task. Then, stop writ ing data to the self-
managed Oracle database for a few minutes. The delay t ime of increment al dat aincrement al dat a
migrat ionmigrat ion may be displayed in the progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he dat a migrat ionT he dat a migrat ion
t ask is not  delayedt ask is not  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the dest ination RDS instance.

What to do nextWhat to do next
The database accounts that are used for data migration have the read and write permissions. After
data migration is complete, you must delete the accounts of both the self-managed SQL Server
database and the ApsaraDB RDS for SQL Server instance to ensure security.

This topic describes how to migrate full data from a self-managed SQL Server database to an ApsaraDB
RDS for SQL Server instance by using Data Transmission Service (DTS). DTS supports schema migration,
full data migration, and incremental data migration. To migrate full data from a self-managed SQL
Server database, you can select  Schema Migration and Full Data Migration as the migration types.

6.2.2. Migrate full data from a self-managed SQL6.2.2. Migrate full data from a self-managed SQL
Server database to an ApsaraDB RDS for SQLServer database to an ApsaraDB RDS for SQL
Server instanceServer instance
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Not e Not e For information about how to migrate data without service disruptions, see Migrate
incremental data from a self-managed SQL Server database to an ApsaraDB RDS for SQL Server
instance.

PrerequisitesPrerequisites
The version of the self-managed SQL Server database is 2005, 2008, 2008 R2, 2012, 2014, 2016, 2017,
or 2019.

Not eNot e

If a primary/secondary switchover is performed in an SQL Server cluster or Always On
availability group (AOAG), the log serial numbers of the primary database and the
secondary database become inconsistent. In this case, DTS considers that the source
database does not support  resumable transmission, and the migration task fails.
Therefore, you cannot use an SQL Server cluster or an SQL Server AOAG as the source
database.

If  you migrate data between different versions of databases, make sure that the
database versions are compatible.

The available storage space of the ApsaraDB RDS for SQL Server instance is larger than the total size
of the data in the self-managed SQL Server database.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

DTS automatically creates a dest ination database in the ApsaraDB RDS for SQL Server instance.
However, if  the name of the source database is invalid, you must create a database in the ApsaraDB
RDS for SQL Server instance before you configure the data migration task.

Not e Not e For more information about the naming conventions of ApsaraDB RDS for SQL Server
databases and how to create a database, see Create a database on an ApsaraDB RDS for SQL
Server instance.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
database will overwrite the data in the dest ination instance after the task is resumed.

LimitsLimits
DTS does not migrate data of the SQL_VARIANT type.
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DTS does not migrate the schemas of assemblies, service brokers, full-text  indexes, full-text
catalogs, distributed schemas, distributed functions, CLR stored procedures, CLR scalar-valued
functions, CLR table-valued functions, internal tables, systems, or aggregate functions.

Migration typesMigration types
Schema migration
DTS migrates the schemas of the required objects to the dest ination instance. DTS supports schema
migration for the following types of objects: table, view, trigger, synonym, SQL stored procedure,
SQL function, plan guide, user-defined type, rule, default , and sequence.

Full data migration
DTS migrates historical data of the required objects from the self-managed SQL Server database to
the dest ination database in the ApsaraDB RDS for SQL Server instance.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Full data migration Free of charge

Charged only when data is
migrated from Alibaba Cloud
over the Internet. For more
information, see Pricing.

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration

Self-managed SQL Server
database

The SELECT permission The SELECT permission

ApsaraDB RDS for SQL Server
instance

The read and write permissions The read and write permissions

For information about how to create and authorize a database account, see the following topics:

Self-managed SQL Server database: CREATE USER

ApsaraDB RDS for SQL Server instance: Create an account for an ApsaraDB RDS SQL Server instance

Process of full data migrationProcess of full data migration
To prevent data migration failures caused by dependencies among objects, DTS migrates the schemas
and data from the source SQL Server database in the following order:

1. Migrate the schemas of tables, views, synonyms, user-defined types, rules, defaults, and plan
guides.

2. Perform full data migration.

3. Migrate the schemas of SQL stored procedures, SQL functions, triggers, and foreign keys.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. In the upper part  of the Migrat ion T asksMigrat ion T asks page, select  the region where the RDS instance resides.
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4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Instance Type

Select an instance type based on the deployment of the source
database. In this example, select User-Creat ed Dat abase wit hUser-Creat ed Dat abase wit h
Public IP AddressPublic IP Address .

Not e Not e If you select other instance types, you must deploy
the network environment for the self-managed database. For
more information, see Preparation overview.
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Source
Database

Instance
Region

If the instance type is set to User-Creat ed Dat abase wit h PublicUser-Creat ed Dat abase wit h Public
IP AddressIP Address , you do not need to specify the Inst ance RegionInst ance Region
parameter.

Not e Not e If a whitelist  is configured for the self-managed SQL
Server database, you must add the CIDR blocks of DTS servers to
the whitelist  of the database. You can click Get  IP AddressGet  IP Address
Segment  of  DT SSegment  of  DT S next to Inst ance RegionInst ance Region to obtain the CIDR
blocks of DTS servers.

Database Type Select SQLServerSQLServer.

Hostname or
IP Address

Enter the endpoint that is used to connect to the self-managed SQL
Server database. In this example, enter the public IP address.

Port Number

Enter the service port number of the self-managed SQL Server
database. The default port number is 14331433.

Not e Not e The service port of the self-managed SQL Server
database must be accessible over the Internet.

Database
Account

Enter the account that is used to log on to the self-managed SQL
Server database. For information about the permissions that are
required for the account, see Permissions required for database
accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Destinatio
n
Database

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the destination RDS instance resides.

RDS Instance ID Select the ID of the destination RDS instance.

Database
Account

Enter the database account of the destination RDS instance. For
information about the permissions that are required for the account,
see Permissions required for database accounts.

Section Parameter Description
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Database

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelist  of the dest ination RDS
instance. This ensures that DTS servers can connect to the dest ination RDS instance.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

In this example, select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion.

Not e Not e To ensure data consistency, we recommend that you do not write data to
the self-managed SQL Server database during data migration.

Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 12 hours. You can specify the retry t ime based on your needs. If DTS reconnects to
the source and destination databases within the specified time, DTS resumes the data
migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

8. Click PrecheckPrecheck.
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Not eNot e

A precheck is performed before the migration task starts. The migration task only starts
after the precheck succeeds.

If  the precheck fails, click the

icon next  to each failed check item to view the related details. Fix the issues as
instructed and run the precheck again.

9. After the data migration task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Channel Specif icat ionChannel Specif icat ion parameter. Then, read
and select  Dat a T ransmission Service (Pay-as-you-go) Service T ermsDat a T ransmission Service (Pay-as-you-go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Not e Not e We recommend that you do not manually stop a data migration task. Otherwise,
the data migrated to the dest ination instance will be incomplete. You can wait  until the data
migration task automatically stops.

12. Switch your workloads to the dest ination RDS instance.

What to do nextWhat to do next
The database accounts that are used for data migration have the read and write permissions. After
data migration is complete, you must delete the accounts of both the self-managed SQL Server
database and the ApsaraDB RDS for SQL Server instance to ensure security.

This topic describes how to use Advanced Database & Application Migration (ADAM) to migrate the
schema of a self-managed Oracle database to a PolarDB for Oracle cluster. Then, you can use Data
Transmission Service (DTS) to migrate data.

PrerequisitesPrerequisites
The version of the self-managed Oracle database is 9i, 10g, 11g, 12c, 18c, or 19c.

The self-managed Oracle database is running in ARCHIVELOG mode. Archived log files are accessible
and a suitable retention period is set  for archived log files. For more information, see Managing
Archived Redo Log Files.

Supplemental logging, including SUPPLEMENTAL_LOG_DATA_PK and SUPPLEMENTAL_LOG_DATA_UI, is
enabled for the self-managed Oracle database. For more information, see Supplemental Logging.

The tables to be migrated from the self-managed Oracle database contain primary keys or UNIQUE
NOT NULL indexes.

If  the version of your Oracle database is 12c or later, the names of the tables to migrate cannot
exceed 30 bytes in length.

6.3. Source database: Oracle6.3. Source database: Oracle
6.3.1. Migrate the schema of a self-managed6.3.1. Migrate the schema of a self-managed
Oracle database to a PolarDB for Oracle clusterOracle database to a PolarDB for Oracle cluster
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If  the self-managed Oracle database is deployed in a Real Application Cluster (RAC) architecture and
is connected to DTS over an Alibaba Cloud virtual private cloud (VPC), you must connect the Single
Client  Access Name (SCAN) IP address of the Oracle RAC and the virtual IP address (VIP) of each node
to the VPC and configure routes. The sett ings ensure that your DTS task can run as expected. For
more information, see Configure a route between DTS and Express Connect, VPN Gateway, or Smart
Access Gateway.

Not ice Not ice When you configure the source Oracle database in the DTS console, you can
specify the SCAN IP address of the Oracle RAC as the database endpoint  or IP address.

If  the PolarDB for Oracle cluster is not located in the China (Beijing), China (Hangzhou), China
(Zhangjiakou), China (Shenzhen), or China (Shanghai) region, you must apply a public endpoint  for the
PolarDB for Oracle cluster. For more information, see Apply for an endpoint.

The  polar_comp_redwood_raw_names  parameter is set  to off for the PolarDB for Oracle cluster. For
more information, see Configure cluster parameters.

Step 1: Collect the database schemaStep 1: Collect the database schema
The following table describes the methods that you can use to collect  the database schema by using
ADAM.

Collection method Scenario References

Collect database information
online

The source Oracle database
has a public IP address. You
can access the database over
the Internet.

The source Oracle database
has no public IP addresses.
You can access the database
by using Alibaba Cloud
Database Gateway.

Collect database information

Download Database Collector to
collect database information

The source database cannot be
accessed over the Internet. You
must download a Database
Collector client to collect the
information of the database.

Collect database information

Step 2: Analyze the database profileStep 2: Analyze the database profile
1. Log on to the ADAM console. In the left-side navigation pane, click Evaluat e DBEvaluat e DB.

2. On the Collect  DB Inf ormat ionCollect  DB Inf ormat ion tab, click Next : View Source Dat abase Prof ileNext : View Source Dat abase Prof ile.

3. Click Creat e Prof ileCreat e Prof ile. In the Create Profile panel, set  the basic information of the profile and click
Creat eCreat e.

Parameter Description

Prof ile NameProf ile Name Specify an informative profile name for easy identification.

T ypeT ype The value of this parameter is set to OracleOracle.
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Report  LanguageReport  Language
T ypeT ype

Select ChineseChinese or EnglishEnglish.

Dat a FileDat a File
i. Click UploadUpload.

ii. Select the compressed file that is exported in Step 1: Collect the
database schema.

Parameter Description

4. Return to the profile list , f ind the database profile, and then click Det ailsDet ails in the Act ionsAct ions column.
The source database profile is analyzed based on the following aspects: scale, session, risk,
hotspot, complexity, and load.

Step 3: Evaluate the compatibility of the destination databaseStep 3: Evaluate the compatibility of the destination database
1. In the left-side navigation pane, click Evaluat e DBEvaluat e DB.

2. Click the Evaluat e Dest . DBEvaluat e Dest . DB tab.

3. Click Creat e ProjectCreat e Project . In the Create Project  panel, set  the basic information of the project  and click
Creat eCreat e.

Parameter Description

Project  NameProject  Name Specify an informative project name for easy identification.

Project  T ypeProject  T ype Select POLARDB-OPOLARDB-O.

Dest inat ion Dat abaseDest inat ion Dat abase
VersionVersion

Select POLARDB OPOLARDB O.

Report  LanguageReport  Language Select ChineseChinese or EnglishEnglish.
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Source Dat abase Prof ileSource Dat abase Prof ile Select the source database profile that is created in Step 2.

Migrat e LOBs t o OSSMigrat e LOBs t o OSS
Select yesyes  or nono  to specify whether to migrate large objects (LOBs)
to Object Storage Service (OSS).

Select  Evaluat ed SchemasSelect  Evaluat ed Schemas

Select the schemas that you want to evaluate.

i. In the Not  Select edNot  Select ed section, select the schemas that you
want to evaluate.

ii. Click the  icon to add the schemas to the Select edSelect ed

section.

Parameter Description

After the project  is created, the state of the project  changes to ProcessingProcessing.

4. Wait  until the project  evaluation is completed, and then click Det ailsDet ails in the Act ionsAct ions column of the
project. You can view the compatibility, specificat ions, and migration risks of the dest ination
database. ADAM provides corresponding solut ions.

Step 4: Migrate and revise the database schemaStep 4: Migrate and revise the database schema

Transformation type Preparation References

Online transformation

For your account permissions:

If you are using an Alibaba Cloud account, skip
this step.

If you are using a Resource Access Management
(RAM) user, perform the following steps:

Log on to the ADAM console by using your
Alibaba Cloud account.

On the Transform & Migrate DB page, grant
the relevant permissions to the RAM user.

Add the CIDR blocks of ADAM servers to the
whitelist  of the PolarDB for Oracle cluster. For
more information, see Configure the whitelist  and
Add CIDR blocks to the whitelist  of a cluster.

If the ADAM server that is used to migrate a
database and the destination database are in
the same region, you must add the private CIDR
block of the ADAM server in the region to the
whitelist  of the destination database.

If the ADAM server that is used to migrate a
database and the destination database are in
different regions, you must add the public CIDR
block of the ADAM server to the whitelist  of
the destination database.

Online transformation.
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Warning Warning Online transformation implements only the migration of schemas. When you migrate
the schema of a database, ADAM evaluates and verifies the objects and provides solut ions for
incompatible objects. You can troubleshoot issues based on the error messages to ensure better
compatibility between the source and dest ination databases.

What's nextWhat's next
Migrate data from a self-managed Oracle database to a PolarDB for Oracle cluster

This topic describes how to migrate data from a self-managed Oracle database to a PolarDB for Oracle
cluster by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The schema of the source Oracle database is migrated to the dest ination PolarDB for Oracle cluster by
using Advanced Database & Application Migration (ADAM). For more information, see Steps 1 to 4 in
Migrate the schema of a self-managed Oracle database to a PolarDB for Oracle cluster.

BillingBilling
You are billed when incremental data migration is in progress, including the period when incremental
data migration is paused. For more information, see Pricing.

PrecautionsPrecautions
During full data migration, DTS uses read and write resources of the source and dest ination
databases. This may increase the loads of the database servers. Before you migrate data, evaluate
the impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours.

If  the engine version of your Oracle database is 12c or later, the names of tables to migrate cannot
exceed 30 bytes in length.

If  the self-managed Oracle database is deployed in a Real Application Cluster (RAC) architecture and
is connected to DTS over an Alibaba Cloud virtual private cloud (VPC), you must connect the Single
Client  Access Name (SCAN) IP address of the Oracle RAC and the virtual IP address (VIP) of each node
to the VPC and configure routes. The sett ings ensure that your DTS task can run as expected. For
more information, see Configure a route between DTS and Express Connect, VPN Gateway, or Smart
Access Gateway.

Not ice Not ice When you configure the source Oracle database in the DTS console, you can
specify the SCAN IP address of the Oracle RAC as the database endpoint  or IP address.

PreparationsPreparations
Log on to the self-managed Oracle database, create an account that you want to use to collect  data,
and then grant permissions to the account.

Not e Not e If  you have created a database account and the account has the permissions that are
listed in the following table, skip this step.

6.3.2. Migrate data from a self-managed Oracle6.3.2. Migrate data from a self-managed Oracle
database to a PolarDB for Oracle clusterdatabase to a PolarDB for Oracle cluster
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Database Schema migration Full data migration
Incremental data
migration

Self-managed Oracle
database

The permissions of the
schema owner

The permissions of the
schema owner

Database administrator
(DBA)

PolarDB cluster
The permissions of the
schema owner

The permissions of the
schema owner

The permissions of the
schema owner

Self-managed Oracle database: CREATE USER and GRANT

PolarDB cluster: Create an account

ProcedureProcedure
1. Log on to the DTS console. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

2. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

3. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

4. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify the
task. You do not need to specify a unique task name.
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Source
Database

Instance Type

The instance type of the source database. In this example, User-User-
Creat ed Dat abase wit h Public IP AddressCreat ed Dat abase wit h Public IP Address  is selected for this
parameter.

Not e Not e If you select other instance types, you must deploy
the network environment for the self-managed database. For
more information, see Preparation overview.

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  as
the instance type, you do not need to configure the Inst ance RegionInst ance Region
parameter.

Not e Not e If a whitelist  is configured for the self-managed
Oracle database, you must add the CIDR blocks of DTS servers to
the whitelist  of the database. You can click Get  IP AddressGet  IP Address
Segment  of  DT SSegment  of  DT S next to Inst ance RegionInst ance Region to obtain the CIDR
blocks of DTS servers.

Database Type Select OracleOracle.

Hostname or
IP Address

The endpoint that is used to connect to the self-managed Oracle
database.

Port Number

The service port number of the self-managed Oracle database.
Default value: 15211521.

Not e Not e The service port of the self-managed Oracle
database must be accessible over the Internet.

Instance Type

If you select Non-RAC Inst anceNon-RAC Inst ance, you must specify the SIDSID
parameter.

If you select RAC Inst anceRAC Inst ance, you must specify the Service NameService Name
parameter.

Database
Account

The account of the self-managed Oracle database. For information
about the permissions that are required for the account, see
Preparations.

Section Parameter Description
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Database
Password

The password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Destinatio
n
Database

Instance Type Select PolarDBPolarDB.

Instance
Region

The region where the destination PolarDB for Oracle cluster resides.

PolarDB
Instance ID

The ID of the destination PolarDB for Oracle cluster.

Database
Name

The name of the destination database.

Database
Account

The database account of the destination PolarDB cluster. For
information about the permissions that are required for the account,
see Preparations.

Database
Password

The password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

5. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelist  of the dest ination PolarDB
cluster. This ensures that DTS servers can connect to the dest ination PolarDB cluster.

6. Select  the migration types and objects to migrate.
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Setting Description
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Select
the
migratio
n types

Schema migration is complete. Therefore, you do not need to select Schema Migration in
this step. For more information, see Migrate the schema of a self-managed Oracle
database to a PolarDB for Oracle cluster.

To perform only full data migration, select only Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Full Dat a Migrat ionFull Dat a Migrat ion and
Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not eNot e

If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, do not write data to the self-
managed Oracle database during full data migration. This ensures data
consistency between the source and destination databases.

The following SQL operations can be synchronized during incremental data
migration:

DML operations: INSERT, UPDATE, and DELETE

DDL:

CREATE TABLE

Not e Not e If a CREATE TABLE statement contains
partit ioning clauses, subpartit ioning clauses, or functions,
DTS does not migrate the statement. In addition, DTS
does not migrate the CREATE TABLE AS SELECT statements.

ALTER TABLE, including ADD COLUMN, ADD INDEX, DROP COLUMN,
DROP INDEX, MODIFY COLUMN, and RENAME COLUMN

DROP TABLE

RENAME TABLE, TRUNCATE TABLE, and CREATE INDEX

If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is selected, DTS migrates the ROWID columns
from tables without primary keys. This allows you to deduplicate and verify
data in tables without primary keys.

Setting Description
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Select
the
objects
that you
want to
migrate

Select objects from the AvailableAvailable section and click the  icon to add the objects to the

Select edSelect ed section. The schema of the objects has been migrated to the destination
PolarDB for Oracle cluster by using ADAM.

Warning Warning In this scenario, the schema of the source database is migrated to the
destination database by using ADAM. We recommend that you do not use the object
name mapping feature. Otherwise, the data migration task fails.

Specify
whether
to
rename
objects

In this scenario, the schema of the source database is migrated to the destination
database by using ADAM. We recommend that you do not use the object name mapping
feature. Otherwise, the data migration task fails.

Specify
the retry
time
range
for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the following 12 hours. You can specify the retry t ime range based on your business
requirements. If DTS is reconnected to the source and destination databases within the
specified time range, DTS resumes the data migration task. Otherwise, the data migration
task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime range based on your business needs. You
can also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description

7. Perform a precheck and start  the data migration task.

i. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start
the data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed

item to view details.

You can troubleshoot the issues based on the causes and run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items
and run a precheck again.

ii. After the data migration task passes the precheck, click NextNext .
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iii. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and
select  Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

iv. Click Buy and St artBuy and St art  to start  the data migration task.

8. After data migration is complete, stop the data migration task.

Warning Warning To minimize the negative impact of data migration on your business, we
recommend that you switch your workloads to the dest ination PolarDB for Oracle cluster and
prepare a rollback solut ion. You can migrate incremental data from the dest ination PolarDB for
Oracle cluster back to the source Oracle database in real t ime. For more information, see Switch
workloads to the dest ination database. If  you do not need to switch your workloads, perform
the following steps to stop the data migration task.

Full data migration
Do not manually stop a task during full data migration. Otherwise, the system may fail to migrate
all data. Wait  until the migration task automatically ends.

Incremental data migration
The task does not automatically end during incremental data migration. You must manually stop
the migration task.

a. Wait  until the task progress bar shows Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ionT he migrat ion
t ask is not  delayedt ask is not  delayed. Then, stop writ ing data to the source database for a few minutes. In
some cases, the progress bar shows the delay t ime of increment al dat a migrat ionincrement al dat a migrat ion.

b. After the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask is notT he migrat ion t ask is not
delayeddelayed, manually stop the migration task.

PolarDB is a next-generation relat ional database service that is developed by Alibaba Cloud. It  is
compatible with MySQL, PostgreSQL, and Oracle database engines. PolarDB provides superior
performance in storage and computing to meet diverse requirements of enterprises. This topic
describes how to migrate data from a self-managed Oracle database to a PolarDB for Oracle cluster by
using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The version of the self-managed Oracle database is 9i, 10g, 11g, 12c, 18c, or 19c.

The self-managed Oracle database is running in ARCHIVELOG mode. Archived log files are accessible
and a suitable retention period is set  for archived log files. For more information, see Managing
Archived Redo Log Files.

Supplemental logging, including SUPPLEMENTAL_LOG_DATA_PK and SUPPLEMENTAL_LOG_DATA_UI, is
enabled for the self-managed Oracle database. For more information, see Supplemental Logging.

The tables to be migrated from the self-managed Oracle database contain primary keys or UNIQUE

6.3.3. Migrate data from a self-managed Oracle6.3.3. Migrate data from a self-managed Oracle
database to a PolarDB for Oracle clusterdatabase to a PolarDB for Oracle cluster
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NOT NULL indexes.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

If a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination database, stop or release the data migration task. Otherwise, the data from the
source database will overwrite the data in the dest ination database after the task is resumed.

If the version of your Oracle database is 12c or later, the names of the tables to be migrated cannot
exceed 30 bytes in length.

If  the self-managed Oracle database is deployed in a Real Application Cluster (RAC) architecture and
is connected to DTS over an Alibaba Cloud virtual private cloud (VPC), you must connect the Single
Client  Access Name (SCAN) IP address of the Oracle RAC and the virtual IP address (VIP) of each node
to the VPC and configure routes. The sett ings ensure that your DTS task can run as expected. For
more information, see Configure a route between DTS and Express Connect, VPN Gateway, or Smart
Access Gateway.

Not ice Not ice When you configure the source Oracle database in the DTS console, you can
specify the SCAN IP address of the Oracle RAC as the database endpoint  or IP address.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types

Migration type Description
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Schema migration

DTS migrates the schemas of the required objects from the source database to the
destination PolarDB for Oracle cluster (PolarDB cluster in short). DTS supports
schema migration for the following types of objects: table, view, synonym, trigger,
stored procedure, function, package, and user-defined type.

Not e Not e In this scenario, DTS is incompatible with triggers. If an object
contains triggers, data will become inconsistent between the source and
destination databases.

Full data migration

DTS migrates historical data of the required objects from the source database to
the destination PolarDB cluster.

Not e Not e During schema migration and full data migration, we recommend
that you do not perform data definit ion language (DDL) operations on the
required objects. Otherwise, the objects may fail to be migrated.

Incremental data
migration

DTS retrieves redo log files from the self-managed Oracle database. Then, DTS
synchronizes incremental data from the self-managed Oracle database to the
destination PolarDB cluster.
The following SQL operations can be synchronized during incremental data
migration:

DML operations: INSERT, UPDATE, and DELETE

DDL:

CREATE TABLE

Not e Not e If a CREATE TABLE statement contains partit ioning clauses,
subpartit ioning clauses, or functions, DTS does not migrate the
statement. In addition, DTS does not migrate the CREATE TABLE AS SELECT
statements.

ALTER TABLE, including ADD COLUMN, ADD INDEX, DROP COLUMN, DROP INDEX,
MODIFY COLUMN, and RENAME COLUMN

DROP TABLE

RENAME TABLE, TRUNCATE TABLE, and CREATE INDEX

Incremental data migration allows you to ensure service continuity when you
migrate data from the self-managed Oracle database to the destination PolarDB
cluster.

Migration type Description

Before you beginBefore you begin
Log on to the source Oracle database, create an account for data collect ion, and grant permissions to
the account.

Not e Not e If  you have created a database account and the account has the permissions that are
listed in the following table, skip this step.

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 

Cloud

> Document  Version: 20220712 220



Database Schema migration Full data migration
Incremental data
migration

Self-managed Oracle
database

The permissions of the
schema owner

The permissions of the
schema owner

Database administrator
(DBA)

PolarDB cluster
The permissions of the
schema owner

The permissions of the
schema owner

The permissions of the
schema owner

For more information about how to create and authorize a database account, see the following
topics:

Self-managed Oracle database: CREATE USER and GRANT

PolarDB cluster: Create an account

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description
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N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need to
use a unique task name.

Source
Database

Instance Type

Select an instance type based on the deployment of the source
database. In this example, select User-Creat ed Dat abase wit hUser-Creat ed Dat abase wit h
Public IP AddressPublic IP Address .

Not e Not e If you select other instance types, you must deploy
the network environment for the source database. For more
information, see Preparation overview.

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  as
the instance type, you do not need to specify the Inst ance RegionInst ance Region
parameter.

Not e Not e If a whitelist  is configured for the self-managed
Oracle database, you must add the CIDR blocks of DTS servers to
the whitelist  of the database. You can click Get  IP AddressGet  IP Address
Segment  of  DT SSegment  of  DT S next to Inst ance RegionInst ance Region to obtain the CIDR
blocks of DTS servers.

Database Type Select OracleOracle.

Hostname or
IP Address

Enter the endpoint that is used to connect to the self-managed
Oracle database. In this example, enter the public IP address.

Port Number

Enter the service port number of the self-managed Oracle database.
The default port number is 15211521.

Not e Not e The service port of the self-managed Oracle
database must be accessible over the Internet.

Instance Type

If you select Non-RAC Inst anceNon-RAC Inst ance, you must specify the SIDSID
parameter.

If you select RAC Inst anceRAC Inst ance, you must specify the Service NameService Name
parameter.

Database
Account

Enter the account of the self-managed Oracle database. For
information about the permissions that are required for the account,
see Before you begin.

Section Parameter Description
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Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Destinatio
n
Database

Instance Type Select PolarDBPolarDB.

Instance
Region

Select the region where the destination PolarDB cluster resides.

PolarDB
Instance ID

Select the ID of the destination PolarDB cluster.

Database
Name

Enter the name of the destination database.

Database
Account

Enter the database account of the destination PolarDB cluster. For
information about the permissions that are required for the account,
see Before you begin.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelist  of the dest ination PolarDB
cluster. This ensures that DTS servers can connect to the dest ination PolarDB cluster.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not eNot e

If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you do
not write data to the source database during full data migration. This ensures
data consistency between the source and destination databases.

If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is selected, DTS migrates the ROWID columns
in tables without primary keys. This allows you to deduplicate and verify data
in tables without primary keys.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Not e Not e If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 12 hours. You can specify the retry t ime based on your needs. If DTS reconnects to
the source and destination databases within the specified time, DTS resumes the data
migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.
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9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.

Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the dest ination PolarDB cluster.

This topic describes how to migrate data from a self-managed Oracle database to an ApsaraDB RDS for
MySQL instance by using Data Transmission Service (DTS). DTS supports schema migration, full data
migration, and incremental data migration. When you migrate data from a self-managed Oracle
database, you can select  all of the supported migration types to ensure service continuity.

PrerequisitesPrerequisites
The version of the self-managed Oracle database is 9i, 10g, 11g, 12c, 18c, or 19c.

Supplemental logging, SUPPLEMENTAL_LOG_DATA_PK, and SUPPLEMENTAL_LOG_DATA_UI are
enabled for the self-managed Oracle database. For more information, see Supplemental Logging.

The self-managed Oracle database runs in ARCHIVELOG mode. Archived log files of the Oracle
database are accessible, and an appropriate retention period is specified for the archived log files.
For more information, see Managing Archived Redo Log Files.

The size of available storage in the RDS instance is larger than the size of data that you want to
migrate from the self-managed Oracle database.

6.3.4. Migrate data from a self-managed Oracle6.3.4. Migrate data from a self-managed Oracle
database to an ApsaraDB RDS for MySQL instancedatabase to an ApsaraDB RDS for MySQL instance
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PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

If  the self-managed Oracle database is deployed in a Real Application Cluster (RAC) architecture and
is connected to DTS over an Alibaba Cloud virtual private cloud (VPC), you must connect the Single
Client  Access Name (SCAN) IP address of the Oracle RAC and the virtual IP address (VIP) of each node
to the VPC and configure routes. The sett ings ensure that your DTS task can run as expected. For
more information, see Configure a route between DTS and Express Connect, VPN Gateway, or Smart
Access Gateway.

Not ice Not ice When you configure the source Oracle database in the DTS console, you can
specify the SCAN IP address of the Oracle RAC as the database endpoint  or IP address.

Table names in the RDS instance are not case-sensit ive. If  a table name in the self-managed Oracle
database contains uppercase letters, ApsaraDB RDS for MySQL converts all uppercase letters to
lowercase letters and then creates the table.
If  the self-managed Oracle database contains identical table names that differ only in capitalizat ion,
the table names are identified as duplicates. As a result , the "The object  already exists" message may
be displayed during schema migration. To prevent table name conflicts in the RDS instance, you can
rename the migrated objects by using the object  name mapping feature of DTS. For more
information, see Object name mapping.

DTS automatically creates a dest ination database in the ApsaraDB RDS for MySQL instance. If  the
name of the source database is invalid, you must manually create a dest ination database in the RDS
instance before you configure a data migration task. For more information about the naming
conventions of ApsaraDB RDS for MySQL databases and how to create a database, see Create a
database.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Schema migration
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DTS supports schema migration for tables and indexes. DTS does not support  schema migration for
the following types of objects: views, synonyms, triggers, stored procedures, stored functions,
packages, and user-defined data types. DTS has the following limits on schema migration for tables
and indexes:

DTS does not support  schema migration for nested tables. DTS converts clustered tables and
index-organized tables into standard tables in the dest ination database.

DTS does not support  schema migration for function-based indexes, domain indexes, bitmap
indexes, or reverse indexes.

Full data migration
DTS migrates the historical data of specified objects from the self-managed Oracle database to the
destination database in the RDS instance.

Incremental data migration
DTS uses the round-robin algorithm to retrieve redo log files from the self-managed Oracle
database. Then, DTS synchronizes incremental data from the self-managed Oracle database to the
destination database in the RDS instance. Incremental data migration ensures service continuity when
you migrate data from the self-managed Oracle database to the dest ination database in the RDS
instance.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration

INSERT, DELETE, and UPDATE

CREATE TABLE

Not e Not e DTS cannot synchronize the CREATE TABLE operations that are performed to create
tables in which functions are nested.

ALTER TABLE, ADD COLUMN, DROP COLUMN, RENAME COLUMN, and ADD INDEX

DROP TABLE

RENAME TABLE, TRUNCATE TABLE, and CREATE INDEX

Data type mappingsData type mappings
For more information, see Data type mappings between heterogeneous databases.

Before you beginBefore you begin
Log on to the self-managed Oracle database, create an account that you want to use to collect  data,
and grant permissions to the account.

Not e Not e If  you created an account that is granted the permissions listed in the following table,
you can skip this step.

Database Schema migration Full data migration
Incremental data
migration

Self-managed Oracle
database

Permissions of the
schema owner

Permissions of the
schema owner

DBA

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 

Cloud

> Document  Version: 20220712 228

https://www.alibabacloud.com/help/doc-detail/131292.htm#concept-1813831


ApsaraDB RDS for
MySQL instance

Write permissions on
the destination
database

Write permissions on
the destination
database

Write permissions on
the destination
database

Database Schema migration Full data migration
Incremental data
migration

For more information about how to create an account and grant permissions to the account, see the
following topics:

Self-managed Oracle database: CREATE USER and GRANT.

ApsaraDB RDS for MySQL instance: Create an account on an ApsaraDB RDS for MySQL instance and
Modify the permissions of a standard account for an ApsaraDB RDS for MySQL instance.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. In the upper part  of the Migrat ion T asksMigrat ion T asks page, select  the region where the RDS instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the self-managed Oracle database and RDS instance.

Section Parameter Description
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N/A Task Name
DTS automatically generates a task name. We recommend that you
specify a name that can help you identify the task. You do not need
to specify a unique task name.

Source
Database

Instance Type

Select an instance type based on the deployment of the self-
managed Oracle database. In this example, select User-Creat edUser-Creat ed
Dat abase wit h Public IP AddressDat abase wit h Public IP Address .

Not e Not e If you select other instance types, you must set up
the environment that is required for the self-managed Oracle
database. For more information, see Preparation overview.

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  as
the instance type, you do not need to configure the Inst ance RegionInst ance Region
parameter.

Not e Not e If an IP address whitelist  is configured for the self-
managed Oracle database, you must add the CIDR blocks of DTS
servers to the IP address whitelist  of the database. You can click
Get  IP Address Segment  of  DT SGet  IP Address Segment  of  DT S next to Inst ance RegionInst ance Region to
obtain the CIDR blocks of DTS servers.

Database Type Select OracleOracle.

Hostname or
IP Address

Enter the endpoint that is used to connect to the self-managed
Oracle database. In this example, enter the public IP address.

Port Number
Enter the port number that is used to connect to the self-managed
Oracle database. The port must be accessible over the Internet. The
default port number is 15211521.

Instance Type

If you select Non-RAC Inst anceNon-RAC Inst ance, you must configure the SIDSID
parameter.

If you select RAC or PDB Inst anceRAC or PDB Inst ance, you must configure the
Service NameService Name parameter.

Database
Account

Enter the account that you created in the self-managed Oracle
database. For more information about the permissions that are
required for the account, see Before you begin.

Section Parameter Description
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Database
Password

Enter the password of the preceding account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Destinatio
n
Database

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the RDS instance resides.

RDS Instance ID Select the ID of the RDS instance.

Database
Account

Enter the account that is used to connect to the RDS instance. For
more information about the permissions that are required for the
account, see Before you begin.

Database
Password

Enter the password of the preceding account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
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WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects that you want to migrate.
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Setting Description

Select
the
migratio
n types

If you want to perform only full data migration, select Schema Migrat ionSchema Migrat ion and FullFull
Dat a Migrat ionDat a Migrat ion.

If you want to ensure service continuity during data migration, select SchemaSchema
Migrat ionMigrat ion, Full Dat a Migrat ionFull Dat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If you do not select Increment al Dat a Migrat ionIncrement al Dat a Migrat ion, make sure that no
data is written to the self-managed Oracle database during full data migration. This
ensures data consistency between the self-managed Oracle database and the RDS
instance.
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Select
the
objects
that you
want to
migrate

Select one or more objects in the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases.

By default, the name of an object that is migrated to the RDS instance remains
the same as that in the self-managed Oracle database. You can use the object
name mapping feature to rename the objects that are migrated to the RDS
instance. For more information, see Object name mapping.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the RDS instance. For more information, see Object name mapping.

Specify
the retry
time
range
for
failed
connecti
ons to
the self-
manage
d Oracle
databas
e or RDS
instance

By default, if DTS fails to connect to the self-managed Oracle database or RDS instance,
DTS retries within the following 12 hours. You can specify the retry t ime range based on
your business requirements. If DTS is reconnected to the self-managed Oracle database
and RDS instance within the specified time range, DTS resumes the data migration task.
Otherwise, the data migration task fails.

Not e Not e Within the t ime range in which DTS attempts to reconnect to the self-
managed Oracle database and RDS instance, you are charged for the DTS instance. We
recommend that you specify the retry t ime range based on your business
requirements. You can also release the DTS instance at the earliest opportunity after
the self-managed Oracle database and RDS instance are released.

Setting Description

8. Click PrecheckPrecheck.

Not eNot e

A precheck is performed before the migration task starts. The migration task only starts
after the precheck succeeds.

If  the precheck fails, click the

icon next  to each failed check item to view the related details. Fix the issues as
instructed and run the precheck again.

9. After the data migration task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Channel Specif icat ionChannel Specif icat ion parameter. Then, read
and select  Dat a T ransmission Service (Pay-as-you-go) Service T ermsDat a T ransmission Service (Pay-as-you-go) Service T erms.
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11. Click Buy and St artBuy and St art  to start  the data migration task.

Full data migration
Do not manually stop a full data migration task. If  you manually stop a full data migration task,
the data that is migrated to the RDS instance may be incomplete. You can wait  until the full data
migration task automatically stops.

Incremental data migration
An incremental data migration task does not automatically stop. You must manually stop the
task.

Not e Not e We recommend that you manually stop an incremental data migration task at  an
appropriate point  in t ime. For example, you can stop the task during off-peak hours or
before you switch your workloads over to the RDS instance.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is not  delayedT he dat a migrat ion t ask is not  delayed
appear in the progress bar of the data migration task. Then, stop writ ing data to the self-
managed Oracle database for a few minutes. The delay t ime of increment al dat aincrement al dat a
migrat ionmigrat ion may be displayed in the progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he dat a migrat ionT he dat a migrat ion
t ask is not  delayedt ask is not  delayed again. Then, manually stop the migration task.

12. Switch your workloads over to the RDS instance.

What to do nextWhat to do next
The accounts that are used to migrate data are granted the read and write permissions. After the data
migration is complete, you must delete the accounts of the self-managed Oracle database and the
RDS instance to ensure database security.

Additional informationAdditional information
DTS supports reverse data transmission when you migrate data from a self-managed Oracle database
to an ApsaraDB RDS for MySQL instance. You can use this feature to synchronize data changes from the
ApsaraDB RDS for MySQL instance to the self-managed Oracle database. If  you want to use the reverse
data transmission feature, submit  a t icket.

This topic describes how to migrate data from a self-managed Oracle database to a PolarDB for MySQL
cluster by using Data Transmission Service (DTS). DTS supports schema migration, full data migration,
and incremental data migration. When you migrate data from a self-managed Oracle database, you can
select  all of the supported migration types to ensure service continuity.

PrerequisitesPrerequisites
The version of the self-managed Oracle database is 9i, 10g, 11g, 12c, 18c, or 19c.

6.3.5. Migrate data from a self-managed Oracle6.3.5. Migrate data from a self-managed Oracle
database to a PolarDB for MySQL clusterdatabase to a PolarDB for MySQL cluster
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Supplemental logging, including SUPPLEMENTAL_LOG_DATA_PK and SUPPLEMENTAL_LOG_DATA_UI, is
enabled for the self-managed Oracle database. For more information, see Supplemental Logging.

The self-managed Oracle database is running in ARCHIVELOG mode. Archived log files are accessible
and a suitable retention period is set  for archived log files. For more information, see Managing
Archived Redo Log Files.

The available storage space of the PolarDB for MySQL cluster is larger than the total size of the data
in the self-managed Oracle database.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

If  the self-managed Oracle database is deployed in a Real Application Cluster (RAC) architecture and
is connected to DTS over an Alibaba Cloud virtual private cloud (VPC), you must connect the Single
Client  Access Name (SCAN) IP address of the Oracle RAC and the virtual IP address (VIP) of each node
to the VPC and configure routes. The sett ings ensure that your DTS task can run as expected. For
more information, see Configure a route between DTS and Express Connect, VPN Gateway, or Smart
Access Gateway.

Not ice Not ice When you configure the source Oracle database in the DTS console, you can
specify the SCAN IP address of the Oracle RAC as the database endpoint  or IP address.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination cluster, stop or release the data migration task. Otherwise, the data in the source
database will overwrite the data in the dest ination cluster after the task is resumed.

Table names in the PolarDB for MySQL cluster are case-insensit ive. If  a table name in the source Oracle
database contains uppercase letters, PolarDB for MySQL converts all uppercase letters to lowercase
letters before creating the table.
If  the source Oracle database contains identical table names that differ only in capitalizat ion, these
table names are identified as duplicate. During schema migration, the following message is returned:
"The object  already exists." To prevent name conflicts in the dest ination database, you can rename
the migrated objects by using the object  name mapping feature. For more information, see Object
name mapping.

DTS automatically creates a dest ination database in the PolarDB for MySQL cluster. However, if  the
name of the source database is invalid, you must manually create a database in the PolarDB for
MySQL cluster before you configure the data migration task. For more information about how to
create a database and the database naming conventions, see Create a database.

BillingBilling
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Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Schema migration
DTS supports schema migration for tables and indexes. DTS does not support  schema migration for
the following types of objects: view, synonym, trigger, stored procedure, function, package, and
user-defined type. DTS has the following limits on schema migration for tables and indexes:

DTS does not support  schema migration for nested tables. DTS converts clustered tables and
index-organized tables (IOTs) into common tables in the dest ination database.

DTS does not support  schema migration for function-based indexes, domain indexes, bitmap
indexes, or reverse indexes.

Full data migration
DTS migrates historical data of the required objects from the self-managed Oracle database to the
destination database in the PolarDB for MySQL cluster.

Incremental data migration
DTS retrieves redo log files from the self-managed Oracle database. Then, DTS synchronizes
incremental data from the self-managed Oracle database to the dest ination database in the PolarDB
for MySQL cluster. Incremental data migration allows you to ensure service continuity when you
migrate data from the self-managed Oracle database to the dest ination database.

Data type conversionData type conversion
Oracle and PolarDB for MySQL are heterogeneous databases. DTS does not ensure that the schemas of
the source and dest ination databases are consistent after schema migration. We recommend that you
evaluate the impact of data type conversion on your business. For more information, see Data type
mappings between heterogeneous databases.

Before you beginBefore you begin
Log on to the source Oracle database, create an account for data collect ion, and grant permissions to
the account.

Not e Not e If  you have created a database account and the account has the permissions that are
listed in the following table, skip this step.

Database Schema migration Full data migration
Incremental data
migration

Self-managed Oracle
database

The permissions of the
schema owner

The permissions of the
schema owner

The database
administrator (DBA)
permission

PolarDB for MySQL
cluster

The permissions of the
schema owner

The permissions of the
schema owner

The permissions of the
schema owner
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For more information about how to create and authorize a database account, see the following
topics:

Self-managed Oracle database: CREATE USER and GRANT

PolarDB for MySQL cluster: Create a database account and Manage database accounts for a cluster

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need to
use a unique task name.

Instance Type

Select an instance type based on the deployment of the source
database. In this example, select User-Creat ed Dat abase wit hUser-Creat ed Dat abase wit h
Public IP AddressPublic IP Address .

Not e Not e If you select other instance types, you must deploy
the network environment for the source database. For more
information, see Preparation overview.
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Source
Database

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  as
the instance type, you do not need to specify the Inst ance RegionInst ance Region
parameter.

Not e Not e If a whitelist  is configured for the self-managed
Oracle database, you must add the CIDR blocks of DTS servers to
the whitelist  of the database. You can click Get  IP AddressGet  IP Address
Segment  of  DT SSegment  of  DT S next to Inst ance RegionInst ance Region to obtain the CIDR
blocks of DTS servers.

Database Type Select OracleOracle.

Hostname or
IP Address

Enter the endpoint that is used to connect to the self-managed
Oracle database. In this example, enter the public IP address.

Port Number
Enter the service port number of the self-managed Oracle database.
The port must be accessible over the Internet. The default port
number is 15211521.

Instance Type

If you select Non-RAC Inst anceNon-RAC Inst ance, you must specify the SIDSID
parameter.

If you select RAC Inst anceRAC Inst ance, you must specify the Service NameService Name
parameter.

Database
Account

Enter the account of the self-managed Oracle database. For
information about the permissions that are required for the account,
see Before you begin.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the source database parameters,
click T est  Connect ivit yT est  Connect ivit y next to Dat abase PasswordDat abase Password to verify
whether the specified parameters are valid. If the specified
parameters are valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Modify the source
database parameters based on the check results.

Destinatio
n

Instance Type Select PolarDBPolarDB.

Instance
Region

Select the region where the destination PolarDB for MySQL cluster
resides.

PolarDB
Instance ID

Select the ID of the destination PolarDB for MySQL cluster.

Database
Account

Enter the database account of the destination PolarDB for MySQL
cluster. For more information about the permissions that are required
for the account, see Before you begin.

Section Parameter Description
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n
Database

Database
Password

Enter the password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the parameters are valid. If the
specified parameters are valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Modify
the destination database parameters based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e In this step, DTS adds the CIDR blocks of DTS servers to the whitelist  of the
destination PolarDB for MySQL cluster. This ensures that DTS servers can connect to the
destination cluster.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, do not write data to the
source database during full data migration. This ensures data consistency between
the source and destination databases.

Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination cluster, the name of
the object remains the same as that in the self-managed Oracle database. You
can use the object name mapping feature to rename the objects that are
migrated to the destination cluster. For more information, see Object name
mapping.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination cluster. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 12 hours. You can specify the retry t ime based on your needs. If DTS reconnects to
the source and destination databases within the specified time, DTS resumes the data
migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

8. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.

Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the dest ination PolarDB for MySQL cluster.

What to do nextWhat to do next
The database accounts that are used for data migration have the read and write permissions. After
data migration is complete, you must delete the accounts of both the self-managed Oracle database
and the PolarDB for MySQL cluster to ensure database security.

More informationMore information
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DTS supports reverse data transmission when you migrate data from a self-managed Oracle database
to a PolarDB for MySQL cluster. You can use this feature to synchronize data changes from the PolarDB
for MySQL cluster to the self-managed Oracle database. To do this, submit  a t icket.

This topic describes how to migrate data from a self-managed Oracle database to a PolarDB-X 1.0
instance by using Data Transmission Service (DTS). DTS supports full data migration and incremental
data migration. When you migrate data from a self-managed Oracle database, you can select  the two
migration types to ensure service continuity.

PrerequisitesPrerequisites
The version number of the self-managed Oracle database is 9i, 10g, 11g, 12c, 18c, or 19c.

Supplemental logging, SUPPLEMENTAL_LOG_DATA_PK, and SUPPLEMENTAL_LOG_DATA_UI are
enabled for the self-managed Oracle database. For more information, see Supplemental Logging.

The self-managed Oracle database is running in ARCHIVELOG mode. Archived log files are accessible
and a suitable retention period is set  for archived log files. For more information, see Managing
Archived Redo Log Files.

The service port  of the self-managed Oracle database is accessible over the Internet.

The databases in the PolarDB-X 1.0 instance must be created based on ApsaraDB RDS for MySQL
instances. DTS does not support  PolarDB-X 1.0 databases that are created based on PolarDB for
MySQL clusters.

The available storage space of the PolarDB-X 1.0 instance is larger than the total size of the data in
the self-managed Oracle database.

PrecautionsPrecautions
DTS does not support  schema migration from a self-managed Oracle database to a PolarDB-X 1.0
instance.

Not e Not e During schema migration, DTS migrates the schemas of required objects, such as
tables, from the source database to the dest ination database.

DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

If  the self-managed Oracle database is deployed in a Real Application Cluster (RAC) architecture and
is connected to DTS over an Alibaba Cloud virtual private cloud (VPC), you must connect the Single
Client  Access Name (SCAN) IP address of the Oracle RAC and the virtual IP address (VIP) of each node

6.3.6. Migrate data from a self-managed Oracle6.3.6. Migrate data from a self-managed Oracle
database to a PolarDB-X 1.0 instancedatabase to a PolarDB-X 1.0 instance
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to the VPC and configure routes. The sett ings ensure that your DTS task can run as expected. For
more information, see Configure a route between DTS and Express Connect, VPN Gateway, or Smart
Access Gateway.

Not ice Not ice When you configure the source Oracle database in the DTS console, you can
specify the SCAN IP address of the Oracle RAC as the database endpoint  or IP address.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
database overwrites the data in the dest ination instance after the task is resumed.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Full data migration
DTS migrates the historical data of required objects from the source Oracle database to the
destination PolarDB-X instance.

Not e Not e To ensure data consistency, we recommend that you do not write data to the self-
managed Oracle database during full data migration.

Incremental data migration
DTS retrieves redo log files from the self-managed Oracle database. Then, DTS synchronizes
incremental data from the self-managed Oracle database to the dest ination PolarDB-X 1.0 instance.
Incremental data migration allows you to ensure service continuity when you migrate data from an
Oracle database to a PolarDB-X 1.0 instance.

Not e Not e The following SQL operations can be synchronized during incremental data
migration: INSERT, DELETE, and UPDATE operations. DDL operations cannot be synchronized
during incremental data migration.

PreparationsPreparations
1. Create databases and tables in the dest ination PolarDB-X 1.0 instance based on the tables to

migrate from the self-managed Oracle database. Fore more information, see Step 2: Create a
database and Step 3: Create a table.

Not e Not e The data types of Oracle databases and PolarDB-X 1.0 instances do not have one-
to-one correspondence. You must define the corresponding data types in PolarDB-X 1.0
instances. For more information, see Data type mappings between heterogeneous databases.

2. Log on to the source Oracle database. Then, create an account for data collect ion and grant
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permissions to the account.

Database Full data migration Incremental data migration

Self-managed Oracle database
Permissions of the schema
owner

DBA

PolarDB-X
Write permissions on the
destination database

Write permissions on the
destination database

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. In the upper part  of the Migrat ion T asksMigrat ion T asks page, select  the region where the RDS instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure source and dest ination databases.

Section Parameter Description

N/A Task Name
The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify the
task. You do not need to specify a unique task name.
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Source
Database

Instance Type

The instance type of the source database. In this example, User-User-
Creat ed Dat abase wit h Public IP AddressCreat ed Dat abase wit h Public IP Address  is selected.

Not e Not e If you select other instance types, you must set up
the environment that is required for the self-managed Oracle
database. For more information, see Preparation overview.

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  for
the instance type, you do not need to configure the Inst ance RegionInst ance Region
parameter.

Not e Not e If a whitelist  is configured for the self-managed
Oracle database, you must add the CIDR blocks of DTS servers to
the whitelist  of the database. You can click Get  IP AddressGet  IP Address
Segment  of  DT SSegment  of  DT S next to Inst ance RegionInst ance Region to obtain the CIDR
blocks of DTS servers.

Database Type Select OracleOracle.

Hostname or
IP Address

The endpoint that is used to connect to the self-managed Oracle
database. In this example, the public IP address of the database is
used.

Port Number
The service port number of the self-managed Oracle database.
Default value: 15211521.

Instance Type

If you select Non-RAC Inst anceNon-RAC Inst ance, you must specify the SIDSID
parameter.

If you select RAC Inst anceRAC Inst ance, you must specify the Service NameService Name
parameter.

Database
Account

The account of the self-managed Oracle database. For information
about the permissions that are required for the account, see
Preparations.

Section Parameter Description
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Database
Password

The password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Destinatio
n
Database

Instance Type Select DRDS Inst anceDRDS Inst ance.

Instance
Region

The region where the destination PolarDB-X 1.0 instance resides.

DRDS Instance
ID

The destination PolarDB-X 1.0 instance ID.

Database
Account

The database account of the destination PolarDB-X 1.0 instance. For
information about the permissions that are required for the account,
see Preparations.

Database
Password

The password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
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WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects that you want to migrate.

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 

Cloud

> Document  Version: 20220712 248

https://www.alibabacloud.com/help/doc-detail/84900.htm#concept-1340353


Setting Description

Select
the
migratio
n types

If you want to perform only full data migration, select Schema Migrat ionSchema Migrat ion and FullFull
Dat a Migrat ionDat a Migrat ion.

If you want to ensure service continuity during data migration, select SchemaSchema
Migrat ionMigrat ion, Full Dat a Migrat ionFull Dat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If you do not select Increment al Dat a Migrat ionIncrement al Dat a Migrat ion, make sure that no
data is written to the self-managed Oracle database during full data migration. This
ensures data consistency between the self-managed Oracle database and the RDS
instance.
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Select
the
objects
that you
want to
migrate

Select one or more objects in the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases.

By default, the name of an object that is migrated to the RDS instance remains
the same as that in the self-managed Oracle database. You can use the object
name mapping feature to rename the objects that are migrated to the RDS
instance. For more information, see Object name mapping.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the RDS instance. For more information, see Object name mapping.

Specify
the retry
time
range
for
failed
connecti
ons to
the self-
manage
d Oracle
databas
e or RDS
instance

By default, if DTS fails to connect to the self-managed Oracle database or RDS instance,
DTS retries within the following 12 hours. You can specify the retry t ime range based on
your business requirements. If DTS is reconnected to the self-managed Oracle database
and RDS instance within the specified time range, DTS resumes the data migration task.
Otherwise, the data migration task fails.

Not e Not e Within the t ime range in which DTS attempts to reconnect to the self-
managed Oracle database and RDS instance, you are charged for the DTS instance. We
recommend that you specify the retry t ime range based on your business
requirements. You can also release the DTS instance at the earliest opportunity after
the self-managed Oracle database and RDS instance are released.

Setting Description

8. Click PrecheckPrecheck.

Not eNot e

A precheck is performed before the migration task starts. The migration task only starts
after the precheck succeeds.

If  the precheck fails, click the

icon next  to each failed check item to view the related details. Fix the issues as
instructed and run the precheck again.

9. After the data migration task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Channel Specif icat ionChannel Specif icat ion parameter. Then, read
and select  Dat a T ransmission Service (Pay-as-you-go) Service T ermsDat a T ransmission Service (Pay-as-you-go) Service T erms.
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11. Click Buy and St artBuy and St art  to start  the data migration task.

Full data migration
Do not manually stop a full data migration task. If  you manually stop a full data migration task,
the data that is migrated to the RDS instance may be incomplete. You can wait  until the full data
migration task automatically stops.

Incremental data migration
An incremental data migration task does not automatically stop. You must manually stop the
task.

Not e Not e We recommend that you manually stop an incremental data migration task at  an
appropriate point  in t ime. For example, you can stop the task during off-peak hours or
before you switch your workloads over to the RDS instance.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is not  delayedT he dat a migrat ion t ask is not  delayed
appear in the progress bar of the data migration task. Then, stop writ ing data to the self-
managed Oracle database for a few minutes. The delay t ime of increment al dat aincrement al dat a
migrat ionmigrat ion may be displayed in the progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he dat a migrat ionT he dat a migrat ion
t ask is not  delayedt ask is not  delayed again. Then, manually stop the migration task.

12. Switch the workloads from the source database to the PolarDB-X 1.0 instance.

What to do nextWhat to do next
The database accounts that are used for data migration have the read and write permissions. After
data migration is complete, you must delete the accounts of both the self-managed Oracle database
and the PolarDB-X 1.0 instance to ensure security.

This topic describes how to migrate data from a self-managed Oracle database to an Analyt icDB for
PostgreSQL instance by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The version of the self-managed Oracle database is 9i, 10g, 11g, 12c, 18c, or 19c.

The self-managed Oracle database is running in ARCHIVELOG mode. Archived log files are accessible
and a suitable retention period is set  for archived log files. For more information, see Managing
Archived Redo Log Files.

Supplemental logging, including SUPPLEMENTAL_LOG_DATA_PK and SUPPLEMENTAL_LOG_DATA_UI, is
enabled for the self-managed Oracle database. For more information, see Supplemental Logging.

6.3.7. Migrate data from a self-managed Oracle6.3.7. Migrate data from a self-managed Oracle
database to an AnalyticDB for PostgreSQLdatabase to an AnalyticDB for PostgreSQL
instanceinstance
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An instance is created. For more information, see Create an Analyt icDB for PostgreSQL instance.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

PrecautionsPrecautions
During full data migration, DTS uses read and write resources of the source and dest ination
databases. This may increase the loads of the database servers. Before you migrate data, evaluate
the impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination database, stop or release the data migration task. Otherwise, the data in the
source database will overwrite the data in the dest ination database after the task is resumed.

If the self-managed Oracle database is deployed in a Real Application Cluster (RAC) architecture and
is connected to DTS over an Alibaba Cloud virtual private cloud (VPC), you must connect the Single
Client  Access Name (SCAN) IP address of the Oracle RAC and the virtual IP address (VIP) of each node
to the VPC and configure routes. The sett ings ensure that your DTS task can run as expected. For
more information, see Configure a route between DTS and Express Connect, VPN Gateway, or Smart
Access Gateway.

Not ice Not ice When you configure the source Oracle database in the DTS console, you can
specify the SCAN IP address of the Oracle RAC as the database endpoint  or IP address.

Migration typesMigration types

Migration type Description
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Schema migration

DTS migrates the schemas of the required objects from the source database to the
destination database. DTS supports schema migration for the following types of
objects: table, index, constraint, function, sequence, and view.

WarningWarning

Oracle and AnalyticDB for PostgreSQL are heterogeneous databases.
DTS does not ensure that the schemas of the source and destination
databases are consistent after schema migration. We recommend that
you evaluate the impact of data type conversion on your business. For
more information, see Data type mappings between heterogeneous
databases.

For partit ioned tables, DTS discards the partit ion definit ions. You must
define partit ions in the destination database.

Full data migration

DTS migrates historical data of the required objects from the source database to
the destination database.

Not e Not e During schema migration and full data migration, we recommend
that you do not perform data definit ion language (DDL) operations on the
required objects. Otherwise, the objects may fail to be migrated.

Incremental data
migration

After full data migration is complete, DTS retrieves redo log files from the source
Oracle database. Then, DTS migrates incremental data from the source Oracle
database to the destination database in real t ime.
DTS can synchronize the following SQL operations during incremental data
migration:

DML operations: INSERT, UPDATE, and DELETE

DDL operation: ADD COLUMN

Incremental data migration allows you to ensure service continuity when you
migrate data from a self-managed Oracle database.

Migration type Description

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration
Incremental data
migration

Self-managed Oracle
database

The permissions of the
schema owner

The permissions of the
schema owner

The database
administrator (DBA)
permission

The read and write
permissions on the
destination database

The read and write
permissions on the
destination database

The read and write
permissions on the
destination database
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For more information about how to create and authorize a database account, see the following
topics:

Self-managed Oracle database: CREATE USER and GRANT

: Configure an account

Not ice Not ice If  you need to migrate incremental data from an Oracle database but the DBA
permission cannot be granted to the database account, you can grant fine-grained permissions to
the account. The following sample statements show you how to grant specific permissions to an
Oracle database account.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need to
use a unique task name.
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Source
Database

Instance Type

Select an instance type based on the deployment of the source
database. In this example, select User-Creat ed Dat abase in ECSUser-Creat ed Dat abase in ECS
Inst anceInst ance.

Not e Not e If you select other instance types, you must prepare
the environment that is required for the source database. For
more information, see Preparation overview.

Instance
Region

Select the region of the Elastic Compute Service (ECS) instance on
which the self-managed Oracle database is hosted.

ECS Instance ID
Select the ID of the ECS instance on which the self-managed Oracle
database is hosted.

Database Type Select OracleOracle.

Port Number
Enter the service port number of the self-managed Oracle database.
The default port number is 15211521.

Instance Type

If you select Non-RAC Inst anceNon-RAC Inst ance, you must specify the SIDSID
parameter.

RAC Inst anceRAC Inst ance: If you select this option, you must specify the
Service NameService Name.

In this example, select Non-RAC Inst anceNon-RAC Inst ance.

SID Enter the system ID (SID) of the self-managed Oracle database.

Database
Account

Enter the account of the self-managed Oracle database. For more
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Destinatio

Instance Type Select Analyt icDB f or Post greSQLAnalyt icDB f or Post greSQL.

Instance
Region

Select the region where the destination instance resides.

Instance ID Select the ID of the instance.

Section Parameter Description
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Destinatio
n
Database

Database
Name

Enter the name of the destination database.

Database
Account

Enter the database account of the destination instance. For more
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
DTS adds the CIDR blocks of DTS servers to the inbound rule of the ECS instance and the whitelist
of the instance. This ensures that DTS servers can connect to the source and dest ination instances.

7. Select  the migration types, the operation types, and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, do not write data to the
source database during full data migration. This ensures data consistency between
the source and destination databases.

Select
the
operatio
n types

Select the types of operations that you want to synchronize during incremental data
migration. All operation types are selected by default.

Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or schemas as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 12 hours. You can specify the retry t ime based on your needs. If DTS reconnects to
the source and destination databases within the specified time, DTS resumes the data
migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.
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Enclose
object
names in
quotatio
n marks

Specify whether you need to enclose object names in quotation marks. If you select YesYes
and the following conditions are met, DTS encloses object names in single or double
quotation marks during schema migration and incremental data migration.

The business environment of the source database is case-sensit ive but the database
name contains both uppercase and lowercase letters.

A source table name does not start with a letter and contains characters other than
letters, digits, and special characters.

Not e Not e A source table name can contain only the following special characters:
underscores (_), number signs (#), and dollar signs ($).

The names of the schemas, tables, or columns that you want to migrate are keywords,
reserved keywords, or invalid characters in the destination database.

Setting Description

8. Specify the primary key columns and distribution keys of the tables that you want to migrate to
the instance.

Not eNot e

For more information about primary key columns and distribution keys, see Define
constraints and Define table distribution.

If  DTS identifies tables without primary keys, the option Set  Primary Keys andSet  Primary Keys and
Dist ribut ion Keys of  All T ables Wit hout  Primary Keys t o ROWIDDist ribut ion Keys of  All T ables Wit hout  Primary Keys t o ROWID is displayed on
the preceding page. If  you select  this option, DTS adds the ROWID field as the primary
key and distribution key to the dest ination tables.

9. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.
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10. After the task passes the precheck, click NextNext .

11. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

12. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.

Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

You can use Data Transmission Service (DTS) to migrate data from a self-managed Oracle database to a
Message Queue for Apache Kafka instance or a self-managed Kafka cluster. The data migration feature
allows you to extend message processing capabilit ies. This topic describes how to migrate data from a
self-managed Oracle database to a Message Queue for Apache Kafka instance.

PrerequisitesPrerequisites
The version number of the self-managed Oracle database is 9i, 10g, 11g, 12c, 18c, or 19c.

Supplemental logging, SUPPLEMENTAL_LOG_DATA_PK, and SUPPLEMENTAL_LOG_DATA_UI are
enabled for the self-managed Oracle database. For more information, see Supplemental Logging.

The self-managed Oracle database is running in ARCHIVELOG mode. Archived log files are accessible
and a suitable retention period is set  for archived log files. For more information, see Managing
Archived Redo Log Files.

The network environment is deployed for the source Oracle database. For more information, see

6.3.8. Migrate data from a self-managed Oracle6.3.8. Migrate data from a self-managed Oracle
database to a Message Queue for Apache Kafkadatabase to a Message Queue for Apache Kafka
instanceinstance
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Preparation overview.

The tables to migrate from the self-managed Oracle database contain primary keys or UNIQUE NOT
NULL indexes.

The version number of the Message Queue for Apache Kafka instance is 0.10.1.0 to 2.x. The version
number of the self-managed Kafka cluster is 0.10.1.0 to 2.7.0.

The available storage space of the dest ination Message Queue for Apache Kafka instance is larger
than the total size of the data in the self-managed Oracle database.

In the dest ination Message Queue for Apache Kafka instance, a topic is created to receive the
synchronized data. For more information, see Create a topic.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

If a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination database, stop or release the data migration task. Otherwise, the data from the
source database overwrites the data in the dest ination database after the task is resumed.

If the self-managed Oracle database is deployed in a Real Application Cluster (RAC) architecture and
is connected to DTS over an Alibaba Cloud virtual private cloud (VPC), you must connect the Single
Client  Access Name (SCAN) IP address of the Oracle RAC and the virtual IP address (VIP) of each node
to the VPC and configure routes. The sett ings ensure that your DTS task can run as expected. For
more information, see Configure a route between DTS and Express Connect, VPN Gateway, or Smart
Access Gateway.

Not ice Not ice When you configure the source Oracle database in the DTS console, you can
specify the SCAN IP address of the Oracle RAC as the database endpoint  or IP address.

If  the version of your Oracle database is 12c or later, the names of the tables to migrate cannot
exceed 30 bytes in length.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
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Migration type Description

Schema migration
DTS migrates the schemas of required objects from the source database to the
destination database. In this scenario, DTS can migrate only the schemas of tables.

Full data migration

DTS migrates the historical data of required objects from the source database to
the destination database.

Not e Not e During schema migration and full data migration, do not perform
DDL operations on the objects to migrate. Otherwise, the objects may fail to be
migrated.

Incremental data
migration

After full data migration is complete, DTS retrieves redo log files from the source
Oracle database. Then, DTS migrates incremental data from the source Oracle
database to the destination database in real t ime. Incremental data migration
ensures service continuity when you migrate data between self-managed
databases.
During incremental data migration, DTS can synchronize DML and DDL operations.

PreparationsPreparations
Log on to the self-managed Oracle database, create an account that you want to use to collect  data,
and grant permissions to the account.

Not e Not e If  you have created a database account and the account has permissions that are
listed in the following table, skip this step.

Database Schema migration Full data migration
Incremental data
migration

Self-managed Oracle
database

Permissions of the
schema owner

Permissions of the
schema owner

Permissions of the
database administrator

For more information about how to create an account and grant permissions to the account, see the
following topics:

Self-managed Oracle databases: CREATE USER and GRANT

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. In the upper part  of Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination instance
resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify the
task. You do not need to specify a unique task name.

Instance Type

The access method of the source database. In this example, User-User-
Creat ed Dat abase wit h Public IP AddressCreat ed Dat abase wit h Public IP Address  is selected.

Not e Not e If the source database is connected over other
access methods, you must set up the environment that is
required for the self-managed Oracle database. For more
information, see Preparation overview.
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Source
Database

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  for
the Instance Type parameter, you do not need to configure the
Inst ance RegionInst ance Region parameter.

Not e Not e If a whitelist  is configured for the self-managed
Oracle database, you must add the CIDR blocks of DTS servers to
the whitelist  of the database. You can click Get  IP AddressGet  IP Address
Segment  of  DT SSegment  of  DT S next to Inst ance RegionInst ance Region to obtain the CIDR
blocks of DTS servers.

Database Type Select OracleOracle.

Hostname or
IP Address

The IP address that is used to connect to the self-managed Oracle
database. In this example, the public IP address is entered.

Port Number

The service port number of the self-managed Oracle database.
Default value: 15211521.

Not e Not e The service port of the self-managed Oracle
database must be accessible over the Internet.

Instance Type

If you select Non-RAC Inst anceNon-RAC Inst ance, you must configure the SIDSID
parameter.

If you select RAC or PDB Inst anceRAC or PDB Inst ance, you must configure the
Service NameService Name parameter.

Database
Account

The account of the self-managed Oracle database. For information
about the permissions that are required for the account, see
Preparations.

Database
Password

The password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Section Parameter Description
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Destinatio
n
Database

Instance Type

Select User-Creat ed Dat abase Connect ed over ExpressUser-Creat ed Dat abase Connect ed over Express
Connect , VPN Gat eway, or Smart  Access Gat ewayConnect , VPN Gat eway, or Smart  Access Gat eway.

Not e Not e You cannot select Message Queue for Apache Kafka
for the Instance Type parameter. You can use Message Queue for
Apache Kafka as a self-managed Kafka database to configure
data synchronization.

Instance
Region

The region where the destination Message Queue for Apache Kafka
instance resides.

Peer VPC

The ID of the virtual private cloud (VPC) to which the destination
Message Queue for Apache Kafka instance belongs. To obtain the VPC
ID, you can log on to the Message Queue for Apache Kafka console
and go to the Instance Details page of the Message Queue for Apache
Kafka instance. On the Inst ance Det ailsInst ance Det ails  page, you can view the VPC
ID.

Database Type Select Kaf kaKaf ka.

IP address

Enter an IP address that is included in the Def ault  EndpointDef ault  Endpoint
parameter of the Message Queue for Apache Kafka instance.

Not e Not e To obtain an IP address, you can log on to the
Message Queue for Apache Kafka console and go to the Instance
Details page of the Message Queue for Apache Kafka instance. On
the Inst ance Det ailsInst ance Det ails  page, you can obtain an IP address from
the Def ault  EndpointDef ault  Endpoint  parameter.

Port Number
The service port number of the Message Queue for Apache Kafka
instance. Default value: 9092.

Section Parameter Description

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 

Cloud

> Document  Version: 20220712 264



Database
Account

The username that is used to log on to the Message Queue for
Apache Kafka instance.

Not e Not e If the Message Queue for Apache Kafka instance is of
the VPC Inst anceVPC Inst ance type, you do not need to specify the
dat abase accountdat abase account  or dat abase passworddat abase password.

Database
Password

The password of the username.

Topic
Click Get  T opic ListGet  T opic List  and select a topic name from the drop-down
list.

Topic That
Stores DDL
Information

Click Get  T opic ListGet  T opic List , and select a topic name from the drop-down
list. The topic is used to store the DDL information. If you do not
specify this parameter, the DDL information is stored in the topic that
is specified by the T opicT opic  parameter.

Kafka Version The version of the Message Queue for Apache Kafka instance.

Encryption
Select Non-encrypt edNon-encrypt ed or SCRAM-SHA-256SCRAM-SHA-256 based on your business
and security requirements.

Whether to
Use Kafka
Schema
Registry

Kafka Schema Registry provides a serving layer for your metadata. It
provides a RESTful API to store and retrieve your Avro schemas.

NoNo : Kafka Schema Registry is not used.

YesYes : Kafka Schema Registry is used. In this case, you must enter the
URL or IP address that is registered in Kafka Schema Registry for
your Avro schemas.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 
Cloud

Dat a Transmission Service

265 > Document  Version: 20220712



WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types, the migration policy, and the objects to migrate.
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Setting Description

Select
the
migratio
n types

Select Schema Migrat ionSchema Migrat ion, Full Dat a Migrat ionFull Dat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not ice Not ice If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that
you do not write data to the source database during full data migration. This ensures
data consistency between the source and destination databases.

Select
the data
format
used in
Kafka

The data that is migrated to the Kafka cluster is stored in the Avro format. You must parse
the migrated data based on the Avro schema. For more information, see DTS Avro schema.
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Select
the
policy
for
migratin
g data
to Kafka
partit ion
s

Select a migration policy based on your business requirements. For more information, see
Specify the policy for migrating data to Kafka partit ions.

Select
the
objects
that you
want to
migrate

Select one or more tables from the AvailableAvailable section and click the  icon to add the

tables to the Select edSelect ed section.

Not e Not e DTS maps the table names to the topic name that you select in Step 5.
For information about how to change the topic name, see Object name mapping.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time
range
for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the following 12 hours. You can specify the retry t ime range based on your business
requirements. If DTS is reconnected to the source or destination database within the
specified time range, DTS resumes the data migration task. Otherwise, the data migration
task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime range based on your business needs. You
can also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.
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Not iceNot ice

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Stop the migration taskStop the migration task

Warning Warning We recommend that you prepare a rollback solut ion to migrate incremental data
from the dest ination database to the source database in real t ime. This allows you to minimize the
negative impact of switching your workloads to the dest ination database. For more information,
see Switch workloads to the dest ination database. If  you do not need to switch your workloads,
you can perform the following steps to stop the migration task.

Full data migration
Do not manually stop a task during full data migration. Otherwise, the system may fail to migrate all
data. Wait  until the migration task automatically ends.

Incremental data migration
The task does not automatically end during incremental data migration. You must manually stop the
migration task.

i. Wait  until the task progress bar shows Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t askT he migrat ion t ask
is not  delayedis not  delayed. Then, stop writ ing data to the source database for a few minutes. In some
cases, the progress bar shows the delay t ime of increment al dat a migrat ionincrement al dat a migrat ion.

ii. After the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask is notT he migrat ion t ask is not
delayeddelayed, manually stop the migration task.

What's nextWhat's next
The database accounts that are used for data migration have read and write permissions. After data
migration is complete, you must delete the account of the self-managed Oracle database. You must
also modify the permissions of the Resource Access Management (RAM) user in the dest ination Kafka
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instance. For more information, see Grant permissions to RAM users.

You can use Data Transmission Service (DTS) to migrate incremental data between PostgreSQL
databases. The source or dest ination database can be a self-managed PostgreSQL database or an
ApsaraDB RDS for PostgreSQL instance. DTS supports schema migration, full data migration, and
incremental data migration. You can create a task that includes all three migration types to ensure
service continuity. This topic describes how to migrate incremental data from a self-managed
PostgreSQL database to an ApsaraDB RDS for PostgreSQL instance.

PrerequisitesPrerequisites
The self-managed PostgreSQL database is of a version from 10.1 to 13.0.

An ApsaraDB RDS for PostgreSQL instance is created. For more information, see Create an ApsaraDB
RDS for PostgreSQL instance.

Not e Not e To ensure compatibility, you must make sure that the database version of the
ApsaraDB RDS for PostgreSQL instance is the same as the version of the self-managed
PostgreSQL database.

The available storage space of the ApsaraDB RDS for PostgreSQL instance is larger than the total size
of the data in the self-managed PostgreSQL database.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

During incremental data migration, if  you select  a schema to migrate, take note of the following
requirements: If  you create a table in the schema or run the RENAME command to rename a table in
the schema, you must run the  ALTER TABLE schema.table REPLICA IDENTITY FULL;  command
before you write data to the table.

Not e Not e Replace the  schema  and  table  in the preceding sample command with the
actual schema name and table name.

6.4. Source database: PostgreSQL6.4. Source database: PostgreSQL
6.4.1. Migrate incremental data from a self-6.4.1. Migrate incremental data from a self-
managed PostgreSQL database (version 10.1 tomanaged PostgreSQL database (version 10.1 to
13) to an ApsaraDB RDS for PostgreSQL instance13) to an ApsaraDB RDS for PostgreSQL instance
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To ensure that the accurate delay t ime of incremental data migration is displayed, DTS adds a
heartbeat table named dts_postgres_heartbeat to the source database.

During incremental data migration, DTS creates a replicat ion slot  in the source database. The
replicat ion slot  is prefixed with  dts_sync_ . DTS automatically clears historical replicat ion slots
every 90 minutes to reduce storage usage.

Not e Not e If  the data migration task is released or fails, DTS automatically clears the replicat ion
slot. If  a primary/secondary switchover is performed on the ApsaraDB RDS for PostgreSQL
instance, you must log on to the secondary database to clear the replicat ion slot  manually.

To ensure that the data migration task runs as expected, you can perform a primary/secondary
switchover only on a V11 ApsaraDB RDS for PostgreSQL instance. In this case, you must set  the  rds_
failover_slot_mode  parameter to  sync . For more information, see Logical Replicat ion Slot
Failover.

Warning Warning If  you perform a primary/secondary switchover on a self-managed PostgreSQL
database or an ApsaraDB RDS for PostgreSQL instance of a version other than V11, the data
migration task stops.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
database will overwrite the data in the dest ination instance after the task is resumed.

LimitsLimits
A single data migration task can migrate data from only one database. To migrate data from
mult iple databases, you must create a data migration task for each source database.

The name of the source database cannot contain hyphens (-), for example, dts-testdata.

If  a primary/secondary switchover is performed on the source database during incremental data
migration, the transmission cannot be resumed.

Data may be inconsistent between the primary and secondary nodes of the source database due to
synchronization delay. Therefore, you must use the primary node as the data source when you
migrate data.

Not e Not e We recommend that you migrate data during off-peak hours. You can modify the
transfer rate of full data migration based on the read/write performance of the source
database. For more information, see Modify the transfer rate of full data migration.

Incremental data migration does not support  the BIT data type.

During incremental data migration, DTS migrates only data manipulation language (DML) operations.
DML operations include INSERT, DELETE, and UPDATE.
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Not e Not e Only data migration tasks that are created after October 1, 2020 can migrate data
definit ion language (DDL) operations. You must create a trigger and function in the source
database to obtain the DDL information before you configure the task. For more information, see
Use triggers and functions to implement incremental DDL migration for PostgreSQL databases.

After your workloads are switched to the dest ination database, newly writ ten sequences do not
increment from the maximum value of the sequences in the source database. Therefore, you must
query the maximum value of the sequences in the source database before you switch your workloads
to the dest ination database. Then, you must specify the queried maximum value as the start ing value
of the sequences in the dest ination database.

DTS does not check the validity of metadata such as sequences. You must manually check the validity
of metadata.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration
Incremental data
migration

Self-managed
PostgreSQL database

The USAGE permission
on pg_catalog

The SELECT permission
on the objects to be
migrated

The permissions of the
superuser role

ApsaraDB RDS for
PostgreSQL instance

The CREATE and USAGE
permissions on the
objects to be migrated

The permissions of the
schema owner

The permissions of the
schema owner

For more information about how to create a database account and grant permissions to the account,
see the following topics:

Self-managed PostgreSQL database: CREATE USER and GRANT

ApsaraDB RDS for PostgreSQL instance: Create an account on an ApsaraDB RDS for PPAS instance.

Data migration processData migration process
The following table describes how DTS migrates the schemas and data of the source PostgreSQL
database. The process prevents data migration failures that are caused by dependencies between
objects.

Not e Not e For more information about schema migration, full data migration, and incremental
data migration, see Terms.

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 

Cloud

> Document  Version: 20220712 272

https://www.alibabacloud.com/help/doc-detail/173176.htm#task-2558077
https://www.alibabacloud.com/help/doc-detail/117780.htm#concept-261679
https://www.alibabacloud.com/help/doc-detail/117780.htm#concept-261679
https://www.postgresql.org/docs/10/sql-createuser.html
https://www.postgresql.org/docs/10/sql-grant.html
https://www.alibabacloud.com/help/zh/doc-detail/96753.htm
https://www.alibabacloud.com/help/doc-detail/43782.htm#concept-1614295


Data migration process Description

1. Schema migration

DTS migrates the schemas of tables, views, sequences, functions, user-defined
types, rules, domains, operations, and aggregates to the destination database.

Not e Not e DTS does not migrate plug-ins. In addition, DTS does not
migrate functions that are written in the C programming language.

2. Full data migration
DTS migrates all historical data of the required objects to the destination
database.

3. Schema migration
DTS migrates the schemas of triggers and foreign keys to the destination
database.

4. Incremental data
migration

DTS migrates incremental data of the required objects to the destination
database. Incremental data migration ensures service continuity of self-
managed applications.

Not eNot e

During incremental data migration, DTS migrates only data
manipulation language (DML) operations. DML operations include
INSERT, DELETE, and UPDATE.

Incremental data migration does not support the BIT  data type.

PreparationPreparation
1. Log on to the server where the self-managed PostgreSQL database resides.

2. Set  the value of the  wal_level  parameter in the postgresql.conf configuration file to  logical
 .

Not e Not e Skip this step if  you do not need to perform incremental data migration.

3. Add the CIDR blocks of DTS servers to the pg_hba.conf configuration file of the self-managed
PostgreSQL database. Add only the CIDR blocks of the DTS servers that reside in the same region as
the dest ination database. For more information, see Add the CIDR blocks of DTS servers to the security
settings of on-premises databases.

Not e Not e For more information, see The pg_hba.conf File. Skip this step if  you have set  the IP
address in the pg_hba.conf file to  0.0.0.0/0 .
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4. (Optional) Create a trigger and function in the source database to obtain the DDL information. For
more information, see Use triggers and functions to implement incremental DDL migration for PostgreSQL
databases.

Not e Not e Skip this step if  you do not need to migrate DDL operations.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify a name that can help you identify the task. The task name
does not need to be unique.
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Source
Database

Instance Type

Select an instance type based on the deployment of the self-
managed database. In this example, select User-Creat ed Dat abaseUser-Creat ed Dat abase
wit h Public IP Addresswit h Public IP Address .

Not e Not e If you select other instance types, you must set up
the environment that is required for the self-managed database.
For more information, see Preparation overview.

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  as
the instance type, you do not need to specify the Inst ance RegionInst ance Region
parameter.

Database Type Select Post greSQLPost greSQL.

Hostname or
IP Address

Enter the endpoint that is used to connect to the self-managed
PostgreSQL database. In this example, enter the public IP address.

Port Number
Enter the service port number of the self-managed PostgreSQL
database. The port must be accessible over the Internet.

Database
Name

Enter the name of the self-managed PostgreSQL database.

Database
Account

Enter the account that is used to log on to the self-managed
PostgreSQL database. For information about the permissions that are
required for the account, see Permissions required for database
accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the RDS instance resides.

RDS Instance ID Select the ID of the destination RDS instance.

Section Parameter Description
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Destinatio
n
Database

Database
Name

Enter the name of the destination database in the RDS instance. The
name can be different from the name of the source database.

Not e Not e Before you configure the data migration task, make
sure that the destination database exists in the ApsaraDB RDS for
PostgreSQL instance. If the destination database does not exist,
you need to create the database first. For more information, see
Create a database.

Database
Account

Enter the database account of the destination RDS instance. For
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.
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7. Select  the migration type and the objects you want to migrate.

Setting Description

Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion. In this example, select all the
three migration types.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, do not write data to the
source database during full data migration. This ensures data consistency between
the source and destination databases.
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Select
the
objects
that you
want to
migrate

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or schemas as the objects to be migrated.

After an object is migrated to the RDS instance, the name of the object
remains the same as that in the self-managed PostgreSQL database. You can
use the object name mapping feature to rename the objects that have been
migrated to the destination RDS instance. For more information, see Object
name mapping.

If you renamed an object by using the object name mapping feature, objects
that are dependent on the renamed object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the RDS instance. For more information, see Object name mapping.

Specify
the
window
period
to retry
for
failed
connecti
ons to
the self-
manage
d
databas
e or RDS
instance

By default, if DTS fails to connect to the self-managed database or RDS instance, DTS
retries within the following 12 hours. You can also specify a window period to retry the
connection based on your business requirements. If DTS is reconnected to the self-
managed database and RDS instance within the specified time range, DTS resumes the
data migration task. Otherwise, the data migration task fails.

Not e Not e When DTS attempts to reconnect to the self-managed database or RDS
instance, you are charged for using the DTS instance. We recommend that you specify
a window period to retry the connection based on your business requirements. You
can also release the DTS instance at the earliest opportunity after the self-managed
database and RDS instance are released.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Stop the migration taskStop the migration task

Warning Warning We recommend that you prepare a rollback solut ion to migrate incremental data
from the dest ination database to the source database in real t ime. This allows you to minimize the
negative impact of switching your workloads to the dest ination database. For more information,
see Switch workloads to the dest ination database. If  you do not need to switch your workloads,
you can perform the following steps to stop the migration task.

Full data migration
Do not manually stop a task during full data migration. Otherwise, the system may fail to migrate all
data. Wait  until the migration task automatically ends.

Incremental data migration
The task does not automatically end during incremental data migration. You must manually stop the
migration task.

i. Wait  until the task progress bar shows Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t askT he migrat ion t ask
is not  delayedis not  delayed. Then, stop writ ing data to the source database for a few minutes. In some
cases, the progress bar shows the delay t ime of increment al dat a migrat ionincrement al dat a migrat ion.

ii. After the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask is notT he migrat ion t ask is not
delayeddelayed, manually stop the migration task.
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This topic describes how to migrate incremental data from a self-managed PostgreSQL database to an
ApsaraDB RDS for PostgreSQL instance by using Data Transmission Service (DTS). DTS supports schema
migration, full data migration, and incremental data migration. When you migrate data from a self-
managed PostgreSQL database to Alibaba Cloud, you can select  all of the supported migration types
to ensure service continuity.
This topic uses a self -managed dat abase wit h a public IP addressa self -managed dat abase wit h a public IP address as an example to describe how
to configure an incremental data migration task. For information about how to perform full data
migration, see Migrate full data from a self-managed PostgreSQL database to an ApsaraDB RDS for PostgreSQL
instance.

PrerequisitesPrerequisites
The self-managed database runs PostgreSQL 9.4.8 or a later version, PostgreSQL 9.5, PostgreSQL 9.6,
or PostgreSQL10.0.

The available storage space of the ApsaraDB RDS for PostgreSQL instance is larger than the total size
of the data in the self-managed PostgreSQL database.

The service port  of the self-managed PostgreSQL database is accessible over the Internet.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

During incremental data migration, if  you select  a schema to migrate, take note of the following
requirements: If  you create a table in the schema or run the RENAME command to rename a table in
the schema, you must run the  ALTER TABLE schema.table REPLICA IDENTITY FULL;  command
before you write data to the table.

Not e Not e Replace the  schema  and  table  in the preceding sample command with the
actual schema name and table name.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
database will overwrite the data in the dest ination instance after the task is resumed.

6.4.2. Migrate incremental data from a self-6.4.2. Migrate incremental data from a self-
managed PostgreSQL database (in PostgreSQLmanaged PostgreSQL database (in PostgreSQL
10.0 or an earlier version) to an ApsaraDB RDS for10.0 or an earlier version) to an ApsaraDB RDS for
PostgreSQL instancePostgreSQL instance

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 

Cloud

> Document  Version: 20220712 280

https://www.alibabacloud.com/help/doc-detail/120097.htm#concept-304058


LimitsLimits
A single data migration task can migrate data from only one database. To migrate data from
mult iple databases, you must create a data migration task for each source database.

The name of the source database cannot contain hyphens (-), for example, dts-testdata.

If  a primary/secondary switchover is performed on the source database during incremental data
migration, the transmission cannot be resumed.

Data may be inconsistent between the primary and secondary nodes of the source database due to
synchronization delay. Therefore, you must use the primary node as the data source when you
migrate data.

Not e Not e We recommend that you migrate data during off-peak hours. You can modify the
transfer rate of full data migration based on the read/write performance of the source
database. For more information, see Modify the transfer rate of full data migration.

DTS does not check the validity of metadata such as sequences. You must manually check the validity
of metadata.

After your workloads are switched to the dest ination database, newly writ ten sequences do not
increment from the maximum value of the sequences in the source database. Therefore, you must
query the maximum value of the sequences in the source database before you switch your workloads
to the dest ination database. Then, you must specify the queried maximum value as the start ing value
of the sequences in the dest ination database. You can execute the following statements to query
the maximum value of the sequences in the source database:

do language plpgsql $$
declare
  nsp name;
  rel name;
  val int8;
begin
  for nsp,rel in select nspname,relname from pg_class t2 , pg_namespace t3 where t2.relna
mespace=t3.oid and t2.relkind='S'
  loop
    execute format($_$select last_value from %I.%I$_$, nsp, rel) into val;
    raise notice '%',
    format($_$select setval('%I.%I'::regclass, %s);$_$, nsp, rel, val+1);
  end loop;
end;
$$;

To ensure that the data migration task runs as expected, you can perform a primary/secondary
switchover only on a V11 ApsaraDB RDS for PostgreSQL instance. In this case, you must set  the  rds_
failover_slot_mode  parameter to  sync . For more information, see Logical Replicat ion Slot
Failover.

Warning Warning If  you perform a primary/secondary switchover on a self-managed PostgreSQL
database or an ApsaraDB RDS for PostgreSQL instance of a version other than V11, the data
migration task stops.

During incremental data migration, DTS migrates only data manipulation language (DML) operations.
DML operations include INSERT, DELETE, and UPDATE.
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Not e Not e Only data migration tasks that are created after October 1, 2020 can migrate data
definit ion language (DDL) operations. You must create a trigger and function in the source
database to obtain the DDL information before you configure the task. For more information, see
Use triggers and functions to implement incremental DDL migration for PostgreSQL databases.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration
Incremental data
migration

Self-managed
PostgreSQL database

The USAGE permission
on pg_catalog

The SELECT permission
on the objects to be
migrated

The permissions of the
superuser role

ApsaraDB RDS for
PostgreSQL instance

The CREATE and USAGE
permissions on the
objects to be migrated

The permissions of the
schema owner

The permissions of the
schema owner

For more information about how to create a database account and grant permissions to the account,
see the following topics:

Self-managed PostgreSQL database: CREATE USER and GRANT

ApsaraDB RDS for PostgreSQL instance: Create an account on an ApsaraDB RDS for PPAS instance.

Data migration processData migration process
The following table describes how DTS migrates the schemas and data of the source PostgreSQL
database. The process prevents data migration failures that are caused by dependencies between
objects.

Not e Not e For more information about schema migration, full data migration, and incremental
data migration, see Terms.

Data migration process Description

1. Schema migration

DTS migrates the schemas of tables, views, sequences, functions, user-defined
types, rules, domains, operations, and aggregates to the destination database.

Not e Not e DTS does not migrate plug-ins. In addition, DTS does not
migrate functions that are written in the C programming language.
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2. Full data migration
DTS migrates all historical data of the required objects to the destination
database.

3. Schema migration
DTS migrates the schemas of triggers and foreign keys to the destination
database.

4. Incremental data
migration

DTS migrates incremental data of the required objects to the destination
database. Incremental data migration ensures service continuity of self-
managed applications.

Not eNot e

During incremental data migration, DTS migrates only data
manipulation language (DML) operations. DML operations include
INSERT, DELETE, and UPDATE.

Incremental data migration does not support the BIT  data type.

Data migration process Description

Before you beginBefore you begin
1. Download the PostgreSQL source code from the official website, and compile and install the

source code.

i. Download the source code from the PostgreSQL official website based on the version of the
self-managed PostgreSQL database.

ii. Run the  ./configure ,  make , and  make install  commands to in sequence to
configure, compile, and install the source code.

Not iceNot ice

When you compile and install PostgreSQL, the operating system version of
PostgreSQL must be consistent with the GNU Compiler Collect ion (GCC) version.

If  an error occurs when you run the  ./configure  command, you can adjust  the
command based on the error message. For example, if  the error message is  readli
ne library not found. Use --without-readline to disable readline support. ,
you can change the command to  ./configure --without-readline .

If  you use other methods to install PostgreSQL, you must compile the ali_decoding
plug-in in a test  environment that has the same OS version and GCC version.

2. Download the ali_decoding plug-in provided by DTS, and compile and install the plug-in.

i. Download ali_decoding.
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ii. Copy the ali_decoding directory to the contrib directory of PostgreSQL (compiled and
installed).

iii. Go to the ali_decoding directory and replace the content of the Makefile file with the
following script:

# contrib/ali_decoding/Makefile
MODULE_big = ali_decoding
MODULES = ali_decoding
OBJS    = ali_decoding.o
DATA = ali_decoding--0.0.1.sql ali_decoding--unpackaged--0.0.1.sql
EXTENSION = ali_decoding
NAME = ali_decoding
#subdir = contrib/ali_decoding
#top_builddir = ../..
#include $(top_builddir)/src/Makefile.global
#include $(top_srcdir)/contrib/contrib-global.mk
#PG_CONFIG = /usr/pgsql-9.6/bin/pg_config
#pgsql_lib_dir := $(shell $(PG_CONFIG) --libdir)
#PGXS := $(shell $(PG_CONFIG) --pgxs)
#include $(PGXS)
# Run the following commands to install the source code.
ifdef USE_PGXS
PG_CONFIG = pg_config
PGXS := $(shell $(PG_CONFIG) --pgxs)
include $(PGXS)
else
subdir = contrib/ali_decoding
top_builddir = ../..
include $(top_builddir)/src/Makefile.global
include $(top_srcdir)/contrib/contrib-global.mk
endif

iv. Go to the ali_decoding directory, run the  make  and  make install  commands in sequence
to compile ali_decoding and obtain the files required to install ali_decoding.
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v. Copy the following files to the specified location.

3. Create a database and schema in the dest ination instance based on the database and schema
information of the objects to be migrated. The schema name of the source and dest ination
databases must be the same. For more information, see Create a database on an ApsaraDB RDS for
PostgreSQL instance and Appendix: User and schema management.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. In the upper part  of the Migrat ion T asksMigrat ion T asks page, select  the region where the RDS instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need to
specify a unique task name.
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Source
Database

Instance Type

Select an instance type based on the deployment of the source
database. In this example, select User-Creat ed Dat abase wit hUser-Creat ed Dat abase wit h
Public IP AddressPublic IP Address .

Not e Not e If you select other instance types, you must deploy
the network environment for the self-managed database. For
more information, see Preparation overview.

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  as
the instance type, you do not need to configure the Inst ance RegionInst ance Region
parameter.

Not e Not e If a whitelist  is configured for the self-managed
PostgreSQL database, you must add the CIDR blocks of DTS
servers to the whitelist  of the database. You can click Get  IPGet  IP
Address Segment  of  DT SAddress Segment  of  DT S next to Inst ance RegionInst ance Region to obtain
the CIDR blocks of DTS servers.

Database Type Select Post greSQLPost greSQL.

Hostname or
IP Address

Enter the endpoint that is used to connect to the self-managed
PostgreSQL database. In this example, enter the public IP address.

Port Number
Enter the service port number of the self-managed PostgreSQL
database. The default port number is 54325432.

Database
Name

Enter the name of the self-managed PostgreSQL database.

Database
Account

Enter the account that is used to log on to the self-managed
PostgreSQL database. For information about the permissions that are
required for the account, see Permissions required for database
accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the destination RDS instance resides.

Section Parameter Description
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Destinatio
n
Database

RDS Instance ID Select the ID of the destination RDS instance.

Database
Name

Enter the name of the destination database in the RDS instance. The
name can be different from the name of the self-managed
PostgreSQL database.

Not e Not e Before you configure the data migration task, you
must create a database and schema in the destination RDS
instance. For more information, see Before you begin.

Database
Account

Enter the username of the account that is used to log on to the RDS
instance. For more information about the permissions that are
required for the account, see Permissions required for database
accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
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WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects that you want to migrate.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion. In this example, select all of the
three migration types.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, do not write data to the
self-managed PostgreSQL database during full data migration. This ensures data
consistency between the self-managed database and the RDS instance.
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Select
the
objects
that you
want to
migrate

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or schemas as the objects to be migrated.

After an object is migrated to the destination RDS instance, the name of the
object remains the same as that in the self-managed PostgreSQL database.
You can use the object name mapping feature to rename the objects that are
migrated to the destination RDS instance. For more information, see Object
name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination RDS instance. For more information, see Object name mapping.

Specify
the retry
time
range
for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the following 12 hours. You can specify the retry t ime range based on your business
requirements. If DTS reconnects to the self-managed database or RDS instance within the
specified period of t ime, DTS resumes the data migration task. Otherwise, the data
migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime range based on your business
requirements. You can also release the DTS instance at your earliest opportunity after
the source and destination instances are released.

Setting Description

8. Click PrecheckPrecheck.

Not eNot e

A precheck is performed before the migration task starts. The migration task only starts
after the precheck succeeds.

If  the precheck fails, click the

icon next  to each failed check item to view the related details. Fix the issues as
instructed and run the precheck again.
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9. After the data migration task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Channel Specif icat ionChannel Specif icat ion parameter. Then, read
and select  Dat a T ransmission Service (Pay-as-you-go) Service T ermsDat a T ransmission Service (Pay-as-you-go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Full data migration
Do not manually stop a full data migration task. If  you manually stop a full data migration task,
the data that is migrated to the RDS instance may be incomplete. You can wait  until the full data
migration task automatically stops.

Incremental data migration
An incremental data migration task does not automatically stop. You must manually stop the
task.

Not e Not e We recommend that you manually stop an incremental data migration task at  an
appropriate point  in t ime. For example, you can stop the task during off-peak hours or
before you switch your workloads over to the RDS instance.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is not  delayedT he dat a migrat ion t ask is not  delayed
appear in the progress bar of the data migration task. Then, stop writ ing data to the self-
managed Oracle database for a few minutes. The delay t ime of increment al dat aincrement al dat a
migrat ionmigrat ion may be displayed in the progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he dat a migrat ionT he dat a migrat ion
t ask is not  delayedt ask is not  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the dest ination RDS instance.

What to do nextWhat to do next
The database accounts that are used for data migration have the read and write permissions. After
data migration is completed, you must delete the accounts of both the self-managed PostgreSQL
database and the ApsaraDB RDS for PostgreSQL instance to ensure security.

This topic describes how to migrate full data from a self-managed PostgreSQL database to an
ApsaraDB RDS for PostgreSQL instance by using Data Transmission Service (DTS). DTS supports schema
migration, full data migration, and incremental data migration. To migrate full data from a self-
managed PostgreSQL database, you can select  schema migration and full data migration when you
configure a task.

Background informationBackground information
This topic uses User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address as an example to describe how to

6.4.3. Migrate full data from a self-managed6.4.3. Migrate full data from a self-managed
PostgreSQL database to an ApsaraDB RDS forPostgreSQL database to an ApsaraDB RDS for
PostgreSQL instancePostgreSQL instance
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configure a full data migration task. To ensure data consistency, we recommend that you do not
write data to the self-managed PostgreSQL database during full data migration. For information
about how to migrate data with minimal downtime, see Migrate incremental data from a self-
managed PostgreSQL database (version 10.1 to 13) to an ApsaraDB RDS for PostgreSQL instance and
Migrate incremental data from a self-managed PostgreSQL database (in PostgreSQL 10.0 or an earlier
version) to an ApsaraDB RDS for PostgreSQL instance.

After you migrate full data from a self-managed PostgreSQL database to an ApsaraDB RDS for
PostgreSQL instance, you can restore data by using logical backup files. For more information, see
Restore data from a logical backup file.

PrerequisitesPrerequisites
The version of the self-managed PostgreSQL database is 9.2, 9.3, 9.4, 9.5, 9.6, 10.x, 11, 12, or 13.

The available storage space of the ApsaraDB RDS for PostgreSQL instance is larger than the total size
of the data in the self-managed PostgreSQL database.

The service port  of the self-managed PostgreSQL database is accessible over the Internet.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The name of the source database cannot contain hyphens (-), for example, dts-testdata.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

A single data migration task can migrate data from only one database. To migrate data from
mult iple databases, you must create a data migration task for each database.

To ensure that the data migration task runs as expected, you can perform a primary/secondary
switchover only on a V11 ApsaraDB RDS for PostgreSQL instance. In this case, you must set  the  rds_
failover_slot_mode  parameter to  sync . For more information, see Logical Replicat ion Slot
Failover.

Warning Warning If  you perform a primary/secondary switchover on a self-managed PostgreSQL
database or an ApsaraDB RDS for PostgreSQL instance of a version other than V11, the data
migration task stops.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
database will overwrite the data in the dest ination instance after the task is resumed.

Migration typesMigration types
Schema migration
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DTS migrates the schemas of the required objects to the dest ination database. DTS supports schema
migration for the following types of objects: table, trigger, view, sequence, function, user-defined
type, rule, domain, operation, and aggregate.

Full data migration
DTS migrates historical data of the required objects from the self-managed PostgreSQL database to
the dest ination database in the ApsaraDB RDS for PostgreSQL instance.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Full data migration Free of charge

Charged only when data is
migrated from Alibaba Cloud
over the Internet. For more
information, see Pricing.

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration

Self-managed PostgreSQL
database

The USAGE permission on
pg_catalog

The SELECT permission on the
objects to be migrated

ApsaraDB RDS for PostgreSQL
instance

The CREATE and USAGE
permissions on the objects to be
migrated

The permissions of the schema
owner

For information about how to create and authorize a database account, see the following topics:

Self-managed PostgreSQL database: CREATE USER and GRANT

ApsaraDB RDS for PostgreSQL instance: Create an account on an ApsaraDB RDS for PPAS instance.

Process of full data migrationProcess of full data migration
To prevent data migration failures caused by dependencies between objects, DTS migrates the
schemas and data of the source PostgreSQL database in the following order:

1. Migrate the schemas of tables, views, sequences, functions, user-defined types, rules, domains,
operations, and aggregates.

Not e Not e Functions that are writ ten in the C programming language cannot be migrated.

2. Migrate full data.

3. Migrate the schemas of triggers and foreign keys.

Before you beginBefore you begin
Create a database and schema in the dest ination RDS instance based on the database and schema
information of the objects to be migrated. The schema name of the source and dest ination databases
must be the same. For more information, see Create a database on an ApsaraDB RDS for PostgreSQL
instance and Appendix: User and schema management.

ProcedureProcedure
1. Log on to the DTS console.
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1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. In the upper part  of the Migrat ion T asksMigrat ion T asks page, select  the region where the RDS instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need to
use a unique task name.

Instance Type

Select an instance type based on the deployment of the source
database. In this example, select User-Creat ed Dat abase wit hUser-Creat ed Dat abase wit h
Public IP AddressPublic IP Address .

Not e Not e If you select other instance types, you must deploy
the network environment for the source database. For more
information, see Preparation overview.
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Source
Database

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  as
the instance type, you do not need to specify the Inst ance RegionInst ance Region
parameter.

Not e Not e If a whitelist  is configured for the self-managed
PostgreSQL database, you must add the CIDR blocks of DTS
servers to the whitelist  of the database. You can click Get  IPGet  IP
Address Segment  of  DT SAddress Segment  of  DT S next to Inst ance RegionInst ance Region to obtain
the CIDR blocks of DTS servers.

Database Type Select Post greSQLPost greSQL.

Hostname or
IP Address

Enter the endpoint that is used to connect to the self-managed
PostgreSQL database. In this example, enter the public IP address.

Port Number
Enter the service port number of the self-managed PostgreSQL
database. The default port number is 54325432.

Database
Name

Enter the name of the self-managed PostgreSQL database.

Database
Account

Enter the account that is used to log on to the self-managed
PostgreSQL database. For information about the permissions that are
required for the account, see Permissions required for database
accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the destination RDS instance resides.

RDS Instance ID Select the ID of the destination RDS instance.

Section Parameter Description
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Destinatio
n
Database Database

Name

Enter the name of the destination database in the RDS instance. The
name can be different from the name of the self-managed
PostgreSQL database.

Not e Not e Before you configure the data migration task, create
a database and schema in the destination RDS instance. For more
information, see Before you begin.

Database
Account

Enter the database account of the destination RDS instance. For
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelist  of the dest ination RDS
instance. This ensures that DTS servers can connect to the dest ination RDS instance.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

In this example, you must select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion.

Not e Not e To ensure data consistency, we recommend that you do not write data to
the self-managed PostgreSQL database during full data migration.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to add the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or schemas as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 12 hours. You can specify the retry t ime based on your needs. If DTS reconnects to
the source and destination databases within the specified time, DTS resumes the data
migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description

8. Click PrecheckPrecheck.

Not eNot e

A precheck is performed before the migration task starts. The migration task only starts
after the precheck succeeds.

If  the precheck fails, click the

icon next  to each failed check item to view the related details. Fix the issues as
instructed and run the precheck again.

9. After the data migration task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Channel Specif icat ionChannel Specif icat ion parameter. Then, read
and select  Dat a T ransmission Service (Pay-as-you-go) Service T ermsDat a T ransmission Service (Pay-as-you-go) Service T erms.
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11. Click Buy and St artBuy and St art  to start  the data migration task.

Not e Not e We recommend that you do not manually stop the task during full data migration.
Otherwise, the data migrated to the dest ination database will be incomplete. You can wait
until the data migration task automatically stops.

12. Switch your workloads to the dest ination RDS instance.

What to do nextWhat to do next
The database accounts that are used for data migration have the read and write permissions. After
data migration is completed, you must delete the accounts of both the self-managed PostgreSQL
database and the ApsaraDB RDS for PostgreSQL instance to ensure security.

This topic describes how to migrate data from a self-managed Redis database to an ApsaraDB for
Redis instance by using Data Transmission Service (DTS). DTS supports full data migration and
incremental data migration. When you migrate data from a self-managed Redis database to Alibaba
Cloud, you can select  the two migration types to ensure service continuity.

PrerequisitesPrerequisites
The version of the self-managed Redis database is 2.8, 3.0, 3.2, 4.0, 5.0, or 6.0.

The self-managed Redis database is deployed in the standalone architecture rather than the cluster
architecture.

Not e Not e If  the self-managed Redis database is deployed in the cluster architecture, you can
migrate data by using the data synchronization feature. For more information, see Synchronize
data from a self-managed Redis cluster to an ApsaraDB for Redis cluster instance.

The  PSYNC  or  SYNC  command can be run on the self-managed Redis database.

The available storage space of the dest ination ApsaraDB for Redis database is larger than the total
size of the data in the self-managed Redis database.

PrecautionsPrecautions
DTS consumes the resources of the source and dest ination databases during full data migration. This
may increase the loads of the database servers. If  you migrate a large volume of data or if  the server
specificat ions do not meet your requirements, database services may become unavailable. Before
you migrate data, evaluate the impact of data migration on the performance of the source and
destination databases. We recommend that you migrate data during off-peak hours.

If  an expirat ion policy is enabled for some keys in the source database, these keys may not be
deleted in a t imely manner after they expired. Therefore, the number of keys in the dest ination
database may be less than that in the source database. You can run the info command to view the
number of keys in the dest ination database.

6.5. Source database: Redis6.5. Source database: Redis
6.5.1. Migrate data from a self-managed Redis6.5.1. Migrate data from a self-managed Redis
database to an ApsaraDB for Redis instancedatabase to an ApsaraDB for Redis instance
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Not e Not e The number of keys that do not have an expirat ion policy or have not expired is the
same in the source and dest ination databases.

If  you run the EVAL or EVALSHA command to call Lua scripts, DTS cannot identify whether these Lua
scripts are executed on the dest ination database. During incremental data migration, the dest ination
database does not explicit ly return the execution results of Lua scripts.

When you run the  PSYNC  or  SYNC  command to transfer data of the LIST type, DTS does not
perform the  flush  operation on the exist ing data. Therefore, the dest ination database may
contain duplicate data records.

During data migration, if  the number of shards in the self-managed Redis database is increased or
decreased, or if  the specificat ions of the database are changed (for example, the memory capacity is
scaled up), you must reconfigure the task. To ensure data consistency, we recommend that you clear
the data that has been migrated to the dest ination Redis database before you reconfigure the task.

During data migration, if  the endpoint  of the self-managed Redis database is changed, you must
submit  a t icket  to update the change. Otherwise, the append-only files (AOF) of the self-managed
Redis database may be reset. In this case, you must reconfigure the task.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
database will overwrite the data in the dest ination instance after the task is resumed.

Limits on migrating a standalone ApsaraDB for Redis instance to an ApsaraDB for Redis cluster
instance: Each command can be run only on a single slot  in an ApsaraDB for Redis cluster instance. If
you perform operations on mult iple keys in the source database and the keys belong to different
slots, an error occurs.

CROSSSLOT Keys in request don't hash to the same slot

We recommend that you perform operations on only one key during data migration. Otherwise, the
migration task will be interrupted.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Full data migration
DTS migrates historical data of the required objects from the self-managed Redis database to the
destination ApsaraDB for Redis instance.

Not e Not e If  you perform only full data migration, we recommend that you do not write data to
the self-managed Redis database during full data migration. This ensures data consistency.

Incremental data migration
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After full data migration is completed, DTS synchronizes incremental data from the self-managed
Redis database to the dest ination ApsaraDB for Redis instance. Incremental data migration allows
you to ensure service continuity when you migrate data from a self-managed Redis database to
Alibaba Cloud.

Commands that can be migratedCommands that can be migrated
APPEND

BITOP, BLPOP, BRPOP, and BRPOPLPUSH

DECR, DECRBY, and DEL

EVAL, EVALSHA, EXEC, EXPIRE, and EXPIREAT

FLUSHALL and FLUSHDB

GEOADD and GETSET

HDEL, HINCRBY, HINCRBYFLOAT, HMSET, HSET, and HSETNX

INCR, INCRBY, and INCRBYFLOAT

LINSERT, LPOP, LPUSH, LPUSHX, LREM, LSET, and LTRIM

MOVE, MSET, MSETNX, and MULTI

PERSIST, PEXPIRE, PEXPIREAT, PFADD, PFMERGE, PSETEX, and PUBLISH

RENAME, RENAMENX, RESTORE, RPOP, RPOPLPUSH, RPUSH, and RPUSHX

SADD, SDIFFSTORE, SELECT, SET, SETBIT, SETEX, SETNX, SETRANGE, SINTERSTORE, SMOVE, SPOP, SREM,
and SUNIONSTORE

ZADD, ZINCRBY, ZINTERSTORE, ZREM, ZREMRANGEBYLEX, ZUNIONSTORE, ZREMRANGEBYRANK, and
ZREMRANGEBYSCORE

Preparations before incremental data migrationPreparations before incremental data migration
To ensure that the incremental data migration task runs as expected, we recommend that you remove
the limit  on the replicat ion output buffer. This topic uses a server that runs on Linux as an example.

Not e Not e If  you perform only full data migration, skip the following steps.

1. Use the redis-cli program to connect to the self-managed Redis database.

Not e Not e You can use the redis-cli program after you install the Redis client. For more
information, visit  Redis community official website.

redis-cli -h <host> -p <port> -a <password>

Not eNot e

<host>: the endpoint  that is used to connect to the self-managed Redis database. You
can use 127.0.0.1 in this example.

<port>: the service port  number of the self-managed Redis database. The default  port
number is 6379.

<password>: the password of the self-managed Redis database.

Example:
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redis-cli -h 127.0.0.1 -p 6379 -a Test123456

2. Run the following command to remove the limit  on the replicat ion output buffer:

config set client-output-buffer-limit 'slave 0 0 0'

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. In the upper part  of the Migrat ion T asksMigrat ion T asks page, select  the region where the RDS instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need to
specify a unique task name.

Instance Type

Select an instance type based on the deployment of the self-
managed Oracle database. In this example, select User-Creat edUser-Creat ed
Dat abase wit h Public IP AddressDat abase wit h Public IP Address .

Not e Not e If you select other instance types, you must set up
the environment that is required for the self-managed Oracle
database. For more information, see Preparation overview.
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Source
Database

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  as
the instance type, you do not need to configure the Inst ance RegionInst ance Region
parameter.

Not e Not e If a whitelist  is configured for the self-managed
Redis database, you must add the CIDR blocks of DTS servers to
the whitelist  of the database. You can click Get  IP AddressGet  IP Address
Segment  of  DT SSegment  of  DT S next to Inst ance RegionInst ance Region to obtain the CIDR
blocks of DTS servers.

Database Type Select RedisRedis .

Instance Mode
The value of this parameter is set to St andaloneSt andalone and cannot be
changed to Cluster.

Hostname or
IP Address

Enter the endpoint that is used to connect to the self-managed Redis
database. In this example, enter the public IP address.

Port Number

Enter the service port number of the self-managed Redis database.
The default port number is 63796379.

Not e Not e The service port of the self-managed Redis
database must be accessible over the Internet.

Database
Password

Enter the password of the self-managed Redis database.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Destinatio
n
Database

Instance Type Select Redis Inst anceRedis Inst ance.

Instance
Region

Select the region where the destination ApsaraDB for Redis instance
resides.

Redis Instance
ID

Select the ID of the destination ApsaraDB for Redis instance.

Section Parameter Description
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Database

Database
Password

Enter the database password of the destination ApsaraDB for Redis
instance.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects that you want to migrate.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select only Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Full Dat a Migrat ionFull Dat a Migrat ion and
Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you
do not write data to the self-managed Redis database during data migration. This
ensures data consistency between the source and destination databases.

Select
the
objects
that you
want to
migrate

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not e Not e You can select only databases as the objects to be migrated.
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Specify
whether
to
rename
objects

In this scenario, you cannot rename objects.

Specify
the retry
time
range
for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the following 12 hours. You can specify the retry t ime range based on your business
requirements. If DTS reconnects to the source and destination databases within the
specified time range, DTS resumes the data migration task. Otherwise, the data migration
task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime range based on your business
requirements. You can also release the DTS instance at your earliest opportunity after
the source and destination instances are released.

Setting Description

8. Click PrecheckPrecheck.

Not eNot e

A precheck is performed before the migration task starts. The migration task only starts
after the precheck succeeds.

If  the precheck fails, click the

icon next  to each failed check item to view the related details. Fix the issues as
instructed and run the precheck again.

9. After the data migration task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Channel Specif icat ionChannel Specif icat ion parameter. Then, read
and select  Dat a T ransmission Service (Pay-as-you-go) Service T ermsDat a T ransmission Service (Pay-as-you-go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Full data migration
Do not manually stop a full data migration task. If  you manually stop a full data migration task,
the data that is migrated to the RDS instance may be incomplete. You can wait  until the full data
migration task automatically stops.

Incremental data migration
An incremental data migration task does not automatically stop. You must manually stop the
task.
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Not e Not e We recommend that you manually stop an incremental data migration task at  an
appropriate point  in t ime. For example, you can stop the task during off-peak hours or
before you switch your workloads over to the RDS instance.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is not  delayedT he dat a migrat ion t ask is not  delayed
appear in the progress bar of the data migration task. Then, stop writ ing data to the self-
managed Oracle database for a few minutes. The delay t ime of increment al dat aincrement al dat a
migrat ionmigrat ion may be displayed in the progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he dat a migrat ionT he dat a migrat ion
t ask is not  delayedt ask is not  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the dest ination ApsaraDB for Redis instance.

What to do nextWhat to do next
The database accounts that are used for data migration have the read and write permissions. After the
data migration task is completed, you must change the passwords of the self-managed Redis database
and the ApsaraDB for Redis instance to ensure database security.

This topic describes how to migrate data from a self-managed standalone MongoDB database to an
ApsaraDB for MongoDB instance by using Data Transmission Service (DTS).

You can also use the built-in commands of MongoDB to migrate self-managed MongoDB databases.
For more information, see Migrate self-managed MongoDB databases to standalone instances by using tools
provided by MongoDB.

For more information about data migration or synchronization solut ions, see Overview.

PrerequisitesPrerequisites
The versions of the source and dest ination MongoDB databases are supported by DTS. For more
information, see Overview of data migration scenarios.

The available storage space of the ApsaraDB for MongoDB instance is larger than the total size of
the data in the self-managed MongoDB database.

PrecautionsPrecautions
By default , oplogs are not supported by self-managed standalone MongoDB databases. If  you use a
replica set  that contains only one node, oplogs are supported for DTS to implement incremental

6.6. Source database: MongoDB6.6. Source database: MongoDB
6.6.1. Migrate a self-managed standalone6.6.1. Migrate a self-managed standalone
MongoDB database to Alibaba Cloud by usingMongoDB database to Alibaba Cloud by using
DTSDTS
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migration.

To prevent service disruptions, we recommend that you migrate data during off-peak hours.

If  the source and dest ination MongoDB databases use different versions or storage engines, make
sure that your applications can run on both databases. For more information about the versions and
storage engines that are supported by ApsaraDB for MongoDB, see MongoDB versions and storage
engines.

The admin or local database cannot be used as the source or dest ination database.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Full data migration Free of charge.
Charged only when data is migrated from Alibaba
Cloud over the Internet. For more information, see
Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Full data migration: DTS migrates all historical data of the source MongoDB database to the
destination MongoDB database.

Not e Not e DTS can migrate the following types of objects: database, collect ion, and index.

Incremental data migration: After full data migration is completed, DTS synchronizes incremental
data of the source MongoDB database to the dest ination MongoDB database.

Not eNot e

DTS can synchronize the create and delete operations that are performed on databases,
collect ions, and indexes.

DTS can synchronize the create, delete, and update operations that are performed on
documents.

Permissions required for database accountsPermissions required for database accounts

Database Full data migration

Self-managed MongoDB database The read permissions on the source database

ApsaraDB for MongoDB instance
The read and write permissions on the destination
database

For more information about how to create and authorize a database account, see the following
topics:

Self-managed MongoDB database: db.createUser()

ApsaraDB for MongoDB instance: Manage user permissions on MongoDB databases

ProcedureProcedure
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1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the ApsaraDB for MongoDB
instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need to
use a unique task name.

Instance Type

Select an instance type based on the deployment of the source
database. In this example, select User-Creat ed Dat abase wit hUser-Creat ed Dat abase wit h
Public IP AddressPublic IP Address .

Not e Not e If you select other instance types, you must deploy
the network environment for the self-managed database. For
more information, see Preparation overview.
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Source
Database

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  as
the instance type, you do not need to specify the Inst ance RegionInst ance Region
parameter.

Not e Not e If a whitelist  is configured for the self-managed
MongoDB database, you must add the CIDR blocks of DTS servers
to the whitelist  of the database. You can click Get  IP AddressGet  IP Address
Segment  of  DT SSegment  of  DT S next to Inst ance RegionInst ance Region to obtain the CIDR
blocks of DTS servers.

Database Type Select MongoDBMongoDB.

Hostname or IP
Address

Enter the endpoint that is used to connect to the self-managed
MongoDB database. In this example, enter the public IP address.

Port Number

Enter the service port number of the self-managed MongoDB
database.

Not e Not e The service port of the self-managed MongoDB
database must be accessible over the Internet.

Database
Name

Enter the name of the authentication database. The database account
is created in this database.

Database
Account

Enter the account that is used to log on to the self-managed
MongoDB database. For information about the permissions that are
required for the account, see Permissions required for database
accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the source database parameters,
click T est  Connect ivit yT est  Connect ivit y next to Dat abase PasswordDat abase Password to verify
whether the specified parameters are valid. If the specified
parameters are valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Modify the source
database parameters based on the check results.

Encryption

Select Non-encrypt edNon-encrypt ed.

Not e Not e You can select SSL-encrypt edSSL-encrypt ed only when you
migrate data from MongoDB Atlas.

Instance Type Select MongoDB Inst anceMongoDB Inst ance.

Section Parameter Description
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Destinatio
n
Database

Instance
Region

Select the region where the destination ApsaraDB for MongoDB
instance resides.

MongoDB
Instance ID

Select the ID of the destination ApsaraDB for MongoDB instance.

Database
Name

Enter the name of the authentication database. The database account
is created in this database.

Database
Account

Enter the database account of the destination ApsaraDB for MongoDB
instance. For information about the permissions that are required for
the account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are valid. If
the specified parameters are valid, the PassedPassed message appears.
If the FailedFailed message appears, click CheckCheck next to FailedFailed. Modify
the destination database parameters based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects to be migrated.
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Setting Description
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Select
migratio
n types

To perform only full data migration, select only Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Full Dat a Migrat ionFull Dat a Migrat ion and
Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not eNot e

To migrate the incremental data of a standalone MongoDB database by using
DTS, you must enable the oplog feature for the database.

If Incremental Data Migration is not selected, we recommend that you do not
write data to the source instance during full data migration. This ensures data
consistency between the source and destination instances.

Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move

the objects to the Select edSelect ed section.

Not e Not e DTS cannot migrate data from the admin, local, or config database.

You can select databases, collections, or functions as the objects to be migrated.

By default, after an object is migrated to the destination database, the name of the
object remains unchanged. You can use the object name mapping feature to rename the
objects that are migrated to the destination database. For more information, see Object
name mapping.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Setting Description
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Specify
the retry
time
range
for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 12 hours. You can specify the retry t ime range based on your business
requirements. If DTS reconnects to the source and destination databases within the
specified time range, DTS resumes the data migration task. Otherwise, the data migration
task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime range based on your business
requirements. You can also release the DTS instance at your earliest opportunity after
the source and destination instances are released.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database may be incomplete. You can wait  until the data
migration task automatically stops.

Incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.

Not e Not e We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the ApsaraDB for MongoDB instance.
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a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is not  delayedT he dat a migrat ion t ask is not  delayed
are displayed in the progress bar of the data migration task. Then, stop writ ing data to the
source instance for a few minutes. The latency of increment al dat a migrat ionincrement al dat a migrat ion may be
displayed in the progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he dat a migrat ionT he dat a migrat ion
t ask is not  delayedt ask is not  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the dest ination ApsaraDB for MongoDB instance.

This topic describes how to use Data Transmission Service (DTS) to migrate a self-managed MongoDB
database that uses the replica set  architecture to ApsaraDB for MongoDB. DTS supports full data
migration and incremental data migration. When you configure a data migration task, you can select
these two migration types to ensure service continuity.
You can also use the built-in commands of MongoDB to migrate self-managed MongoDB databases.
For more information, see Migrate self-managed databases to Alibaba Cloud by using tools provided by
MongoDB. For more information about data migration and synchronization solut ions, see Overview.

PrerequisitesPrerequisites
The versions of the source and dest ination MongoDB databases are supported by DTS. For more
information, see Overview of data migration scenarios.

The available storage space of the ApsaraDB for MongoDB instance is larger than the total size of
the data in the self-managed MongoDB database.

PrecautionsPrecautions
DTS consumes the resources of the source and dest ination databases during full data migration. This
may increase the loads of the database servers. If  you migrate a large amount of data or if  the server
specificat ions do not meet your requirements, database services may become unavailable. Before
you migrate data, evaluate the impact of data migration on the performance of the source and
destination databases. We recommend that you migrate data during off-peak hours.

If  the source and dest ination databases have different versions or storage engines, make sure that
the versions or storage engines are compatible. For more information, see MongoDB versions and
storage engines.

The admin or local database cannot be used as the source or dest ination database.

BillingBilling

6.6.2. Migrate a self-managed MongoDB6.6.2. Migrate a self-managed MongoDB
database that uses the replica set architecturedatabase that uses the replica set architecture
to ApsaraDB for MongoDB by using DTSto ApsaraDB for MongoDB by using DTS
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Migration type Task configuration fee Internet traffic fee

Full data migration Free of charge.
Charged only when data is migrated from Alibaba
Cloud over the Internet. For more information, see
Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Full data migration: All exist ing data in the source instance is migrated to the dest ination instance.

Not e Not e DTS can migrate the following types of objects: database, collect ion, and index.

Incremental data migration: After full data migration is complete, DTS synchronizes incremental data
of the source MongoDB database to the dest ination MongoDB database.

Not eNot e

DTS can synchronize the create and delete operations that are performed on databases,
collect ions, and indexes.

DTS can synchronize the create, delete, and update operations that are performed on
documents.

Permissions required for database accountsPermissions required for database accounts

Database Full data migration Incremental data migration

Self-managed MongoDB
database

Read permissions on the source
database

Read permissions on the source,
admin, and local databases

ApsaraDB for MongoDB instance
Read and write permissions on
the destination database

Read and write permissions on
the destination database

For more information about how to create a database account and grant permissions to the account,
see the following topics:

ApsaraDB for MongoDB instances: Manage user permissions on MongoDB databases

Self-managed MongoDB database: db.createUser()

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. On the upper part  of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination ApsaraDB
for MongoDB instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
The task name that DTS automatically generates. We recommend that
you specify a descriptive name that makes it  easy to identify the task.
You do not need to specify a unique task name.

Instance Type

The access method of the source database. In this example, User-User-
Creat ed Dat abase wit h Public IP AddressCreat ed Dat abase wit h Public IP Address  is selected.

Not e Not e If you select other instance types, you must deploy
the network environment for the self-managed database. For
more information, see Preparation overview.

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  for
the Instance Type parameter, you do not need to configure the
Inst ance RegionInst ance Region parameter.

Not e Not e If a whitelist  is configured for the self-managed
MongoDB database, you must add the CIDR blocks of DTS servers
to the whitelist  of the database. You can click Get  IP AddressGet  IP Address
Segment  of  DT SSegment  of  DT S next to Inst ance RegionInst ance Region to obtain the CIDR
blocks of DTS servers.

Database Type Select MongoDBMongoDB.
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Source
Database

Hostname or IP
Address

The endpoint that is used to connect to the self-managed MongoDB
database. In this example, enter the public IP address.

Port Number

The service port number of the self-managed MongoDB database.

Not e Not e The service port of the self-managed MongoDB
database must be accessible over the Internet.

Database
Name

The name of the authentication database. The database account is
created in this database.

Database
Account

The account that is used to log on to the self-managed MongoDB
database. For information about the permissions that are required for
the account, see Permissions required for database accounts.

Database
Password

The password of the database account.

Not e Not e After you specify the information about the source
database, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is correct, the PassedPassed message is displayed. If the
information is incorrect, the FailedFailed message is displayed and you
must click CheckCheck next to the FailedFailed message to modify the
information.

Encryption

Select Non-encrypt edNon-encrypt ed.

Not e Not e You can select SSL-encrypt edSSL-encrypt ed only when you
migrate data from MongoDB Atlas.

Destinatio
n
Database

Instance Type Select MongoDB Inst anceMongoDB Inst ance.

Instance
Region

The region where the destination ApsaraDB for MongoDB instance is
deployed.

MongoDB
Instance ID

The ID of the destination instance.

Database
Name

The name of the authentication database. The database account is
created in this database.

Database
Account

The database account of the destination ApsaraDB for MongoDB
instance. For information about the permissions that are required for
the account, see Permissions required for database accounts.

Section Parameter Description
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Database
Password

The password of the database account.

Not e Not e After you specify the information about the
destination instance, you can click T est  Connect ivit yT est  Connect ivit y next to
Dat abase PasswordDat abase Password to check whether the information is valid. If
the information is correct, the PassedPassed message is displayed. If
the information is incorrect, the FailedFailed message is displayed and
you must click CheckCheck next to the FailedFailed message to modify the
information.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and objects to migrate.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select only Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Full Dat a Migrat ionFull Dat a Migrat ion and
Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you
do not write data to the self-managed MongoDB database during full data migration.
This ensures data consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to add the

objects to the Select edSelect ed section.

Not e Not e DTS cannot migrate data from the admin, local, or config database.

The objects that you can migrate are databases, collections, and functions.

By default, after an object is migrated to the destination instance, the name of the
object remains unchanged. You can use the object name mapping feature to rename the
objects that are migrated to the destination database. For more information, see Object
name mapping.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time
range
for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the following 12 hours. You can specify the retry t ime range based on your business
requirements. If DTS is reconnected to the source and destination databases within the
specified time range, DTS resumes the data migration task. Otherwise, the data migration
task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description

8. Click PrecheckPrecheck.

Not eNot e

A precheck is performed before the migration task starts. The migration task only starts
after the precheck succeeds.

If  the precheck fails, click the

icon next  to each failed check item to view the related details. Fix the issues as
instructed and run the precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Inst ance ClassInst ance Class parameter and select  Dat aDat a
T ransmission Service (Pay-As-You-Go) Service T ermsT ransmission Service (Pay-As-You-Go) Service T erms.
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11. Click Buy and St artBuy and St art  to start  the data migration task.

Full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database may be incomplete. You can wait  until the full data
migration task automatically stops.

Incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.

Not e Not e We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the ApsaraDB for MongoDB instance.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is not  delayedT he dat a migrat ion t ask is not  delayed
are displayed in the progress bar of the data migration task. Then, stop writ ing data to the
source database for a few minutes. The latency of increment al dat a migrat ionincrement al dat a migrat ion may be
displayed in the progress bar.

b. Wait  until the state of increment al dat a migrat ionincrement al dat a migrat ion changes to T he dat a migrat ion t askT he dat a migrat ion t ask
is not  delayedis not  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the dest ination ApsaraDB for MongoDB instance.

ReferencesReferences
Connect to a replica set instance

This topic describes how to use Data Transmission Service (DTS) to migrate a self-managed MongoDB
database that uses the sharded cluster architecture to an ApsaraDB for MongoDB sharded cluster
instance. DTS allows you to migrate the historical and incremental data of on-premises databases to
Alibaba Cloud without service disruptions.
For more information about data migration and synchronization solut ions, see Overview.

PrerequisitesPrerequisites
The versions of the source and dest ination MongoDB databases are supported by DTS. For more
information, see Overview of data migration scenarios.

Each shard in the dest ination sharded cluster instance has sufficient  storage space.

6.6.3. Migrate a self-managed MongoDB6.6.3. Migrate a self-managed MongoDB
database that uses the sharded clusterdatabase that uses the sharded cluster
architecture to ApsaraDB for MongoDB by usingarchitecture to ApsaraDB for MongoDB by using
DTSDTS
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Not e Not e For example, a self-managed MongoDB database has three shards, and one of these
shards occupies a maximum storage space of 500 GB. In this case, the storage space of each
shard in dest ination instance must be larger than 500 GB.

The admin or local database is not used as the source or dest ination database.

How it  worksHow it  works
DTS migrates a self-managed MongoDB database by migrating each shard in the database. You must
create a data migration task for each shard.

Not e Not e The distribution of migrated data in the dest ination ApsaraDB for MongoDB instance is
based on the shard key that you specify. For more information, see Configure sharding to maximize
the performance of shards.

PrecautionsPrecautions
DTS consumes the resources of the source and dest ination databases during full data migration. This
may increase the loads of the database servers. If  you migrate a large volume of data or the server
specificat ions cannot meet your requirements, database services may become unavailable. Before
you migrate data, evaluate the impact of data migration on the performance of the source and
destination databases. We recommend that you migrate data during off-peak hours.

If  the source and dest ination ApsaraDB for MongoDB instances have different versions or storage
engines, make sure that the versions or storage engines are compatible. For more information, see
MongoDB versions and storage engines.

BillingBilling
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Migration type Task configuration fee Internet traffic fee

Full data migration Free of charge.

Charged only when data is migrated from Alibaba
Cloud over the Internet. For more information, see
Data Transmission Service Pricing.Incremental data

migration

Charged. For more
information, see Data
Transmission Service
Pricing.

Migration typesMigration types
Full data migration: DTS migrates all historical data of the source MongoDB database to the
destination MongoDB database.

Not e Not e DTS can migrate the following types of objects: database, collect ion, and index.

Incremental data migration: After full data migration is complete, DTS synchronizes incremental data
of the source MongoDB database to the dest ination MongoDB database.

Not eNot e

DTS can synchronize the create and delete operations that are performed on databases,
collect ions, and indexes.

DTS can synchronize the create, delete, and update operations that are performed on
documents.

Permissions required for database accountsPermissions required for database accounts

Database Full data migration Incremental data migration

Self-managed MongoDB
database

The read permissions on the
source database

The read permissions on the
source database, the admin
database, and the local database

ApsaraDB for MongoDB instance
The read and write permissions
on the destination database

The read and write permissions
on the destination database

For information about how to create and authorize a database account, see the following topics:

Self-managed MongoDB database: db.createUser()

ApsaraDB for MongoDB instance: Manage user permissions on MongoDB databases

Before you beginBefore you begin
1. Disable the balancer of the self-managed MongoDB database. This prevents the impact of chunk

migration on data consistency. For more information, see Manage the ApsaraDB for MongoDB
balancer.

Warning Warning If  the balancer is not disabled, chunk migration affects the consistency of the
data read by DTS.

2. Delete the orphaned documents that are generated due to chunk migration failures from the self-
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managed MongoDB database.

Not e Not e If  you do not delete the orphaned documents, the migration performance will be
compromised. In addit ion, some documents may have duplicate  _id  values and unwanted
data may be migrated.

i. Download the cleanupOrphaned.js f ile.

wget "http://docs-aliyun.cn-hangzhou.oss.aliyun-inc.com/assets/attach/120562/cn_zh/
1564451237979/cleanupOrphaned.js"

ii. Replace test  in the  cleanupOrphaned.js  f ile with the name of the database from which you
want to delete orphaned documents.

Not e Not e If  you want to delete orphaned documents from mult iple databases, repeat
Steps ii and iii.
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iii. Run the following command on a shard to delete the orphaned documents from all collect ions
in the specified database:

Not e Not e You must repeat this step on each shard.

mongo --host <Shardhost> --port <Primaryport>  --authenticationDatabase <database> 
-u <username> -p <password> cleanupOrphaned.js

Not eNot e

<Shardhost>: the IP address of the shard.

<Primaryport>: the service port  of the primary node in the shard.

<database>: the name of the authentication database. The database account is
created in this database.

<username>: the account that is used to log on to the self-managed MongoDB
database.

<password>: the password that is used to log on to the self-managed MongoDB
database.

Example:
In this example, a self-managed MongoDB database has three shards, and you must delete the
orphaned documents on each shard.

mongo --host 172.16.1.10 --port 27018  --authenticationDatabase admin -u root -p 'T
est123456' cleanupOrphaned.js

mongo --host 172.16.1.11 --port 27021 --authenticationDatabase admin -u root -p 'Te
st123456' cleanupOrphaned.js

mongo --host 172.16.1.12 --port 27024  --authenticationDatabase admin -u root -p 'T
est123456' cleanupOrphaned.js

3. Create databases and collect ions to be sharded in the dest ination ApsaraDB for MongoDB
instance, and configure data sharding based on your business requirements. For more information,
see Configure sharding to maximize the performance of shards.

Not e Not e If  you configure data sharding before you start  data migration, data in the self-
managed MongoDB database is evenly migrated to the shards in the dest ination sharded
cluster instance. This prevents the overloading of a single shard.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination ApsaraDB for
MongoDB instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need to
use a unique task name.

Instance Type

Select an instance type based on the deployment of the source
database. In this example, select User-Creat ed Dat abase wit hUser-Creat ed Dat abase wit h
Public IP AddressPublic IP Address .

Not e Not e If you select other instance types, you must deploy
the network environment for the self-managed database. For
more information, see Preparation overview.

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  as
the instance type, you do not need to configure the Inst ance RegionInst ance Region
parameter.

Not e Not e If a whitelist  is configured for the self-managed
MongoDB database, you must add the CIDR blocks of DTS servers
to the whitelist. You can click Get  IP Address Segment  of  DT SGet  IP Address Segment  of  DT S
next to Inst ance RegionInst ance Region to obtain the CIDR blocks of DTS
servers.

Database Type Select MongoDBMongoDB.
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Source
Database

Hostname or IP
Address

Enter the endpoint or IP address of a shard in the self-managed
MongoDB database. In this example, enter the public IP address of the
shard.

Not e Not e DTS migrates each shard of the source database until
the whole cluster is migrated. In this example, enter the endpoint
or IP address of the first  shard. When you configure the second
migration task, enter the endpoint or IP address of the second
shard. You must repeat this procedure until all shards are
migrated.

Port Number

Enter the service port number of the shard.

Not e Not e The service port of each shard in the self-managed
MongoDB database must be accessible over the Internet.

Database
Name

Enter the name of the authentication database. The database account
is created in this database.

Database
Account

Enter the account that is used to log on to the self-managed
MongoDB database. For information about the permissions that are
required for the account, see Permissions required for database
accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the source database parameters,
click T est  Connect ivit yT est  Connect ivit y next to Dat abase PasswordDat abase Password to verify
whether the specified parameters are valid. If the specified
parameters are valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Modify the source
database parameters based on the check results.

Encryption

Select Non-encrypt edNon-encrypt ed.

Not e Not e You can select SSL-encrypt edSSL-encrypt ed only when you
migrate data from MongoDB Atlas.

Instance Type Select MongoDB Inst anceMongoDB Inst ance.

Instance
Region

Select the region where the destination ApsaraDB for MongoDB
instance resides.

MongoDB
Instance ID

Select the ID of the destination sharded cluster instance.
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Destinatio
n
Database

Database
Name

Enter the name of the authentication database. The database account
is created in this database.

Database
Account

Enter the database account of the destination ApsaraDB for MongoDB
instance. For information about the permissions that are required for
the account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are valid. If
the specified parameters are valid, the PassedPassed message appears.
If the FailedFailed message appears, click CheckCheck next to FailedFailed. Modify
the destination database parameters based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects to be migrated.

Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 
Cloud

Dat a Transmission Service

329 > Document  Version: 20220712

https://www.alibabacloud.com/help/doc-detail/84900.htm#concept-1340353


Setting Description

Select
the
migratio
n types

To perform only full data migration, select only Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Full Dat a Migrat ionFull Dat a Migrat ion and
Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you
do not write data to the self-managed MongoDB database during full data migration.
This ensures data consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to add the

objects to the Select edSelect ed section.

Not e Not e DTS cannot migrate data from the admin, local, or config database.

The objects that you can migrate are databases, collections, and functions.

By default, after an object is migrated to the destination instance, the name of the
object remains unchanged. You can use the object name mapping feature to rename the
objects that are migrated to the destination database. For more information, see Object
name mapping.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time
range
for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the following 12 hours. You can specify the retry t ime range based on your business
requirements. If DTS is reconnected to the source and destination databases within the
specified time range, DTS resumes the data migration task. Otherwise, the data migration
task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description

8. Click PrecheckPrecheck.

Not eNot e

A precheck is performed before the migration task starts. The migration task only starts
after the precheck succeeds.

If  the precheck fails, click the

icon next  to each failed check item to view the related details. Fix the issues as
instructed and run the precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-as-you-go) Service T ermsDat a T ransmission Service (Pay-as-you-go) Service T erms.
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11. Click Buy and St artBuy and St art  to start  the data migration task.

12. Repeat Steps 1 to 11 to create data migration tasks for the remaining shards.

13. Stop the data migration tasks.

Full data migration
We recommend that you do not manually stop a task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Incremental data migration
A task does not automatically stop during incremental data migration. You must manually stop
the task.

Not e Not e We recommend that you select  an appropriate t ime to manually stop a data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the ApsaraDB for MongoDB instance.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of all migration tasks. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. After the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask is notT he migrat ion t ask is not
delayeddelayed again, manually stop the migration tasks for all shards.

14. Switch your workloads to the dest ination ApsaraDB for MongoDB instance.

6.7. Source database: TiDB6.7. Source database: TiDB
6.7.1. Migrate incremental data from a self-6.7.1. Migrate incremental data from a self-
managed TiDB database to an ApsaraDB RDS formanaged TiDB database to an ApsaraDB RDS for
MySQL instanceMySQL instance
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This topic describes how to migrate incremental data from a self-managed TiDB database to an
ApsaraDB RDS for MySQL instance by using Data Transmission Service (DTS). Incremental data migration
allows you to ensure service continuity when you migrate data to Alibaba Cloud. In this example, Pump,
Drainer, and a Kafka cluster are deployed.

PrerequisitesPrerequisites

Not e Not e Before you migrate incremental data, you can migrate historical data from the self-
managed TiDB database to the ApsaraDB RDS for MySQL instance. For more information, see
Migrate full data from a self-managed TiDB database to an ApsaraDB RDS for MySQL instance.

The dest ination ApsaraDB RDS for MySQL instance is created. For more information, see Create an
ApsaraDB RDS for MySQL instance.

Not iceNot ice

The dest ination ApsaraDB RDS for MySQL instance must reside in the China (Hangzhou), China
(Shanghai), China (Qingdao), China (Beijing), China (Shenzhen), China (Zhangjiakou), China
(Hong Kong), Singapore (Singapore), US (Silicon Valley), or US (Virginia) region.

The available storage space of the dest ination ApsaraDB RDS for MySQL instance must be
larger than the total size of the data in the self-managed TiDB database.

Background informationBackground information

The binary log format and implementation mechanism of a TiDB database are different from those of a
MySQL database. To migrate incremental data and minimize modificat ions to the source TiDB database,
you must deploy Pump, Drainer, and a Kafka cluster.

Pump records the binary log files that are generated in TiDB in real t ime, and sends the binary log files
to Drainer. Drainer writes the binary log files to the downstream Kafka cluster. During incremental data
migration, DTS retrieves data from the Kafka cluster and migrates the data to the dest ination database
in real t ime. For example, DTS can migrate incremental data to an ApsaraDB RDS for MySQL instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
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migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

DTS uses the  ROUND(COLUMN,PRECISION)  funct ion to retrieve values from columns of the FLOAT or
DOUBLE data type. If  you do not specify a precision, DTS sets the precision for the FLOAT data type
to 38 digits and the precision for the DOUBLE data type to 308 digits. You must check whether the
precision sett ings meet your business requirements.

DTS automatically creates a dest ination database in the ApsaraDB RDS for MySQL instance. However,
if  the name of the source database is invalid, you must manually create a database in the ApsaraDB
RDS for MySQL instance before you configure the data migration task.

Not e Not e For more information about the naming conventions of ApsaraDB RDS for MySQL
databases and how to create a database, see Create a database on an ApsaraDB RDS for MySQL
instance.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
instance will overwrite the data in the dest ination instance after the task is resumed.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types

Migration type Description

Schema migration

DTS migrates the schemas of required objects to the destination database. DTS
supports schema migration for views, tables, and databases.

Warning Warning T iDB and MySQL are heterogeneous databases. DTS does not
ensure that the schemas of the source and destination databases are
consistent after schema migration. We recommend that you evaluate the
impact of data type conversion on your business. For more information, see
Data type mappings between heterogeneous databases.
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Full data migration

DTS migrates the historical data of required objects to the destination database.

Not e Not e During full data migration, concurrent INSERT operations cause
fragmentation in the tables of the destination database. After full data
migration is complete, the size of used tablespace of the destination database
is larger than that of the source database.

Incremental data
migration

DTS retrieves binary log files that are generated in T iDB from the Kafka cluster, and
migrates incremental data to the destination database in real t ime. During
incremental data migration, the following SQL operations can be synchronized:

DML operations: INSERT, UPDATE, and DELETE

DDL operations: CREATE TABLE, DROP TABLE, ALTER TABLE, RENAME TABLE,
TRUNCATE TABLE, CREATE VIEW, DROP VIEW, and ALTER VIEW

Incremental data migration allows you to ensure service continuity when you
migrate data from a self-managed T iDB database to Alibaba Cloud.

Migration type Description

PreparationsPreparations

Not e Not e The server on which the source database is deployed must be in the same internal
network as the servers on which Pump, Drainer, and the Kafka cluster are deployed. This minimizes
the impact of network latency on the incremental data migration task.

1. Deploy Pump and Drainer. For more information, see TiDB Binlog Cluster Deployment.

2. Modify the configuration file of Drainer and specify a Kafka cluster to receive data from Drainer. For
more information, see Binlog Slave Client  User Guide.

3. Deploy a Kafka cluster by using one of the following methods:

Deploy a self-managed Kafka cluster. For more information, visit  the Apache Kafka official
website.

Warning Warning We recommend that you set  the  message.max.bytes  and  replica.fetch.
max.bytes  parameters for the Kafka broker and the  fetch.message.max.bytes  parameter
for the Kafka consumer to greater values. This ensures that the Kafka cluster can receive the
binary log files that are generated in TiDB. For more information, see Kafka 2.5
Documentation.

Purchase and deploy a Message Queue for Apache Kafka instance. For more information, see
Quick start  of Message Queue for Apache Kafka.

Not e Not e The Message Queue for Apache Kafka instance must be deployed in the same
virtual private cloud (VPC) as the source database server. This ensures reliable data
transmission and minimizes the impact of network latency on incremental data migration.

4. Create a topic in the self-managed Kafka cluster or the Message Queue for Apache Kafka instance.

5. Add the CIDR blocks of DTS servers to a whitelist  of the TiDB database. For more information, see
Add the CIDR blocks of DTS servers to the security settings of on-premises databases.
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ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

i. Configure the task name and source database.

Parameter Description

Task Name
The task name that DTS automatically generates. We recommend that you
specify a descriptive name that makes it  easy to identify the task. You do not
need to specify a unique task name.

Instance Type

The access method of the source database. In this example, User-Creat edUser-Creat ed
Dat abase in ECS Inst anceDat abase in ECS Inst ance is selected.

Not e Not e If you select other instance types, you must deploy the
network environment for the self-managed database. For more
information, see Preparation overview.

Instance Region
The region of the Elastic Compute Service (ECS) instance on which the source
T iDB database is deployed.

Database Type Select T iDBT iDB.
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Port Number The service port number of the source T iDB database. Default value: 40004000.

Database
Account

The account of the source T iDB database. The account must have the SELECT
permission on the objects to migrate and the SHOW VIEW permission.

Database
Password

The password of the database account.

Not ice Not ice After you specify the information about the self-managed
Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the information is
valid, the PassedPassed message appears. If the FailedFailed message appears, click
CheckCheck next to FailedFailed. Then, modify the information based on the check
results.

Incremental
migration or not

Specifies whether to perform incremental data migration. In this example,
YesYes  is selected. For more information about how to perform only full data
migration, see Migrate full data from a self-managed T iDB database to an
ApsaraDB RDS for MySQL instance.

Kafka Cluster
Type

The access method of the Kafka cluster. In this example, User-Creat edUser-Creat ed
Dat abase in ECS Inst anceDat abase in ECS Inst ance is selected. If the Kafka cluster is connected over
other methods, you must deploy the network environment for the Kafka
cluster. For more information, see Preparation overview.

Not e Not e You cannot select Message Queue for Apache Kafka for the
Kafka Cluster Type parameter. If you deploy a Message Queue for Apache
Kafka instance, you must select User-Creat ed Dat abase Connect edUser-Creat ed Dat abase Connect ed
over Express Connect , VPN Gat eway, or Smart  Access Gat ewayover Express Connect , VPN Gat eway, or Smart  Access Gat eway.
Then, you must select the VPC to which the Message Queue for Apache
Kafka instance belongs.

Instance Region
The value of this parameter is the same as the region of the source database
and cannot be changed.

ECS Instance ID The ID of the ECS instance that hosts the self-managed Kafka cluster.

Kafka Port
Number

The service port number of the self-managed Kafka cluster. Default value:
9092.

Kafka Cluster
Account

The username that is used to log on to the Kafka cluster. If no authentication
is enabled for the Kafka cluster, you do not need to enter the username.

Kafka Cluster
Password

The password that corresponds to the username. If no authentication is
enabled for the Kafka cluster, you do not need to enter the password.

Topic Click Get  T opic ListGet  T opic List  and select a topic name from the drop-down list.

Kafka version The version of the self-managed Kafka cluster.

Parameter Description
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Kafka Cluster
Encryption

Select Non-encrypt edNon-encrypt ed or SCRAM-SHA-256SCRAM-SHA-256 based on your business and
security requirements.

Parameter Description

ii. Configure the dest ination database.

Parameter Description

Instance Type Select RDS Inst anceRDS Inst ance.

Instance Region The region where the destination ApsaraDB RDS for MySQL instance resides.

Database
Account

The database account of the destination ApsaraDB RDS for MySQL instance.
The account must have read and write permissions on the destination
database. For more information about how to create and authorize a
database account, see Create an account on an ApsaraDB RDS for MySQL
instance and Modify the permissions of a standard account for an ApsaraDB
RDS for MySQL instance.

Database
Password

The password of the database account.

Not ice Not ice After you specify the information about the self-managed
Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the information is
valid, the PassedPassed message appears. If the FailedFailed message appears, click
CheckCheck next to FailedFailed. Then, modify the information based on the check
results.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed based on your needs. If you select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the ApsaraDB RDS
instance before you configure the data migration task. For more information,
see Configure SSL encryption for an ApsaraDB RDS for MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for regions in
the Chinese mainland and the China (Hong Kong) region.

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
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WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and objects to migrate.
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Setting Description

Select
the
migratio
n types

If you want to perform only full data migration, select Schema Migrat ionSchema Migrat ion and FullFull
Dat a Migrat ionDat a Migrat ion.

If you want to ensure service continuity during data migration, select SchemaSchema
Migrat ionMigrat ion, Full Dat a Migrat ionFull Dat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion. In this example,
all of the three migration types are selected.
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Select
the
objects
that you
want to
migrate

Select one or more objects from the AvailableAvailable section and click the  icon to add the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated. If
you select tables or columns as the objects to be migrated, DTS does not
migrate other objects such as views, triggers, and stored procedures to the
destination database.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the ApsaraDB RDS instance. For more information, see Object name mapping.

Specify
the retry
time
range
for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the following 12 hours. You can specify the retry t ime range based on your business
requirements. If DTS is reconnected to the source and destination databases within the
specified time range, DTS resumes the data migration task. Otherwise, the data migration
task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.

Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

This topic describes how to migrate full data from a self-managed TiDB database to an ApsaraDB RDS
for MySQL instance by using Data Transmission Service (DTS).

PrerequisitesPrerequisites

6.7.2. Migrate full data from a self-managed TiDB6.7.2. Migrate full data from a self-managed TiDB
database to an ApsaraDB RDS for MySQL instancedatabase to an ApsaraDB RDS for MySQL instance
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An Create an ApsaraDB RDS for MySQL instance instance is created.

Not iceNot ice

The dest ination ApsaraDB RDS for MySQL instance resides in the China (Hangzhou), China
(Shanghai), China (Qingdao), China (Beijing), China (Shenzhen), China (Zhangjiakou), China
(Hong Kong), Singapore (Singapore), US (Silicon Valley), or US (Virginia) region.

The available storage space of the dest ination ApsaraDB RDS for MySQL instance is larger
than the total size of the data in the self-managed TiDB database.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

DTS uses the  ROUND(COLUMN,PRECISION)  funct ion to retrieve values from columns of the FLOAT or
DOUBLE data type. If  you do not specify a precision, DTS sets the precision for the FLOAT data type
to 38 digits and the precision for the DOUBLE data type to 308 digits. You must check whether the
precision sett ings meet your business requirements.

DTS automatically creates a dest ination database in the ApsaraDB RDS for MySQL instance. However,
if  the name of the source database is invalid, you must manually create a database in the ApsaraDB
RDS for MySQL instance before you configure the data migration task.

Not e Not e For more information about the naming conventions of ApsaraDB RDS for MySQL
databases and how to create a database, see Create a database on an ApsaraDB RDS for MySQL
instance.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
instance will overwrite the data in the dest ination instance after the task is resumed.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full data
migration

Free of charge.

Charged only when data is
migrated from Alibaba Cloud
over the Internet. For more
information, see Pricing.

Migration typesMigration types

Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 
Cloud

Dat a Transmission Service

343 > Document  Version: 20220712

https://www.alibabacloud.com/help/doc-detail/26117.htm#concept-wzp-ncf-vdb
https://www.alibabacloud.com/help/zh/doc-detail/96105.htm
https://www.alibabacloud.com/help/doc-detail/117780.htm#concept-261679


Migration type Description

Schema migration

DTS migrates the schemas of required objects to the destination database. DTS
supports schema migration for views, tables, and databases.

Warning Warning T iDB and MySQL are heterogeneous databases. DTS does not
ensure that the schemas of the source and destination databases are
consistent after schema migration. We recommend that you evaluate the
impact of data type conversion on your business. For more information, see
Data type mappings between heterogeneous databases.

Full data migration

DTS migrates historical data of required objects to the destination database.

Not e Not e During full data migration, concurrent INSERT operations cause
fragmentation in the tables of the destination database. After full data
migration is complete, the size of the used tablespace of the destination
database is larger than that of the source database.

PreparationsPreparations
If  a whitelist  is configured for the TiDB database, you must add the CIDR blocks of DTS servers to the
whitelist  of the database. For more information, see Add the CIDR blocks of DTS servers to the security
settings of on-premises databases.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 

Cloud

> Document  Version: 20220712 344

https://www.alibabacloud.com/help/doc-detail/131292.htm#concept-1813831
https://www.alibabacloud.com/help/doc-detail/84900.htm#concept-1340353
https://dts-intl.console.aliyun.com/


Section Parameter Description

N/A Task Name
The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify the
task. You do not need to specify a unique task name.

Source
Database

Instance Type

The access method of the source database. In this example, User-User-
Creat ed Dat abase in ECS Inst anceCreat ed Dat abase in ECS Inst ance is selected.

Not e Not e If you select other instance types, you must deploy
the network environment for the self-managed database. For
more information, see Preparation overview.

Instance
Region

The region of the Elastic Compute Service (ECS) instance on which the
source T iDB database is deployed.

Database Type Select T iDBT iDB.

Port Number
The service port number of the source T iDB database. Default value:
40004000.

Database
Account

The account of the source T iDB database. The account must have the
SELECT permission on the objects to migrate and the SHOW VIEW
permission.
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Database
Password

The password of the database account.

Not ice Not ice After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Destinatio
n
Database

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The region where the destination instance resides.

RDS Instance ID The ID of the destination instance.

Database
Account

The database account of the destination instance. The account must
have read and write permissions on the destination database. For
more information about how to create and authorize a database
account, see Create an account on an ApsaraDB RDS for MySQL
instance and Modify the permissions of a standard account for an
ApsaraDB RDS for MySQL instance.

Database
Password

The password of the database account.

Not ice Not ice After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the ApsaraDB
RDS for MySQL instance before you configure the data synchronization
task. For more information, see Configure SSL encryption on an
ApsaraDB RDS for MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong) region.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
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WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration type and the objects to migrate.
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Setting Description

Select
the
migratio
n types

Select both Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion. For more information about
migration types, see Migration types.

Not ice Not ice To ensure data consistency, we recommend that you do not write data
to the source T iDB database during data migration.
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Select
the
objects
that you
want to
migrate

Select one or more objects from the AvailableAvailable section and click the  icon to add the

objects to the Select edSelect ed section.

Not iceNot ice

You can select columns, tables, or databases as the objects to migrate.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the ApsaraDB RDS instance. For more information, see Object name mapping.

Specify
the retry
time
range
for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the following 12 hours. You can specify the retry t ime range based on your business
requirements. If DTS is reconnected to the source and destination databases within the
specified time range, DTS resumes the data migration task. Otherwise, the data migration
task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime range based on your business needs. You
can also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.
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9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Warning Warning We recommend that you do not manually stop the task during full data
migration. Otherwise, the data migrated to the dest ination database may be incomplete. You
can wait  until the full data migration task automatically stops.

What's nextWhat's next
After full data migration is complete, you can perform incremental data migration. For more
information, see Migrate incremental data from a self-managed TiDB database to an ApsaraDB RDS for
MySQL instance.

This topic describes how to migrate data from a self-managed Db2 database to an ApsaraDB RDS for
MySQL instance by using Data Transmission Service (DTS). DTS supports schema migration, full data
migration, and incremental data migration. When you migrate data from a self-managed Db2 database,
you can select  all of the supported migration types to ensure service continuity.

PrerequisitesPrerequisites
The version of the Db2 database is 9.7 to 11.5.

Not e Not e DTS supports data migration from a Db2 for i database of version 7.3 or 7.4 to an
ApsaraDB RDS for MySQL instance. You can follow the procedure described in this topic to
migrate data from a Db2 for i database to an ApsaraDB RDS for MySQL instance.

The available storage space of the ApsaraDB RDS for MySQL instance is larger than the total size of
the data in the Db2 database.

PrecautionsPrecautions
In this scenario, DTS cannot synchronize data definit ion language (DDL) operations.

If  the name of the source database is invalid, you must create a database in the ApsaraDB RDS for
MySQL instance before you configure a data migration task.

Not e Not e For more information about how to create a database and the database naming
conventions, see Create a database on an ApsaraDB RDS for MySQL instance.

6.8. Source database: Db26.8. Source database: Db2
6.8.1. Migrate data from a self-managed Db26.8.1. Migrate data from a self-managed Db2
database to an ApsaraDB RDS for MySQL instancedatabase to an ApsaraDB RDS for MySQL instance

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 

Cloud

> Document  Version: 20220712 350

https://www.alibabacloud.com/help/doc-detail/170061.htm#task-2515535
https://www.alibabacloud.com/help/doc-detail/96105.htm#concept-cg3-ljq-wdb


DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

If a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
database will overwrite the data in the dest ination instance after the task is resumed.

DTS synchronizes incremental updates from a DB2 database to the dest ination database based on
the Change Data Capture (CDC) replicat ion technology of Db2. However, the CDC replicat ion
technology has its own limits. For more information, see General data restrict ions for SQL Replication.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Schema migration
DTS migrates the schemas of the required objects to the dest ination instance. DTS supports schema
migration for the following types of objects: table, index, and foreign key.

Full data migration
DTS migrates historical data of the required objects from the Db2 database to the dest ination
database in the ApsaraDB RDS for MySQL instance.

Incremental data migration
After full data migration is complete, DTS synchronizes incremental data from the Db2 database to
the dest ination database in the ApsaraDB RDS for MySQL instance. Incremental data migration allows
you to ensure service continuity when you migrate data from a Db2 database.

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration
Incremental data
migration

Db2 database
The CONNECT and
SELECT permissions

The CONNECT and
SELECT permissions

The DBADM permission

ApsaraDB RDS for
MySQL instance

The read and write
permissions

The read and write
permissions

The read and write
permissions
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For more information about how to create and authorize a database account, see the following
topics:

Db2 database: Creating group and user IDs for a Db2 database installat ion (Linux and UNIX) and
Authorit ies overview

ApsaraDB RDS for MySQL instance: Create an account on an ApsaraDB RDS for MySQL instance and
Modify the permissions of a standard account on an ApsaraDB RDS for MySQL instance.

Data migration processData migration process
To prevent data migration failures caused by dependencies between objects, DTS migrates the
schemas and data of the Db2 database in the following order:

1. Migrate the schemas and indexes.

2. Perform full data migration.

3. Migrate the schemas of foreign keys.

4. Perform incremental data migration.

Before you beginBefore you begin
Before you configure an incremental data migration task, enable the archive log feature for the Db2
database. For more information, see Primary log archive method and Secondary log archive method.

Not e Not e Skip this step if  you perform only full data migration.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. In the upper part  of the Migrat ion T asksMigrat ion T asks page, select  the region where the RDS instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest inat ion dat abasessource and dest inat ion dat abases.
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Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Instance Type

Select an instance type based on the deployment of the source
database. In this example, select User-Creat ed Dat abase wit hUser-Creat ed Dat abase wit h
Public IP AddressPublic IP Address .

Not e Not e If you select other instance types, you must deploy
the network environment for the self-managed database. For
more information, see Preparation overview.

Instance
Region

If the instance type is set to User-Creat ed Dat abase wit h PublicUser-Creat ed Dat abase wit h Public
IP AddressIP Address , you do not need to specify the inst ance regioninst ance region.

Not e Not e If a whitelist  is configured for the Db2 database, you
must add the CIDR blocks of DTS servers to the whitelist  of the
database. You can click Get  IP Address Segment  of  DT SGet  IP Address Segment  of  DT S next
to Inst ance RegionInst ance Region to obtain the CIDR blocks of DTS servers.

Database Type Select DB2DB2.

Hostname or
IP Address

Enter the endpoint that is used to connect to the Db2 database. In
this example, enter the public IP address.
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Source
Database

Port Number

Enter the service port number of the Db2 database. The default port
number is 5000050000.

Not e Not e The service port of the Db2 database must be
accessible over the Internet.

Database
Name

Enter the name of the Db2 database.

Database
Account

Enter the account of the Db2 database. For more information about
the permissions that are required for the account, see Permissions
required for database accounts.

Database
Password

Enter the password of the Db2 database account.

Not e Not e After you specify the source database parameters,
click T est  Connect ivit yT est  Connect ivit y next to Dat abase PasswordDat abase Password to verify
whether the specified parameters are valid. If the specified
parameters are valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Modify the source
database parameters based on the check results.

Destinatio
n
Database

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the destination RDS instance resides.

RDS Instance ID Select the ID of the destination RDS instance.

Database
Account

Enter the database account of the destination RDS instance. For more
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are valid. If
the specified parameters are valid, the PassedPassed message appears.
If the FailedFailed message appears, click CheckCheck next to FailedFailed.
Modify the destination database parameters based on the check
results.

Section Parameter Description

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 

Cloud

> Document  Version: 20220712 354



Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the RDS instance
before you configure the data migration task. For more information,
see Configure SSL encryption on an ApsaraDB RDS for MySQL instance.

Not e Not e The Encrypt ionEncrypt ion parameter is available only for
regions in mainland China and the China (Hong Kong) region.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you
do not write data to the Db2 database during data migration. This ensures data
consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination RDS instance, the
name of the object remains the same as that in the Db2 database. You can use
the object name mapping feature to change the names of the objects that are
migrated to the destination RDS instance. For more information, see Object
name mapping.

If you use the object name mapping feature on an object, other objects that
are dependent on the object may fail to be migrated.

Specify
whether
to
rename
object
names

You can use the object name mapping feature to change the names of the objects that are
migrated to the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 12 hours. You can specify the retry t ime based on your needs. If DTS reconnects to
the source and destination databases within the specified time, DTS resumes the data
migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description

8. Click PrecheckPrecheck.

Not eNot e

A precheck is performed before the migration task starts. The migration task only starts
after the precheck succeeds.

If  the precheck fails, click the

icon next  to each failed check item to view the related details. Fix the issues as
instructed and run the precheck again.

9. After the data migration task passes the precheck, click NextNext .

Dat a Migrat ion··Migrat e dat a from a
self-managed dat abase t o Alibaba 
Cloud

Dat a Transmission Service

357 > Document  Version: 20220712

https://www.alibabacloud.com/help/doc-detail/26628.htm#concept-610481
https://www.alibabacloud.com/help/doc-detail/26628.htm#concept-610481


10. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Channel Specif icat ionChannel Specif icat ion parameter. Then, read
and select  Dat a T ransmission Service (Pay-as-you-go) Service T ermsDat a T ransmission Service (Pay-as-you-go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Full data migration
Do not manually stop a full data migration task. If  you manually stop a full data migration task,
the data that is migrated to the RDS instance may be incomplete. You can wait  until the full data
migration task automatically stops.

Incremental data migration
An incremental data migration task does not automatically stop. You must manually stop the
task.

Not e Not e We recommend that you manually stop an incremental data migration task at  an
appropriate point  in t ime. For example, you can stop the task during off-peak hours or
before you switch your workloads over to the RDS instance.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is not  delayedT he dat a migrat ion t ask is not  delayed
appear in the progress bar of the data migration task. Then, stop writ ing data to the self-
managed Oracle database for a few minutes. The delay t ime of increment al dat aincrement al dat a
migrat ionmigrat ion may be displayed in the progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he dat a migrat ionT he dat a migrat ion
t ask is not  delayedt ask is not  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the ApsaraDB RDS for MySQL instance.
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This topic describes how to migrate data from an Amazon RDS for MySQL instance to an ApsaraDB RDS
for MySQL instance by using Data Transmission Service (DTS). DTS supports schema migration, full data
migration, and incremental data migration. When you configure a data migration task, you can select  all
of the supported migration types to ensure service continuity.

PrerequisitesPrerequisites
The Public accessibilit yPublic accessibilit y option of the Amazon RDS for MySQL instance is set  to YesYes. The sett ing
ensures that DTS can access the Amazon RDS for MySQL instance over the Internet.

An ApsaraDB RDS for MySQL instance is created. For more information, see Create an ApsaraDB RDS
for MySQL instance.

The available storage space of the ApsaraDB RDS for MySQL instance is larger than the total size of
the data in the Amazon RDS for MySQL instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

DTS uses the  ROUND(COLUMN,PRECISION)  funct ion to retrieve values from columns of the FLOAT or
DOUBLE data type. If  you do not specify a precision, DTS sets the precision for the FLOAT data type
to 38 digits and the precision for the DOUBLE data type to 308 digits. You must check whether the
precision sett ings meet your business requirements.

DTS automatically creates a dest ination database in the ApsaraDB RDS for MySQL instance. However,
if  the name of the source database is invalid, you must manually create a database in the ApsaraDB
RDS for MySQL instance before you configure the data migration task.

Not e Not e For more information about the naming conventions of ApsaraDB RDS for MySQL
databases and how to create a database, see Create a database on an ApsaraDB RDS for MySQL
instance.

7.Migrate data from a third-7.Migrate data from a third-
party cloud to Alibaba Cloudparty cloud to Alibaba Cloud
7.1. Migrate data from an Amazon7.1. Migrate data from an Amazon
RDS for MySQL instance to anRDS for MySQL instance to an
ApsaraDB RDS for MySQL instanceApsaraDB RDS for MySQL instance
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If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
instance will overwrite the data in the dest ination instance after the task is resumed.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Schema migration
DTS migrates the schemas of the required objects to the dest ination instance. DTS supports schema
migration for the following types of objects: table, view, trigger, stored procedure, and function.
DTS does not support  schema migration for events.

Not eNot e

During schema migration, DTS changes the value of the SECURITY attribute from DEFINER
to INVOKER for views, stored procedures, and functions.

DTS does not migrate user information. To call a view, stored procedure, or function of
the dest ination database, you must grant the read and write permissions to INVOKER.

Full data migration
DTS migrates historical data of the required objects from the Amazon RDS for MySQL instance to the
ApsaraDB RDS for MySQL instance.

Not eNot e

During full data migration, concurrent INSERT operations cause fragmentation in the
tables of the dest ination instance. After full data migration is complete, the tablespace
of the dest ination instance is larger than that of the source instance.

During schema migration and full data migration, do not perform data definit ion language
(DDL) operations in the source database, for example, add a field. Otherwise, data
migration may fail.

Incremental data migration
After full data migration is complete, DTS retrieves binary log files from the Amazon RDS for MySQL
instance. Then, DTS synchronizes incremental data from the Amazon RDS for MySQL instance to the
ApsaraDB RDS for MySQL instance. Incremental data migration allows you to ensure service continuity
when you migrate data between MySQL databases.

Permissions required for database accountsPermissions required for database accounts
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Database Schema migration Full data migration
Incremental data
migration

Amazon RDS for MySQL The SELECT permission The SELECT permission

The REPLICATION
CLIENT, REPLICATION
SLAVE, SHOW VIEW, and
SELECT permissions

ApsaraDB RDS for
MySQL

The read and write
permissions

The read and write
permissions

The read and write
permissions

For more information about how to create and authorize a database account, see the following
topics:

Amazon RDS for MySQL instance: Create an account for a user-created MySQL database and
configure binary logging

ApsaraDB RDS for MySQL instance: Create an account on an ApsaraDB RDS for MySQL instance and
Modify the permissions of a standard account on an ApsaraDB RDS for MySQL instance.

Before you beginBefore you begin
1. Log on to the Amazon RDS Management Console.

2. Go to the Basic Inf ormat ionBasic Inf ormat ion page of the Amazon RDS for MySQL instance.

3. In the Securit y group rulesSecurit y group rules sect ion, click the name of the security group corresponding to the
exist ing inbound rule.

4. On the Securit y GroupsSecurit y Groups page, click the Inbound tab in the Security Group sect ion. On the Inbound
tab, click Edit  to add the CIDR blocks of DTS servers in the corresponding region to the inbound rule.
For more information, see Add the CIDR blocks of DTS servers to the security settings of on-premises
databases.

Dat a Migrat ion··Migrat e dat a from a
t hird-part y cloud t o Alibaba Cloud

Dat a Transmission Service

361 > Document  Version: 20220712

https://www.alibabacloud.com/help/doc-detail/125728.htm#concept-1198525
https://www.alibabacloud.com/help/doc-detail/96089.htm#concept-kxw-k1p-ydb
https://www.alibabacloud.com/help/doc-detail/96101.htm#concept-ys2-4bp-ydb
https://www.alibabacloud.com/help/doc-detail/84900.htm#concept-1340353


Not eNot e

You need to add only the CIDR blocks of DTS servers that reside in the same region as
the dest ination database. For example, the source database resides in the Singapore
(Singapore) region and the dest ination database resides in the China (Hangzhou) region.
You need to add only the CIDR blocks of DTS servers that reside in the China (Hangzhou)
region.

You can add all of the required CIDR blocks to the inbound rule at  a t ime.

5. Log on to the Amazon RDS for MySQL database and specify the number of hours to retain binary
log files. Skip this step if  you do not need to perform incremental data migration.

call mysql.rds_set_configuration('binlog retention hours', 24);

Not eNot e

The preceding command sets the retention period of binary log files to 24 hours. The
maximum value is 168 hours (7 days).

The binary logging feature of the Amazon RDS for MySQL instance must be enabled and
the value of the binlog_format parameter must be set  to row. If  the MySQL version is 5.6
or later, the value of the binlog_row_image parameter must be set  to full.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.
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5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Instance Type Select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address .

Instance
Region

If the instance type is set to User-Creat ed Dat abase wit h PublicUser-Creat ed Dat abase wit h Public
IP AddressIP Address , you do not need to specify the inst ance regioninst ance region.

Database Type Select MySQLMySQL.
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Source
Database

Hostname or
IP Address

Enter the endpoint that is used to access the Amazon RDS for MySQL
instance.

Not e Not e You can obtain the endpoint on the BasicBasic
Inf ormat ionInf ormat ion page of the Amazon RDS for MySQL instance.

Port Number
Enter the service port number of the Amazon RDS for MySQL instance.
The default port number is 33063306.

Database
Account

Enter the database account of the Amazon RDS for MySQL instance.
For information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the source database parameters,
click T est  Connect ivit yT est  Connect ivit y next to Dat abase PasswordDat abase Password to verify
whether the specified parameters are valid. If the specified
parameters are valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Modify the source
database parameters based on the check results.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the ApsaraDB RDS for MySQL instance resides.

RDS Instance ID Select the ID of the ApsaraDB RDS for MySQL instance.

Database
Account

Enter the database account of the ApsaraDB RDS for MySQL instance.
For information about the permissions that are required for the
account, see Permissions required for database accounts.

Section Parameter Description
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Destinatio
n
Database

Database
Password

Enter the password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are valid. If
the specified parameters are valid, the PassedPassed message appears.
If the FailedFailed message appears, click CheckCheck next to FailedFailed.
Modify the destination database parameters based on the check
results.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the RDS instance
before you configure the data migration task. For more information,
see Configure SSL encryption on an ApsaraDB RDS for MySQL instance

Not e Not e The Encrypt ionEncrypt ion parameter is available only for
regions in mainland China and the China (Hong Kong) region.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects to be migrated.
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Setting Description
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Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not eNot e

If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you do
not write data to the source database during data migration. This ensures
data consistency between the source and destination databases.

During schema migration and full data migration, we recommend that you do
not perform DDL operations on the required objects. Otherwise, the objects
may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 12 hours. You can specify the retry t ime based on your needs. If DTS reconnects to
the source and destination databases within the specified time, DTS resumes the data
migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the data
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.
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Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the ApsaraDB RDS for MySQL instance.

This topic describes how to migrate data from an Amazon RDS for Oracle instance to an ApsaraDB RDS
for MySQL instance by using Data Transmission Service (DTS). DTS supports schema migration, full data
migration, and incremental data migration. When you configure a data migration task, you can select  all
of the supported migration types to ensure service continuity.

PrerequisitesPrerequisites
The Public accessibilit yPublic accessibilit y option of the Amazon RDS for Oracle instance is set  to YesYes. The sett ing
ensures that DTS can access the Amazon RDS for Oracle instance over the Internet.

The database version of the Amazon RDS for Oracle instance is 9i, 10g, 11g, or 12c or later (non-
mult itenant architecture).

The database version of the ApsaraDB RDS for MySQL instance is 5.6 or 5.7.

The available storage space of the ApsaraDB RDS for MySQL instance is at  least  twice the total size
of the data in the Amazon RDS for Oracle instance.

Not e Not e The binary log files that are generated during data migration occupy some space.
They are automatically cleared after data migration is complete.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no

7.2. Migrate data from an Amazon7.2. Migrate data from an Amazon
RDS for Oracle instance to anRDS for Oracle instance to an
ApsaraDB RDS for MySQL instanceApsaraDB RDS for MySQL instance
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primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

DTS uses the  ROUND(COLUMN,PRECISION)  funct ion to retrieve values from columns of the FLOAT or
DOUBLE data type. If  you do not specify a precision, DTS sets the precision for the FLOAT data type
to 38 digits and the precision for the DOUBLE data type to 308 digits. You must check whether the
precision sett ings meet your business requirements.

DTS automatically creates a dest ination database in the ApsaraDB RDS for MySQL instance. However,
if  the name of the source database is invalid, you must manually create a database in the ApsaraDB
RDS for MySQL instance before you configure the data migration task.

Not e Not e For more information about the naming conventions of ApsaraDB RDS for MySQL
databases and how to create a database, see Create a database on an ApsaraDB RDS for MySQL
instance.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
instance will overwrite the data in the dest ination instance after the task is resumed.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Schema migration
DTS supports schema migration for the following types of objects: table, index, constraint, and
sequence. DTS does not support  schema migration for the following types of objects: view,
synonym, trigger, stored procedure, function, package, and user-defined type.

Full data migration
DTS migrates historical data of the required objects from the source database in the Amazon RDS for
Oracle instance to the dest ination database in the ApsaraDB RDS for MySQL instance.

Incremental data migration
DTS retrieves redo log files from the source database in the Amazon RDS for Oracle instance. Then,
DTS synchronizes incremental data from the source database in the Amazon RDS for Oracle instance
to the dest ination database in the ApsaraDB RDS for MySQL instance. Incremental data migration
allows you to ensure service continuity when you migrate data from an Oracle database.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration

INSERT, DELETE, and UPDATE
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CREATE TABLE

Not e Not e If  a CREATE TABLE operation creates a part it ioned table or a table that contains
functions, DTS does not synchronize the operation.

ALTER TABLE, including only ADD COLUMN, DROP COLUMN, RENAME COLUMN, and ADD INDEX

DROP TABLE

RENAME TABLE, TRUNCATE TABLE, and CREATE INDEX

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration
Incremental data
migration

Amazon RDS for Oracle
instance

The permissions of the
schema owner

The permissions of the
schema owner

The permissions of the
master user

ApsaraDB RDS for
MySQL instance

The read and write
permissions on the
destination database

The read and write
permissions on the
destination database

The read and write
permissions on the
destination database

For more information about how to create and authorize database account, see the following topics:

Amazon RDS for Oracle instance: CREATE USER and GRANT

ApsaraDB RDS for MySQL instance: Create accounts and databases for an ApsaraDB RDS for MySQL
instance

Data type mappingsData type mappings
For more information, see Data type mappings between heterogeneous databases.

Before you beginBefore you begin
1. Log on to the Amazon RDS Management Console.

2. Go to the Basic Inf ormat ionBasic Inf ormat ion page of the Amazon RDS for Oracle instance.

3. In the Securit y group rulesSecurit y group rules sect ion, click the name of the security group corresponding to the
exist ing inbound rule.

4. On the Securit y GroupsSecurit y Groups page, click the Inbound tab in the Security Group sect ion. On the Inbound
tab, click Edit  to add the CIDR blocks of DTS servers in the corresponding region to the inbound rule.
For more information, see Add the CIDR blocks of DTS servers to the security settings of on-premises
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databases.

Not eNot e

You need to add only the CIDR blocks of DTS servers that reside in the same region as
the dest ination database. For example, the source database resides in the Singapore
(Singapore) region and the dest ination database resides in the China (Hangzhou) region.
You need to add only the CIDR blocks of DTS servers that reside in the China (Hangzhou)
region.

You can add all of the required CIDR blocks to the inbound rule at  a t ime.

5. Modify the log sett ings of the Amazon RDS for Oracle instance. Skip this step if  you do not need to
perform incremental data migration.

If  the database version of the Amazon RDS for Oracle instance is 12c or later (non-mult itenant
architecture), perform the following steps to configure the log sett ings:

a. Use the master user account and the SQL*Plus tool to connect to the Amazon RDS for
Oracle instance.

b. Enable archive logging and supplemental logging.

Type Procedure
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Archive logging

a. Execute the following statement to check whether archive
logging is enabled:

SELECT LOG_MODE FROM v$database;

b. Set a retention period for archived logs.

Not e Not e We recommend that you set the
retention period of archived logs to at least 72 hours.
In this example, the retention period is set to 72
hours.

exec 
rdsadmin.rdsadmin_util.show_configuration;
exec 
rdsadmin.rdsadmin_util.set_configuration('arc
hivelog retention hours', 72); 

Type Procedure
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Supplemental logging

Enable supplemental logging at the database or table level:

Enable database-level supplemental logging

a. Execute the following statement to check whether
database-level supplemental logging is enabled:

SELECT supplemental_log_data_min, 
supplemental_log_data_pk, 
supplemental_log_data_ui FROM v$database;

b. Enable primary key and unique key supplemental
logging at the database level:

exec 
rdsadmin.rdsadmin_util.alter_supplemental_l
ogging('ADD', 'PRIMARY KEY');
exec 
rdsadmin.rdsadmin_util.alter_supplemental_l
ogging('ADD', 'UNIQUE');

Enable table-level supplemental logging by using one of the
following methods:

Enable table-level supplemental logging for all columns:

exec 
rdsadmin.rdsadmin_util.alter_supplemental_log
ging('ADD', 'ALL');

Enable primary key supplemental logging at the table
level:

exec 
rdsadmin.rdsadmin_util.alter_supplemental_log
ging('ADD', 'PRIMARY KEY');

Type Procedure

c. Grant fine-grained permissions to the database account of the Amazon RDS for Oracle
instance.

If  the database version of the Amazon RDS for Oracle instance is 9i, 10g, or 11g, perform the
following steps to configure the log sett ings:

a. Use the master user account and the SQL*Plus tool to connect to the Amazon RDS for

Grant  f ine-grained permissionsGrant  f ine-grained permissions❯
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Oracle instance.

b. Run the  archive log list;  command to check whether the Amazon RDS for Oracle
instance is running in ARCHIVELOG mode.

Not e Not e If  the instance is running in NOARCHIVELOG mode, switch the mode to
ARCHIVELOG. For more information, see Managing Archived Redo Logs.

c. Enable force logging.

exec rdsadmin.rdsadmin_util.force_logging(p_enable => true);

d. Enable supplemental logging for primary keys.

begin rdsadmin.rdsadmin_util.alter_supplemental_logging(p_action => 'ADD',p_type 
=> 'PRIMARY KEY');end;/

e. Enable supplemental logging for unique keys.

begin rdsadmin.rdsadmin_util.alter_supplemental_logging(p_action => 'ADD',p_type 
=> 'UNIQUE');end;/

f. Set  a retention period for archived logs.

begin rdsadmin.rdsadmin_util.set_configuration(name => 'archivelog retention hour
s', value => '24');end;/

g. Set  a retention period for archived logs.

Not e Not e We recommend that you set  the retention period of archived logs to at
least  24 hours.

h. Commit the changes.

commit;

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Instance Type Select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address .

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  as
the instance type, you do not need to specify the Inst ance RegionInst ance Region
parameter.

Database Type Select OracleOracle.
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Source
Database

Hostname or
IP Address

Enter the endpoint that is used to access the Amazon RDS for Oracle
instance.

Not e Not e You can obtain the endpoint on the BasicBasic
Inf ormat ionInf ormat ion page of the Amazon RDS for Oracle instance.

Port Number
Enter the service port number of the Amazon RDS for Oracle instance.
The default port number is 15211521.

Instance Type

If you select Non-RAC Instance, you must specify the SIDSID
parameter.

If you select RAC Instance, you must specify the Service NameService Name
parameter.

In this example, select Non-RAC Instance and specify the SID.

Database
Account

Enter the database account of the Amazon RDS for Oracle instance.
For information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the source database parameters,
click T est  Connect ivit yT est  Connect ivit y next to Dat abase PasswordDat abase Password to verify
whether the specified parameters are valid. If the specified
parameters are valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Modify the source
database parameters based on the check results.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the ApsaraDB RDS for MySQL instance resides.

RDS Instance ID Select the ID of the ApsaraDB RDS for MySQL instance.

Section Parameter Description

Dat a Migrat ion··Migrat e dat a from a
t hird-part y cloud t o Alibaba Cloud

Dat a Transmission Service

377 > Document  Version: 20220712

https://www.alibabacloud.com/help/doc-detail/120156.htm#section-mwi-xp4-c2m


Destinatio
n
Database

Database
Account

Enter the database account of the ApsaraDB RDS for MySQL instance.
For information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are valid. If
the specified parameters are valid, the PassedPassed message appears.
If the FailedFailed message appears, click CheckCheck next to FailedFailed.
Modify the destination database parameters based on the check
results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you
do not write data to the source database during data migration. This ensures data
consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the ApsaraDB RDS for
MySQL instance. For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 12 hours. You can specify the retry t ime based on your needs. If DTS reconnects to
the source and destination databases within the specified time, DTS resumes the data
migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .
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10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.

Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the ApsaraDB RDS for MySQL instance.

This topic describes how to migrate incremental data from an Amazon RDS for PostgreSQL instance to
an ApsaraDB RDS for PostgreSQL instance by using Data Transmission Service (DTS). DTS supports
schema migration, full data migration, and incremental data migration. You can select  all of the
supported migration types to ensure service continuity.

PrerequisitesPrerequisites
The version of the Amazon RDS for PostgreSQL instance is 10.4 to 12.

The Public accessibilit yPublic accessibilit y option of the Amazon RDS for PostgreSQL instance is set  to YesYes. This
ensures that DTS can access the instance over the Internet.

The value of the rds.logical_replicat ion parameter is set  to 1. This ensures that DTS can read
incremental data from the Amazon RDS for PostgreSQL instance.

7.3. Migrate incremental data from an7.3. Migrate incremental data from an
Amazon RDS for PostgreSQL instanceAmazon RDS for PostgreSQL instance
to an ApsaraDB RDS for PostgreSQLto an ApsaraDB RDS for PostgreSQL
instanceinstance
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An ApsaraDB RDS for PostgreSQL instance is created. For more information, see Create an ApsaraDB
RDS for PostgreSQL instance.

Not eNot e

The version of the ApsaraDB RDS for PostgreSQL instance is 10 or 11. To migrate data
between different database versions, create a pay-as-you-go instance to verify
compatibility.

The available storage space of the ApsaraDB RDS for PostgreSQL instance must be larger
than the total size of the data in the Amazon RDS for PostgreSQL instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The objects to be migrated must have PRIMARY KEY or UNIQUE constraints and all f ields must be
unique. Otherwise, the dest ination database may contain duplicate data records and data migration
may fail.

A single data migration task can migrate data from only one database. To migrate data from
mult iple databases, you must create a data migration task for each database.

In this scenario, DTS can migrate only data manipulation language (DML) operations, such as INSERT,
DELETE, and UPDATE.

During data migration, DTS creates a replicat ion slot  for the Amazon RDS for PostgreSQL instance.
The replicat ion slot  is prefixed with  dts_sync_ . DTS automatically clears historical replicat ion slots
every 90 minutes to reduce storage usage.

Not e Not e If  the data migration task is released or fails, DTS automatically clears the replicat ion
slot. If  a primary/secondary switchover is performed on the Amazon RDS for PostgreSQL instance,
you must log on to the secondary database to clear the replicat ion slot.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
instance will overwrite the data in the dest ination instance after the task is resumed.

BillingBilling
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Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Schema migration
DTS migrates the schemas of the required objects to the ApsaraDB RDS for PostgreSQL instance. DTS
supports schema migration for the following types of objects: table, trigger, view, sequence,
function, user-defined type, rule, domain, operation, and aggregate.

Not e Not e DTS does not migrate functions that are writ ten in the C programming language.

Full data migration
DTS migrates historical data of the required objects from the Amazon RDS for PostgreSQL instance
to the ApsaraDB RDS for PostgreSQL instance.

Incremental data migration
After full data migration is complete, DTS synchronizes incremental data from the Amazon RDS for
PostgreSQL instance to the ApsaraDB RDS for PostgreSQL instance. Incremental data migration allows
you to ensure service continuity when you migrate data between PostgreSQL databases.

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration
Incremental data
migration

Amazon RDS for
PostgreSQL

The USAGE permission
on pg_catalog

The SELECT permission
on the objects to be
migrated

The rds_superuser
permission

ApsaraDB RDS for
PostgreSQL

The CREATE and USAGE
permissions on the
objects to be migrated

The permissions of the
schema owner

The permissions of the
schema owner

Data migration processData migration process
To prevent data migration failures caused by dependencies between objects, DTS migrates the
schemas and data of the source PostgreSQL database in the following order:

1. Migrate the schemas of tables, views, sequences, functions, user-defined types, rules, domains,
operations, and aggregates.

2. Perform full data migration.

3. Migrate the schemas of triggers and foreign keys.

4. Perform incremental data migration.
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Not e Not e Before incremental data migration, do not perform data definit ion language (DDL)
operations on the objects in the Amazon RDS for PostgreSQL instance. Otherwise, the objects
may fail to be migrated.

Before you beginBefore you begin
1. Log on to the Amazon RDS Management Console.

2. In the upper-right corner of the page, select  the region where the dest ination instance resides.

3. In the left-side navigation pane, click Dat abasesDat abases. On the page that appears, click the ID of the
destination database. The Basic Inf ormat ionBasic Inf ormat ion page appears.

4. In the Securit y group rulesSecurit y group rules sect ion, click the name of the security group corresponding to the
exist ing inbound rule.

5. On the Securit y GroupsSecurit y Groups page, click the Inbound tab in the Security Group sect ion. On the Inbound
tab, click Edit  to add the CIDR blocks of DTS servers in the corresponding region to the inbound rule.
For more information, see Add the CIDR blocks of DTS servers to the security settings of on-premises
databases.
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Not eNot e

You need to add only the CIDR blocks of DTS servers that reside in the same region as
the dest ination database. For example, the source database resides in the Singapore
(Singapore) region and the dest ination database resides in the China (Hangzhou) region.
You need to add only the CIDR blocks of DTS servers that reside in the China (Hangzhou)
region.

You can add all of the required CIDR blocks to the inbound rule at  a t ime.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Instance Type Select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address .

Instance
Region

Select the region where the source instance resides. If you select
User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  as the instance
type, you do not need to specify the Instance Region parameter.

Database
Type

Select Post greSQLPost greSQL.

Dat a Transmission Service Dat a Migrat ion··Migrat e dat a from a
t hird-part y cloud t o Alibaba Cloud

> Document  Version: 20220712 386



Source
Database

Hostname or
IP Address

Enter the endpoint that is used to access the Amazon RDS for
PostgreSQL instance.

Not e Not e You can obtain the endpoint on the BasicBasic
Inf ormat ionInf ormat ion page of the Amazon RDS for PostgreSQL instance.

Port Number
Enter the service port number of the Amazon RDS for PostgreSQL
instance. The default port number is 54325432.

Database
Name

Enter the name of the source database in the Amazon RDS for
PostgreSQL instance.

Database
Account

Enter the database account of the Amazon RDS for PostgreSQL
instance. For information about the permissions that are required for
the account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the source database parameters,
click T est  Connect ivit yT est  Connect ivit y next to Dat abase PasswordDat abase Password to verify
whether the specified parameters are valid. If the specified
parameters are valid, the PassedPassed message appears. If the
FailedFailed message appears, click CheckCheck next to FailedFailed. Modify
the source database parameters based on the check results.

Instance Type Select RDS Inst anceRDS Inst ance.

Section Parameter Description
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Destination
Database

Instance
Region

Select the region where the ApsaraDB RDS for PostgreSQL instance
resides.

RDS Instance
ID

Select the ID of the ApsaraDB RDS for PostgreSQL instance.

Database
Name

Enter the name of the destination database in the ApsaraDB RDS for
PostgreSQL instance. The name can be different from the name of
the source database in the Amazon RDS for PostgreSQL instance.

Not e Not e Before you configure the data migration task, you
must create a database in the ApsaraDB RDS for PostgreSQL
instance. For more information, see Create a database on an
ApsaraDB RDS for PostgreSQL instance.

Database
Account

Enter the database account of the ApsaraDB RDS for PostgreSQL
instance. For information about the permissions that are required for
the account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are valid.
If the specified parameters are valid, the PassedPassed message
appears. If the FailedFailed message appears, click CheckCheck next to
FailedFailed. Modify the destination database parameters based on
the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelist  of the ApsaraDB RDS for
PostgreSQL instance. This ensures that DTS servers can connect to the ApsaraDB RDS for
PostgreSQL instance.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select the
migration
types

Select Schema Migrat ionSchema Migrat ion, Full Dat a Migrat ionFull Dat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.
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Select the
objects to be
migrated

Select one or more objects from the AvailableAvailable section and click the  icon to add

the objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or schemas as the objects to be
migrated.

By default, after an object is migrated to the destination instance, the
name of the object remains unchanged. You can use the object name
mapping feature to rename the objects that are migrated to the
ApsaraDB RDS for PostgreSQL instance. For more information, see Object
name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether to
rename
objects

You can use the object name mapping feature to rename the objects that are
migrated to the destination instance. For more information, see Object name
mapping.

Specify the
retry t ime for
failed
connections
to the source
or destination
database

By default, if DTS fails to connect to the source or destination database, DTS retries
within the next 12 hours. You can specify the retry t ime based on your needs. If DTS
reconnects to the source and destination databases within the specified time, DTS
resumes the data migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance.
We recommend that you specify the retry t ime based on your business needs.
You can also release the DTS instance at your earliest opportunity after the
source and destination instances are released.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Not e Not e A task does not automatically stop during incremental data migration. You must
manually stop the task. We recommend that you select  an appropriate t ime to manually stop
the data migration task. For example, you can stop the task during off-peak hours or before
you switch your workloads to the dest ination instance.

i. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear in
the progress bar of the migration task. Then, stop writ ing data to the source database for a
few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

ii. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask is notT he migrat ion t ask is not
delayeddelayed again. Then, manually stop the migration task.

12. Switch your workloads to the ApsaraDB RDS for PostgreSQL instance.

This topic describes how to migrate full data from an Amazon RDS for PostgreSQL instance to an
ApsaraDB RDS for PostgreSQL instance by using Data Transmission Service (DTS).

PrerequisitesPrerequisites

7.4. Migrate full data from an Amazon7.4. Migrate full data from an Amazon
RDS for PostgreSQL instance to anRDS for PostgreSQL instance to an
ApsaraDB RDS for PostgreSQLApsaraDB RDS for PostgreSQL
instanceinstance
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An Amazon RDS for PostgreSQL instance is created and the database engine version is 9.4, 9.5, 9.6, or
10.0.

The Public accessibilit yPublic accessibilit y option of the Amazon RDS for PostgreSQL instance is set  to YesYes. This
ensures that DTS can access the instance over the Internet.

An ApsaraDB RDS for PostgreSQL instance is created. For more information, see Create an ApsaraDB
RDS for PostgreSQL instance.

Not e Not e The database engine version of the ApsaraDB RDS for PostgreSQL instance is 9.4 or
10.0.

The available storage space of the ApsaraDB RDS for PostgreSQL instance is larger than the total size
of the data in the Amazon RDS for PostgreSQL instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

Incremental data migration is not supported in this scenario. Before you start  the data migration task,
you must stop the services that run on the Amazon RDS for PostgreSQL instance. To ensure data
consistency, we recommend that you do not write data to the Amazon RDS for PostgreSQL instance
during data migration.

Each data migration task can migrate data from only a single database. To migrate data from
mult iple databases, you must create a data migration task for each database.

Functions that are writ ten in the C programming language cannot be migrated.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

If  a data migration task fails, DTS automatically resumes the task. Therefore, before you switch your
workloads to the dest ination instance, stop or release the data migration task. Otherwise, the data in
the source instance overwrites the data in the dest ination instance after the task is resumed.

To ensure that the data migration task runs as expected, you can perform a primary/secondary
switchover only on a V11 ApsaraDB RDS for PostgreSQL instance. In this case, you must set  the  rds_
failover_slot_mode  parameter to  sync . For more information, see Logical Replicat ion Slot
Failover.

Warning Warning If  you perform a primary/secondary switchover on a self-managed PostgreSQL
database or an ApsaraDB RDS for PostgreSQL instance of a version other than V11, the data
migration task stops.

BillingBilling
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Migration type Task configuration fee Internet traffic fee

Schema migration and full data
migration

Free of charge.

Charged only when data is
migrated from Alibaba Cloud
over the Internet. For more
information, see Pricing.

Migration typesMigration types
Schema migration
DTS migrates the schemas of required objects to the ApsaraDB RDS for PostgreSQL instance. DTS
supports the following types of objects for schema migration: table, trigger, view, sequence,
function, user-defined type, rule, domain, operation, and aggregate.

Full data migration
DTS migrates the historical data of required objects from the Amazon RDS for PostgreSQL instance
to the ApsaraDB RDS for PostgreSQL instance.

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration

Amazon RDS PostgreSQL
The USAGE permission on
pg_catalog

The SELECT permission on the
objects to migrate

ApsaraDB RDS for PostgreSQL
The CREATE and USAGE
permissions on the objects to
migrate

Permissions of the schema owner

Process of full data migrationProcess of full data migration
To prevent data migration failures caused by dependencies between objects, DTS migrates the
schemas and data of the source PostgreSQL database in the following order:

1. Migrate the schemas of tables, views, sequences, functions, user-defined types, rules, domains,
operations, and aggregates.

2. Perform full data migration.

3. Migrate the schemas of triggers and foreign keys.

Preparation 1: Edit  the inbound rule of the Amazon RDS forPreparation 1: Edit  the inbound rule of the Amazon RDS for
PostgreSQL instancePostgreSQL instance

1. Log on to the Amazon RDS Management Console.

2. Go to the Basic Inf ormat ionBasic Inf ormat ion page of the Amazon RDS for PostgreSQL instance.

3. In the Securit y group rulesSecurit y group rules sect ion, click the name of the security group corresponding to the
exist ing inbound rule.
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4. On the Securit y GroupsSecurit y Groups page, click the Inbound tab in the Security Group sect ion. On the Inbound
tab, click Edit  to add the CIDR blocks of DTS servers in the corresponding region to the inbound rule.
For more information, see Add the CIDR blocks of DTS servers to the security settings of on-premises
databases.

Not eNot e

You need to add only the CIDR blocks of DTS servers that reside in the same region as
the dest ination database. For example, the source database resides in the Singapore
(Singapore) region and the dest ination database resides in the China (Hangzhou) region.
You need to add only the CIDR blocks of DTS servers that reside in the China (Hangzhou)
region.

You can add all of the required CIDR blocks to the inbound rule at  a t ime.

Preparation 2: Create a database and schema in the destinationPreparation 2: Create a database and schema in the destination
ApsaraDB RDS instanceApsaraDB RDS instance
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Create a database and schema in the dest ination ApsaraDB RDS instance based on the database and
schema information of the objects to migrate. The schema name of the source and dest ination
databases must be the same. For more information, see Create a database on an ApsaraDB RDS for
PostgreSQL instance and Appendix: User and schema management.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to specify a unique task name.

Instance Type Select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address .

Instance
Region

The region where the source instance resides. If you select User-User-
Creat ed Dat abase wit h Public IP AddressCreat ed Dat abase wit h Public IP Address  for the instance type,
you do not need to specify the Instance Region parameter.

Database
Type

Select Post greSQLPost greSQL.
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Source
Instance
Details

Hostname or
IP Address

The endpoint that is used to access the Amazon RDS for PostgreSQL
instance.

Not e Not e You can find the endpoint on the BasicBasic
Inf ormat ionInf ormat ion page of the Amazon RDS for PostgreSQL instance.

Port Number
The service port number of the Amazon RDS for PostgreSQL
instance. Default value: 54325432.

Database
Name

The name of the source database in the Amazon RDS for
PostgreSQL instance.

Database
Account

The database account of the Amazon RDS for PostgreSQL instance.
For information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

The password of the database account.

Not e Not e After you specify the source database parameters,
click T est  Connect ivit yT est  Connect ivit y next to Dat abase PasswordDat abase Password to verify
whether the specified parameters are valid. If the specified
parameters are valid, the PassedPassed message appears. If the
FailedFailed message appears, click CheckCheck next to FailedFailed. Modify
the source database parameters based on the check results.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The region where the ApsaraDB RDS for PostgreSQL instance resides.

RDS Instance
ID

The ID of the ApsaraDB RDS for PostgreSQL instance.

Section Parameter Description
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Destination
Instance
Details

Database
Name

The name of the destination database in the ApsaraDB RDS for
PostgreSQL instance. The name can be different from the name of
the source database in the Amazon RDS for PostgreSQL instance.

Not e Not e Before you configure the data migration task, you
must create a database and schema in the ApsaraDB RDS for
PostgreSQL instance. For more information, see Preparation 2:
Create a database and schema in the destination ApsaraDB RDS
instance.

Database
Account

The database account of the ApsaraDB RDS for PostgreSQL instance.
For information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

The password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are valid.
If the specified parameters are valid, the PassedPassed message
appears. If the FailedFailed message appears, click CheckCheck next to
FailedFailed. Modify the destination database parameters based on
the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
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WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  migration types and the objects to migrate.
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Setting Description

Select
migration
types

Select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion. In this scenario, Increment alIncrement al
Dat a Migrat ionDat a Migrat ion is not supported.

Not e Not e To ensure data consistency, we recommend that you do not write
data to the Amazon RDS for PostgreSQL instance during data migration.

Select objects
to migrate

Select one or more objects from the AvailableAvailable section and click the  icon to add

the objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to migrate.

By default, after an object is migrated to the destination database, the
name of the object remains unchanged. You can use the object name
mapping feature to rename the objects that are migrated to the
destination database. For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether to
rename
objects

You can use the object name mapping feature to rename the objects that are
migrated to the ApsaraDB RDS instance. For more information, see Object name
mapping.

Specify the
retry t ime
range for
failed
connections
to the source
or destination
database

By default, if DTS fails to connect to the source or destination database, DTS retries
within the following 12 hours. You can specify the retry t ime range based on your
business requirements. If DTS is reconnected to the source and destination databases
within the specified time range, DTS resumes the data migration task. Otherwise, the
data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance.
We recommend that you specify the retry t ime range based on your business
needs. You can also release the DTS instance at your earliest opportunity after
the source and destination instances are released.

8. In the lower-right corner of the page, click PrecheckPrecheck.

Dat a Migrat ion··Migrat e dat a from a
t hird-part y cloud t o Alibaba Cloud

Dat a Transmission Service

399 > Document  Version: 20220712

https://www.alibabacloud.com/help/doc-detail/26628.htm#concept-610481
https://www.alibabacloud.com/help/doc-detail/26628.htm#concept-610481


Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Not e Not e We recommend that you do not manually stop the task during full data migration.
Otherwise, the data migrated to the dest ination database will be incomplete. You can wait
until the data migration task automatically stops.

12. Switch your workloads to the ApsaraDB RDS for PostgreSQL instance.

This topic describes how to migrate full data from an Amazon RDS for SQL Server instance to an
ApsaraDB RDS for SQL Server instance by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The Public accessibilit yPublic accessibilit y option of the Amazon RDS for SQL Server instance is set  to YesYes. This
ensures that DTS can access the Amazon RDS for SQL Server instance over the Internet.

The database version of the Amazon RDS for SQL Server instance is 2005, 2008, 2008 R2, 2012, 2014,
or 2016.

An ApsaraDB RDS for SQL Server instance is created. For more information, see Create an ApsaraDB
RDS for SQL Server instance.

The available storage space of the ApsaraDB RDS for SQL Server instance is larger than the total size
of the data in the Amazon RDS for SQL Server instance.

7.5. Migrate full data from an Amazon7.5. Migrate full data from an Amazon
RDS for SQL Server instance to anRDS for SQL Server instance to an
ApsaraDB RDS for SQL Server instanceApsaraDB RDS for SQL Server instance
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PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

Amazon RDS for SQL Server does not support  incremental data migration because the sysadmin role
is unavailable in Amazon RDS.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

If  the name of the source database is invalid, you must create a database in the ApsaraDB RDS for
SQL Server instance before you configure a data migration task.

Not e Not e For more information about how to create a database and the database naming
conventions, see Create an account and a database for an ApsaraDB RDS instance that runs SQL
Server 2012, 2016, 2017 SE, or 2019 SE.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
instance will overwrite the data in the dest ination instance after the task is resumed.

Migration typesMigration types
Schema migration
DTS migrates the schemas of the required objects to the dest ination instance. DTS supports schema
migration for the following types of objects: table, view, trigger, synonym, SQL stored procedure,
SQL function, plan guide, user-defined type, rule, default , and sequence.

Full data migration
DTS migrates historical data of the required objects from the Amazon RDS for SQL Server instance to
the ApsaraDB RDS for SQL Server instance.

Not e Not e DTS does not migrate data of the SQL_VARIANT type.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full data
migration

Free of charge

Charged only when data is
migrated from Alibaba Cloud
over the Internet. For more
information, see Pricing.

Permissions required for database accountsPermissions required for database accounts
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Database Schema migration Full data migration

Amazon RDS for SQL Server The SELECT permission The SELECT permission

ApsaraDB RDS for SQL Server The read and write permissions The read and write permissions

For more information about how to create and authorize a database account, see the following
topics:

Amazon RDS for SQL Server instance: CREATE USER

ApsaraDB RDS for SQL Server instance: Create an account for an ApsaraDB RDS for SQL Server
instance.

Process of full data migrationProcess of full data migration
To prevent data migration failures caused by dependencies among objects, DTS migrates the schemas
and data of the source SQL Server database in the following order:

1. Migrate the schemas of tables, views, synonyms, user-defined types, rules, defaults, and plan
guides.

2. Perform full data migration.

3. Migrate the schemas of SQL stored procedures, SQL functions, triggers, and foreign keys.

Before you beginBefore you begin
1. Log on to the Amazon RDS Management Console.

2. Go to the Basic Inf ormat ionBasic Inf ormat ion page of the Amazon RDS for SQL Server instance.

3. In the Securit y group rulesSecurit y group rules sect ion, click the name of the security group corresponding to the
exist ing inbound rule.

4. On the Securit y GroupsSecurit y Groups page, click the Inbound tab in the Security Group sect ion. On the Inbound
tab, click Edit  to add the CIDR blocks of DTS servers in the corresponding region to the inbound rule.
For more information, see Add the CIDR blocks of DTS servers to the security settings of on-premises
databases.
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Not eNot e

You need to add only the CIDR blocks of DTS servers that reside in the same region as
the dest ination database. For example, the source database resides in the Singapore
(Singapore) region and the dest ination database resides in the China (Hangzhou) region.
You need to add only the CIDR blocks of DTS servers that reside in the China (Hangzhou)
region.

You can add all of the required CIDR blocks to the inbound rule at  a t ime.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Instance Type Select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address .

Instance
Region

If the instance type is set to User-Creat ed Dat abase wit h PublicUser-Creat ed Dat abase wit h Public
IP AddressIP Address , you do not need to specify the inst ance regioninst ance region.

Database Type Select SQL ServerSQL Server.
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Source
Database

Hostname or
IP Address

Enter the endpoint that is used to access the Amazon RDS for SQL
Server instance.

Not e Not e You can obtain the endpoint on the BasicBasic
Inf ormat ionInf ormat ion page of the Amazon RDS for SQL Server instance.

Port Number
Enter the service port number of the Amazon RDS for SQL Server
instance. The default port number is 14331433.

Database
Account

Enter the database account of the Amazon RDS for SQL Server
instance. For information about permissions required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the ApsaraDB RDS for SQL Server instance
resides.

Section Parameter Description
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Destinatio
n
Database

RDS Instance ID Select the ID of the ApsaraDB RDS for SQL Server instance.

Database
Account

Enter the database account of the ApsaraDB RDS for SQL Server
instance. For information about the permissions that are required for
the account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelist  of the ApsaraDB RDS for
SQL Server instance. This ensures that DTS servers can connect to the ApsaraDB RDS for SQL
Server instance.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

Select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion.

Not eNot e

Amazon RDS for SQL Server does not support incremental data migration
because the sysadmin role is unavailable in Amazon RDS.

To ensure data consistency, we recommend that you do not write data to the
Amazon RDS for SQL Server instance during data migration.

Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 12 hours. You can specify the retry t ime based on your needs. If DTS reconnects to
the source and destination databases within the specified time, DTS resumes the data
migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

8. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Not e Not e We recommend that you do not manually stop the task during full data migration.
Otherwise, the data migrated to the dest ination database will be incomplete. You can wait
until the data migration task automatically stops.

12. Switch your workloads to the ApsaraDB RDS for SQL Server instance.

This topic describes how to migrate data from an Amazon Aurora MySQL cluster to an ApsaraDB RDS for
MySQL instance by using Data Transmission Service (DTS). DTS supports schema migration, full data
migration, and incremental data migration. You can select  all of the supported migration types to
ensure service continuity.

PrerequisitesPrerequisites
The Public accessibility option of the Amazon Aurora MySQL cluster is set  to YesYes. The sett ing ensures
that DTS can access the Amazon Aurora MySQL cluster over the Internet.

An ApsaraDB RDS for MySQL instance is created. For more information, see Create an ApsaraDB RDS
for MySQL instance.

The available storage space of the ApsaraDB RDS for MySQL instance is larger than the total size of
the data in the Amazon Aurora MySQL cluster.

PrecautionsPrecautions

7.6. Migrate data from an Amazon7.6. Migrate data from an Amazon
Aurora MySQL cluster to an ApsaraDBAurora MySQL cluster to an ApsaraDB
RDS for MySQL instanceRDS for MySQL instance
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DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

DTS uses the  ROUND(COLUMN,PRECISION)  funct ion to retrieve values from columns of the FLOAT or
DOUBLE data type. If  you do not specify a precision, DTS sets the precision for the FLOAT data type
to 38 digits and the precision for the DOUBLE data type to 308 digits. You must check whether the
precision sett ings meet your business requirements.

DTS automatically creates a dest ination database in the ApsaraDB RDS for MySQL instance. However,
if  the name of the source database is invalid, you must manually create a database in the ApsaraDB
RDS for MySQL instance before you configure the data migration task.

Not e Not e For more information about the naming conventions of ApsaraDB RDS for MySQL
databases and how to create a database, see Create a database on an ApsaraDB RDS for MySQL
instance.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
instance will overwrite the data in the dest ination instance after the task is resumed.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Schema migration
DTS migrates the schemas of the required objects to the ApsaraDB RDS for MySQL instance. DTS
supports schema migration for the following types of objects: table, view, trigger, stored procedure,
and function. DTS does not support  schema migration for events.

Not eNot e

During schema migration, DTS changes the value of the SECURITY attribute from DEFINER
to INVOKER for views, stored procedures, and functions.

DTS does not migrate user information. To call a view, stored procedure, or function of
the dest ination database, you must grant the read and write permissions to INVOKER.
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Full data migration
DTS migrates historical data of the required objects from the Amazon Aurora MySQL cluster to the
ApsaraDB RDS for MySQL instance.

Not e Not e During full data migration, concurrent INSERT operations cause fragmentation in the
tables of the dest ination instance. After full data migration is complete, the tablespace of the
destination instance is larger than that of the source instance.

Incremental data migration
After full data migration is complete, DTS retrieves binary log files from the Amazon Aurora MySQL
cluster. Then, DTS synchronizes incremental data from the Amazon Aurora MySQL cluster to the
ApsaraDB RDS for MySQL instance. Incremental data migration allows you to ensure service continuity
when you migrate data between MySQL databases.

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration
Incremental data
migration

Amazon Aurora MySQL
The SELECT permission
on the objects to be
migrated

The SELECT permission
on the objects to be
migrated

The SELECT permission
on the objects to be
migrated, the
REPLICATION SLAVE
permission, the
REPLICATION CLIENT
permission, and the
SHOW VIEW permission

ApsaraDB RDS for
MySQL

The read and write
permissions on the
objects to be migrated

The read and write
permissions on the
objects to be migrated

The read and write
permissions on the
objects to be migrated

For more information about how to create and authorize a database account, see the following
topics:

Amazon Aurora MySQL cluster: Create an account for a user-created MySQL database and configure
binary logging

ApsaraDB RDS for MySQL instance: Create an account on an ApsaraDB RDS for MySQL instance and
Modify the permissions of a standard account on an ApsaraDB RDS for MySQL instance.

Before you beginBefore you begin
1. Log on to the Amazon Aurora console.

2. Go to the Basic inf ormat ionBasic inf ormat ion page of the Amazon Aurora MySQL cluster.

3. Select  the node that assumes the writ erwrit er role.

4. In the Connect ivit y &  securit yConnect ivit y &  securit y sect ion, click the name of the VPC security group that corresponds
to the writer node.
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5. On the Securit y GroupsSecurit y Groups page, click the Inbound tab in the Security Group sect ion. On the Inbound
tab, click Edit  to add the CIDR blocks of DTS servers in the corresponding region to the inbound rule.
For more information, see Add the CIDR blocks of DTS servers to the security settings of on-premises
databases.
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Not eNot e

You need to add only the CIDR blocks of DTS servers that reside in the same region as
the dest ination database. For example, the source database resides in the Singapore
(Singapore) region and the dest ination database resides in the China (Hangzhou) region.
You need to add only the CIDR blocks of DTS servers that reside in the China (Hangzhou)
region.

You can add all of the required CIDR blocks to the inbound rule at  a t ime.

6. Log on to the Amazon Aurora MySQL database and specify the number of hours to retain binary
log files. Skip this step if  you do not need to perform incremental data migration.

call mysql.rds_set_configuration('binlog retention hours', 24);

Not eNot e

The preceding command sets the retention period of binary log files to 24 hours. The
maximum value is 168 hours (7 days).

The binary logging feature of the Amazon Aurora MySQL cluster must be enabled and
the value of the binlog_format parameter must be set  to row. If  the MySQL version is 5.6
or later, the value of the binlog_row_image parameter must be set  to full.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Instance Type Select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address .

Instance
Region

If the instance type is set to User-Creat ed Dat abase wit h PublicUser-Creat ed Dat abase wit h Public
IP AddressIP Address , you do not need to specify the inst ance regioninst ance region.

Database Type Select MySQLMySQL.
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Source
Database

Hostname or
IP Address

Enter the endpoint that is used to access the Amazon Aurora MySQL
cluster.

Not e Not e You can obtain the endpoint on the BasicBasic
inf ormat ioninf ormat ion page of the Amazon Aurora MySQL cluster.

Port Number
Enter the service port number of the Amazon Aurora MySQL cluster.
The default port number is 33063306.

Database
Account

Enter the database account of the Amazon Aurora MySQL cluster. For
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the ApsaraDB RDS for MySQL instance resides.

RDS Instance ID Select the ID of the ApsaraDB RDS for MySQL instance.

Section Parameter Description
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Destinatio
n
Database

Database
Account

Enter the database account of the ApsaraDB RDS for MySQL instance.
For information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the RDS instance
before you configure the data migration task. For more information,
see Configure SSL encryption on an ApsaraDB RDS for MySQL instance

Not e Not e The Encrypt ionEncrypt ion parameter is available only for
regions in mainland China and the China (Hong Kong) region.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
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WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you
do not write data to the Amazon Aurora MySQL cluster during data migration. This
ensures data consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 12 hours. You can specify the retry t ime based on your needs. If DTS reconnects to
the source and destination databases within the specified time, DTS resumes the data
migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the data
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.
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Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the ApsaraDB RDS for MySQL instance.

This topic describes how to migrate data from an Amazon Aurora MySQL cluster to a PolarDB for MySQL
cluster by using Data Transmission Service (DTS). DTS supports schema migration, full data migration,
and incremental data migration. You can select  all of the supported migration types to ensure service
continuity.

PrerequisitesPrerequisites
The Public accessibility option of the Amazon Aurora MySQL cluster is set  to YesYes. The sett ing ensures
that DTS can access the Amazon Aurora MySQL cluster over the Internet.

A PolarDB for MySQL cluster is created. For more information, see Create a PolarDB for MySQL cluster.

The available storage space of the PolarDB for MySQL cluster is larger than the total size of the data
in the Amazon Aurora MySQL cluster.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination database may contain duplicate data records.

7.7. Migrate data from an Amazon7.7. Migrate data from an Amazon
Aurora MySQL cluster to a PolarDB forAurora MySQL cluster to a PolarDB for
MySQL clusterMySQL cluster
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DTS uses the  ROUND(COLUMN,PRECISION)  funct ion to retrieve values from columns of the FLOAT or
DOUBLE data type. If  you do not specify a precision, DTS sets the precision for the FLOAT data type
to 38 digits and the precision for the DOUBLE data type to 308 digits. You must check whether the
precision sett ings meet your business requirements.

If  the name of the source database is invalid, you must create a database in the PolarDB for MySQL
cluster before you configure a data migration task.

Not e Not e For more information about how to create a database and the database naming
conventions, see Create a database on an ApsaraDB RDS for MySQL instance.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
instance will overwrite the data in the dest ination instance after the task is resumed.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Schema migration
DTS migrates the schemas of the required objects to the PolarDB for MySQL cluster. DTS supports
schema migration for the following types of objects: table, view, trigger, stored procedure, and
function. DTS does not support  schema migration for events.

Not eNot e

During schema migration, DTS changes the value of the SECURITY attribute from DEFINER
to INVOKER for views, stored procedures, and functions.

DTS does not migrate user information. To call a view, stored procedure, or function of
the dest ination database, you must grant the read and write permissions to INVOKER.

Full data migration
DTS migrates historical data of the required objects from the Amazon Aurora MySQL cluster to the
PolarDB for MySQL cluster.

Not e Not e During full data migration, concurrent INSERT operations cause fragmentation in the
tables of the dest ination instance. After full data migration is complete, the tablespace of the
destination instance is larger than that of the source instance.

Incremental data migration
After full data migration is complete, DTS retrieves binary log files from the Amazon Aurora MySQL
cluster. Then, DTS synchronizes incremental data from the Amazon Aurora MySQL cluster to the
PolarDB for MySQL cluster. Incremental data migration allows you to ensure service continuity when
you migrate data between MySQL databases.
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Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration
Incremental data
migration

Amazon Aurora MySQL
The SELECT permission
on the objects to be
migrated

The SELECT permission
on the objects to be
migrated

The SELECT permission
on the objects to be
migrated, the
REPLICATION SLAVE
permission, the
REPLICATION CLIENT
permission, and the
SHOW VIEW permission

PolarDB for MySQL
The read and write
permissions on the
objects to be migrated

The read and write
permissions on the
objects to be migrated

The read and write
permissions on the
objects to be migrated

For more information about how to create and authorize a database account, see the following
topics:

Amazon Aurora MySQL cluster: Create an account for a user-created MySQL database and configure
binary logging

PolarDB for MySQL cluster: Create a database account.

Before you beginBefore you begin
1. Log on to the Amazon Aurora console.

2. Go to the Basic inf ormat ionBasic inf ormat ion page of the Amazon Aurora MySQL cluster.

3. Select  the node that assumes the writ erwrit er role.

4. In the Connect ivit y &  securit yConnect ivit y &  securit y sect ion, click the name of the VPC security group that corresponds
to the writer node.
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5. On the Securit y GroupsSecurit y Groups page, click the Inbound tab in the Security Group sect ion. On the Inbound
tab, click Edit  to add the CIDR blocks of DTS servers in the corresponding region to the inbound rule.
For more information, see Add the CIDR blocks of DTS servers to the security settings of on-premises
databases.

Dat a Migrat ion··Migrat e dat a from a
t hird-part y cloud t o Alibaba Cloud

Dat a Transmission Service

423 > Document  Version: 20220712

https://www.alibabacloud.com/help/doc-detail/84900.htm#concept-1340353


Not eNot e

You need to add only the CIDR blocks of DTS servers that reside in the same region as
the dest ination database. For example, the source database resides in the Singapore
(Singapore) region and the dest ination database resides in the China (Hangzhou) region.
You need to add only the CIDR blocks of DTS servers that reside in the China (Hangzhou)
region.

You can add all of the required CIDR blocks to the inbound rule at  a t ime.

6. Log on to the Amazon Aurora MySQL database and specify the number of hours to retain binary
log files. Skip this step if  you do not need to perform incremental data migration.

call mysql.rds_set_configuration('binlog retention hours', 24);

Not eNot e

The preceding command sets the retention period of binary log files to 24 hours. The
maximum value is 168 hours (7 days).

The binary logging feature of the Amazon Aurora MySQL cluster must be enabled and
the value of the binlog_format parameter must be set  to row. If  the MySQL version is 5.6
or later, the value of the binlog_row_image parameter must be set  to full.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Instance Type Select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address .

Instance
Region

If the instance type is set to User-Creat ed Dat abase wit h PublicUser-Creat ed Dat abase wit h Public
IP AddressIP Address , you do not need to specify the inst ance regioninst ance region.

Database Type Select MySQLMySQL.
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Source
Database

Hostname or
IP Address

Enter the endpoint that is used to access the Amazon Aurora MySQL
cluster.

Not e Not e You can obtain the endpoint on the BasicBasic
inf ormat ioninf ormat ion page of the Amazon Aurora MySQL cluster.

Port Number
Enter the service port number of the Amazon Aurora MySQL cluster.
The default port number is 33063306.

Database
Account

Enter the database account of the Amazon Aurora MySQL cluster. For
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the source database parameters,
click T est  Connect ivit yT est  Connect ivit y next to Dat abase PasswordDat abase Password to verify
whether the specified parameters are valid. If the specified
parameters are valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Modify the source
database parameters based on the check results.

Instance Type Select PolarDBPolarDB.

Instance
Region

Select the region where the PolarDB for MySQL cluster resides.

PolarDB
Instance ID

Select the ID of the PolarDB for MySQL cluster.

Section Parameter Description
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Destinatio
n
Database

Database
Account

Enter the database account of the PolarDB for MySQL cluster. For
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are valid. If
the specified parameters are valid, the PassedPassed message appears.
If the FailedFailed message appears, click CheckCheck next to FailedFailed.
Modify the destination database parameters based on the check
results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e In this step, DTS adds the CIDR blocks of DTS servers to the whitelist  of the PolarDB
for MySQL cluster. This ensures that DTS servers can connect to the cluster.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you
do not write data to the Amazon Aurora MySQL cluster during full data migration. This
ensures data consistency between the source and destination databases.

Dat a Transmission Service Dat a Migrat ion··Migrat e dat a from a
t hird-part y cloud t o Alibaba Cloud

> Document  Version: 20220712 428



Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 12 hours. You can specify the retry t ime based on your needs. By default, if DTS
fails to connect to the source or destination database, DTS retries within the next 12 hours.
You can specify the retry t ime based on your needs. Otherwise, the data migration task
fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the data
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.

Dat a Transmission Service Dat a Migrat ion··Migrat e dat a from a
t hird-part y cloud t o Alibaba Cloud

> Document  Version: 20220712 430

https://www.alibabacloud.com/help/doc-detail/47550.htm#task-1919582


Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the PolarDB for MySQL cluster.

This topic describes how to migrate full data from an Amazon Aurora PostgreSQL instance to an
ApsaraDB RDS for PostgreSQL instance by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
An Amazon Aurora PostgreSQL instance is created and the database version is 9.4, 9.5, 9.6, or 10.0.

The Public accessibilit yPublic accessibilit y option of the Amazon Aurora PostgreSQL instance is set  to YesYes. This
ensures that DTS can access the Amazon Aurora PostgreSQL instance over the Internet.

An ApsaraDB RDS for PostgreSQL instance is created. For more information, see Create an ApsaraDB
RDS for PostgreSQL instance.

Not e Not e The database engine version of the ApsaraDB RDS for PostgreSQL instance is 9.4 or
10.0.

The available storage space of the ApsaraDB RDS for PostgreSQL instance is larger than the total size
of the data in the Amazon Aurora PostgreSQL instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no

7.8. Migrate full data from an Amazon7.8. Migrate full data from an Amazon
Aurora PostgreSQL instance to anAurora PostgreSQL instance to an
ApsaraDB RDS for PostgreSQLApsaraDB RDS for PostgreSQL
instanceinstance
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primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

You cannot use DTS to migrate incremental data from an Amazon Aurora PostgreSQL instance to an
ApsaraDB RDS for PostgreSQL instance. Before you start  the data migration task, you must stop the
services that run on the Amazon Aurora PostgreSQL instance. To ensure data consistency, we
recommend that you do not write data to the Amazon Aurora PostgreSQL instance during data
migration.

Each data migration task can migrate data from only a single database. To migrate data from
mult iple databases, you must create a data migration task for each database.

Functions that are writ ten in the C programming language cannot be migrated.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

If  a data migration task fails, DTS automatically resumes the task. Therefore, before you switch your
workloads to the dest ination instance, stop or release the data migration task. Otherwise, the data in
the source instance overwrites the data in the dest ination instance after the task is resumed.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full data
migration

Free of charge.

Charged only when data is
migrated from Alibaba Cloud
over the Internet. For more
information, see Pricing.

Migration typesMigration types
Schema migration
DTS migrates the schemas of required objects to the ApsaraDB RDS for PostgreSQL instance. DTS
supports the following types of objects for schema migration: table, trigger, view, sequence,
function, user-defined type, rule, domain, operation, and aggregate.

Full data migration
DTS migrates the historical data of required objects from the Amazon RDS for PostgreSQL instance
to the ApsaraDB RDS for PostgreSQL instance.

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration

Amazon Aurora PostgreSQL
The USAGE permission on
pg_catalog

The SELECT permission on the
objects to be migrated

ApsaraDB RDS for PostgreSQL
The CREATE and USAGE
permissions on the objects to be
migrated

The permissions of the schema
owner

Process of full data migrationProcess of full data migration
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To prevent data migration failures caused by dependencies between objects, DTS migrates the
schemas and data of the source PostgreSQL database in the following order:

1. Migrate the schemas of tables, views, sequences, functions, user-defined types, rules, domains,
operations, and aggregates.

2. Perform full data migration.

3. Migrate the schemas of triggers and foreign keys.

Preparation 1: Edit  the inbound rule of the Amazon AuroraPreparation 1: Edit  the inbound rule of the Amazon Aurora
PostgreSQL instancePostgreSQL instance

1. Log on to the Amazon Aurora console.

2. Go to the Basic Inf ormat ionBasic Inf ormat ion page of the Amazon Aurora PostgreSQL instance.

3. Select  the node that assumes the writ erwrit er role.

4. In the Connect ivit y &  securit yConnect ivit y &  securit y sect ion, click the name of the VPC security group that corresponds
to the writer node.

5. On the Securit y GroupsSecurit y Groups page, click the Inbound tab in the Security Group sect ion. On the Inbound
tab, click Edit  to add the CIDR blocks of DTS servers in the corresponding region to the inbound rule.
For more information, see Add the CIDR blocks of DTS servers to the security settings of on-premises
databases.
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Not eNot e

You need to add only the CIDR blocks of DTS servers that reside in the same region as
the dest ination database. For example, the source database resides in the Singapore
(Singapore) region and the dest ination database resides in the China (Hangzhou) region.
You need to add only the CIDR blocks of DTS servers that reside in the China (Hangzhou)
region.

You can add all of the required CIDR blocks to the inbound rule at  a t ime.

Preparation 2: Create a database and schema in the destination RDSPreparation 2: Create a database and schema in the destination RDS
instanceinstance
Create a database and schema in the dest ination RDS instance based on the database and schema
information of the objects to be migrated. The schema name of the source and dest ination databases
must be the same. For more information, see Create a database on an ApsaraDB RDS for PostgreSQL
instance and Appendix: User and schema management.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Instance Type Select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address .

Instance
Region

Select the region where the source instance resides. If the instance
type is set to User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address ,
you do not need to specify the instance region.

Database
Type

Select Post greSQLPost greSQL.
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Source
Database

Hostname or
IP Address

Enter the endpoint that is used to access the Amazon Aurora
PostgreSQL instance.

Not e Not e You can find the endpoint on the BasicBasic
Inf ormat ionInf ormat ion page of the Amazon Aurora PostgreSQL instance.

Port Number
Enter the service port number of the Amazon Aurora PostgreSQL
instance. The default port number is 54325432.

Database
Name

Enter the name of the source database in the Amazon Aurora
PostgreSQL instance.

Database
Account

Enter the database account of the Amazon Aurora PostgreSQL
instance. For information about the permissions that are required for
the account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the source database parameters,
click T est  Connect ivit yT est  Connect ivit y next to Dat abase PasswordDat abase Password to verify
whether the specified parameters are valid. If the specified
parameters are valid, the PassedPassed message appears. If the
FailedFailed message appears, click CheckCheck next to FailedFailed. Modify
the source database parameters based on the check results.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the destination ApsaraDB RDS for
PostgreSQL instance resides.

RDS Instance
ID

Select the ID of the destination ApsaraDB RDS for PostgreSQL
instance.

Section Parameter Description
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Destination
Database

Database
Name

Enter the name of the destination database in the ApsaraDB RDS for
PostgreSQL instance. The name can be different from the name of
the source database in the Amazon Aurora PostgreSQL instance.

Not e Not e Before you configure the data migration task, you
must create a database and schema in the ApsaraDB RDS for
PostgreSQL instance. For more information, see Preparation 2:
Create a database and schema in the destination RDS instance.

Database
Account

Enter the database account of the destination ApsaraDB RDS for
PostgreSQL instance. For information about the permissions that are
required for the account, see Permissions required for database
accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are valid.
If the specified parameters are valid, the PassedPassed message
appears. If the FailedFailed message appears, click CheckCheck next to
FailedFailed. Modify the destination database parameters based on
the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
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WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select the
migration
types

Select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion. In this data migration task,
Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not supported.

Not e Not e To ensure data consistency, we recommend that you do not write
data to the Amazon Aurora PostgreSQL instance during data migration.

Select the
objects to be
migrated

Select one or more objects from the AvailableAvailable section and click the  icon to move

the objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be
migrated.

By default, after an object is migrated to the destination database, the
name of the object remains unchanged. You can use the object name
mapping feature to rename the objects that are migrated to the
destination database. For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether to
rename
objects

You can use the object name mapping feature to rename the objects that are
migrated to the destination instance. For more information, see Object name
mapping.

Specify the
retry t ime for
failed
connections
to the source
or destination
database

By default, if DTS fails to connect to the source or destination database, DTS retries
within the next 12 hours. You can specify the retry t ime based on your needs. If DTS
reconnects to the source and destination databases within the specified time, DTS
resumes the data migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance.
We recommend that you specify the retry t ime based on your business needs.
You can also release the DTS instance at your earliest opportunity after the
source and destination instances are released.

8. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Not e Not e We recommend that you do not manually stop the task during full data migration.
Otherwise, the data migrated to the dest ination database will be incomplete. You can wait
until the data migration task automatically stops.

12. Switch your workloads to the ApsaraDB RDS for PostgreSQL instance.

This topic describes how to use Data Transmission Service (DTS) to migrate incremental data from a
MongoDB Atlas database to an ApsaraDB for MongoDB instance. DTS supports full data migration and
incremental data migration. The data migration does not interrupt your services if  you select  the two
migration types.

PrerequisitesPrerequisites
The storage capacity of the dest ination ApsaraDB for MongoDB instance is larger than the total size of
the data in the MongoDB Atlas database.

PrecautionsPrecautions
DTS consumes the resources of the source and dest ination databases during full data migration. This
may increase the loads of the database servers. If  you migrate a large volume of data or if  the server
specificat ions do not meet your requirements, database services may become unavailable. Before
you migrate data, evaluate the impact of data migration on the performance of the source and

7.9. Migrate data from a MongoDB7.9. Migrate data from a MongoDB
Atlas database to an ApsaraDB forAtlas database to an ApsaraDB for
MongoDB instanceMongoDB instance
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destination databases. We recommend that you migrate data during off-peak hours.

DTS cannot migrate data from the admin or local database.

The config database is an internal database. We recommend that you do not migrate this database.

If  the source and dest ination MongoDB databases use different versions or storage engines, make
sure that your applications can run on both databases. For more information about the versions and
storage engines that are supported by ApsaraDB for MongoDB, see MongoDB versions and storage
engines.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Full data migration Free of charge.
Charged only when data is migrated from Alibaba
Cloud over the Internet. For more information, see
Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types

Migration type Description

Full data migration

DTS migrates the historical data of required objects from the source MongoDB
database to the destination MongoDB database.

Not e Not e The following types of objects are supported: database,
collection, and index.

Incremental data
migration

After full data migration is complete, DTS synchronizes incremental data from the
source MongoDB database to the destination MongoDB database.

Not eNot e

The create and delete operations that are performed on databases,
collections, and indexes can be synchronized.

The create, delete, and update operations that are performed on
documents can be synchronized.

Permissions required for database accountsPermissions required for database accounts

Database Full data migration Incremental data migration

Source MongoDB Atlas database

Read permissions on the source
database and the permission to
perform the listDatabases
operation

Read permissions on the
source, admin, and local
databases

The permission to perform the
listDatabases operation
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Destination ApsaraDB for
MongoDB instance

Read and write permissions on
the destination database

Read and write permissions on
the destination database

Database Full data migration Incremental data migration

For more information about how to create a database account and grant permissions to the account,
see the following topics:

MongoDB Atlas databases: db.createUser()

ApsaraDB for MongoDB instances: Manage user permissions on MongoDB databases

PreparationsPreparations
1. Log on to the MongoDB Atlas console.

2. In the left-side navigation pane, click Net work AccessNet work Access. On the page that appears, click ADD IPADD IP
ADDRESSADDRESS.

3. In the dialog box that appears, click ALLOW ACCESS FROM ANYWHEREALLOW ACCESS FROM ANYWHERE and click Conf irmConf irm.

Not e Not e This step allows all IP addresses to access the MongoDB Atlas database. Delete
this rule after data migration is complete.
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ProcedureProcedure
1. Purchase a data migration instance. For more information, see Purchase a data migration instance.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

4. On the upper part  of the Migrat ion T asksMigrat ion T asks page, select  the region where the ApsaraDB for
MongoDB instance resides.

5. Find the purchased data migration instance and click Conf igure Migrat ion T askConf igure Migrat ion T ask.

6. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify the
task. You do not need to specify a unique task name.

Instance Type Select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address .

Instance
Region

If you select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  as
the access method of the source database, you do not need to
specify the Inst ance RegionInst ance Region parameter.

Database Type Select MongoDBMongoDB.
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Source
Database

Hostname or
IP Address

The endpoint of the PRIMARY node in the MongoDB Atlas database.
You can obtain the endpoint in the MongoDB Atlas console, as shown
in the following figure.

Port Number
The service port number of the MongoDB Atlas database. Default
value: 2701727017.

Database
Name

The name of the authentication database. The database account is
created in this database.

Database
Account

The account of the MongoDB Atlas database. For information about
the permissions that are required for the account, see Permissions
required for database accounts.

Database
Password

The password of the database account.

Not e Not e After you specify the information about the source
database, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is correct. If the
information is correct, the PassedPassed message is displayed. If the
information is incorrect, the FailedFailed message is displayed and you
must click CheckCheck next to the FailedFailed message to modify the
information.

Encryption
Specifies whether to encrypt the connection. In this example, SSL-SSL-
encrypt edencrypt ed is selected.

Instance Type Select MongoDB Inst anceMongoDB Inst ance.

Instance
Region

The region where the destination instance resides.

MongoDB
Instance ID

The ID of the destination instance.

Section Parameter Description
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Destinatio
n
Database

Database
Name

The name of the authentication database. The database account is
created in this database.

Not e Not e If you want to use the root account, enter admin in
the Database Name field.

Database
Account

The database account of the ApsaraDB for MongoDB instance. For
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

The password of the database account.

Not e Not e After you specify the information about the
destination database, you can click T est  Connect ivit yT est  Connect ivit y next to
Dat abase PasswordDat abase Password to check whether the information is
correct. If the information is correct, the PassedPassed message is
displayed. If the information is incorrect, the FailedFailed message is
displayed and you must click CheckCheck next to the FailedFailed message
to modify the information.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

8. Select  the migration type and the objects to migrate.
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Setting Description

Select the
migration types

To perform only full data migration, select Full Dat a Migrat ionFull Dat a Migrat ion.

To migrate data with minimal downtime, select both Full Dat a Migrat ionFull Dat a Migrat ion and
Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend
that you do not write data to the source database during full data migration.
This ensures data consistency between the source and destination databases.

Select the
objects to be
migrated

Select one or more objects from the Source Object sSource Object s  section and click the

icon to add the objects to the Select ed Object sSelect ed Object s  section.

Not e Not e DTS cannot migrate data from the admin, local, or config
database.

A migration object can be a database, collection, or function.

By default, the name of an object remains unchanged after migration. You can
change the names of the objects in the destination instance by using the object
name mapping feature. For more information, see Object name mapping.

Specify whether
to rename
objects

You can use the object name mapping feature to rename the objects that are
migrated to the destination instance. For more information, see Object name
mapping.

Specify the retry
time range for
failed
connections to
the source or
destination
database

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 12 hours. You can specify the retry t ime range based on
your needs. If DTS reconnects to the source and destination databases within the
specified time range, DTS resumes the data migration task. Otherwise, the data
migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime range based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

9. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

10. After the data migration task passes the precheck, click NextNext .

11. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and read and
select  Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

12. Click Buy and St artBuy and St art  to start  the data migration task.

Full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database may be incomplete. You can wait  until the full data
migration task automatically stops.

Incremental data migration
An incremental data migration task does not automatically stop. You must manually stop the
task.

Not e Not e We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the ApsaraDB for MongoDB instance.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is not  delayedT he dat a migrat ion t ask is not  delayed
are displayed in the progress bar of the data migration task. Then, stop writ ing data to the
source database for a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be
displayed in the progress bar.

b. Wait  until the state of increment al dat a migrat ionincrement al dat a migrat ion changes to T he dat a migrat ion t askT he dat a migrat ion t ask
is not  delayedis not  delayed again. Then, manually stop the migration task.

13. Switch your workloads to the dest ination ApsaraDB for MongoDB instance.
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This topic describes how to use Data Transmission Service (DTS) to migrate data between RDS
instances. DTS supports schema migration, full data migration, and incremental data migration. When
you configure a data migration task, you can select  all of the supported migration types to ensure
service continuity.

PrerequisitesPrerequisites
The database types of the RDS instances meet the following requirements.

Source database Destination database

ApsaraDB RDS for MySQL
ApsaraDB RDS for MariaDB TX

ApsaraDB RDS for MySQL
ApsaraDB RDS for MariaDB TX

ApsaraDB RDS for SQL Server ApsaraDB RDS for SQL Server

ApsaraDB RDS for PostgreSQL ApsaraDB RDS for PostgreSQL

PrecautionsPrecautions
Data migration does not affect  the data of the source database. During data migration, DTS reads
the data of the source database and copies the data to the dest ination database. DTS does not
delete the data of the source database. For more information, see Design concept of data migration.

DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

To ensure data consistency, we recommend that you do not write data to the source RDS instance
during full data migration.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
instance will overwrite the data in the dest ination instance after the task is resumed.

DTS automatically creates a database in the dest ination RDS instance. However, if  the name of the

8.Migrate data between8.Migrate data between
instances of the same Alibabainstances of the same Alibaba
Cloud accountCloud account
8.1. Migrate data between RDS8.1. Migrate data between RDS
instancesinstances
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source database is invalid, you must manually create a database in the dest ination RDS instance
before you configure the data migration task.

Not e Not e For more information about the naming conventions of ApsaraDB RDS and how to
create a database, see Create databases and accounts for an ApsaraDB RDS for MySQL instance.

If  you migrate data between ApsaraDB RDS for PostgreSQL instances, take note of the following
limits: After your workloads are switched to the dest ination database, newly writ ten sequences do
not increment from the maximum value of the sequences in the source database. Therefore, you
must query the maximum value of the sequences in the source database before you switch your
workloads to the dest ination database. Then, you must specify the queried maximum value as the
start ing value of the sequences in the dest ination database. You can execute the following
statements to query the maximum value of the sequences in the source database:

do language plpgsql $$
declare
  nsp name;
  rel name;
  val int8;
begin
  for nsp,rel in select nspname,relname from pg_class t2 , pg_namespace t3 where t2.relna
mespace=t3.oid and t2.relkind='S'
  loop
    execute format($_$select last_value from %I.%I$_$, nsp, rel) into val;
    raise notice '%',
    format($_$select setval('%I.%I'::regclass, %s);$_$, nsp, rel, val+1);
  end loop;
end;
$$;

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Schema migration
DTS migrates the schemas of the required objects from the source RDS instance to the dest ination
RDS instance.

Full data migration
DTS migrates historical data of the required objects from the source RDS instance to the dest ination
RDS instance.

Incremental data migration
After full data migration is completed, DTS synchronizes incremental data from the source RDS
instance to the dest ination RDS instance. Incremental data migration allows you to ensure service
continuity when you migrate data between RDS instances.
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SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration

Scenario
Operation
type

SQL statement

Migrate data
between ApsaraDB
RDS for MySQL
instances

Migrate data
between ApsaraDB
RDS for MariaDB TX
instances

Migrate data from an
ApsaraDB RDS for
MariaDB TX instance
to an ApsaraDB RDS
for MySQL instance

DML INSERT, UPDATE, DELETE, and REPLACE

DDL

ALTER TABLE and ALTER VIEW

CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE,
CREATE TABLE, and CREATE VIEW

DROP INDEX and DROP TABLE

RENAME TABLE

TRUNCATE TABLE

Migrate data between
ApsaraDB RDS for SQL
Server instances

DML

INSERT, UPDATE, and DELETE

Not e Not e If an UPDATE operation updates only the
large fields, DTS does not synchronize the operation.

DDL

ALTER TABLE, including only ADD COLUMN, DROP COLUMN,
and RENAME COLUMN

CREATE TABLE and CREATE INDEX

Not e Not e If a CREATE TABLE operation creates a
partit ioned table or a table that contains functions,
DTS does not synchronize the operation.

DROP TABLE

RENAME TABLE

TRUNCATE TABLE

Migrate data between
ApsaraDB RDS for
PostgreSQL instances
Migrate data between
ApsaraDB RDS for PPAS
instances

DML INSERT, UPDATE, and DELETE

Permissions required for database accountsPermissions required for database accounts
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Scenario Database Schema migration Full data migration
Incremental data
migration

Migrate data
between
ApsaraDB RDS
for MySQL
instances

Migrate data
between
ApsaraDB RDS
for MariaDB TX
instances

Migrate data
from an
ApsaraDB RDS
for MariaDB TX
instance to an
ApsaraDB RDS
for MySQL
instance

Source
instance

The SELECT
permission

The SELECT permission

The REPLICATION
SLAVE, REPLICATION
CLIENT, SHOW VIEW,
and SELECT
permissions

Destinati
on
instance

The read and
write permissions

The read and write
permissions

The read and write
permissions

Migrate data
between
ApsaraDB RDS for
SQL Server
instances

Source
instance

The SELECT
permission

The SELECT permission

The owner permission
on the objects to be
migrated

Not e Not e A
privileged account
has the required
permissions.

Destinati
on
instance

The read and
write permissions

The read and write
permissions

The read and write
permissions
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Migrate data
between
ApsaraDB RDS for
PostgreSQL
instances

Source
instance

The USAGE
permission on
pg_catalog

The SELECT permission
on the objects to be
migrated

rds_superuser

Not eNot e

A standard
account of
an
ApsaraDB
RDS for
PostgreSQ
L instance
has the
required
permission
s.

If you
receive a
message
indicating
that the
database
account
does not
have the
permission
s of the
superuser
role, you
must
upgrade
the kernel
version of
the RDS
instance.

Scenario Database Schema migration Full data migration
Incremental data
migration
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Destinati
on
instance

The CREATE and
USAGE
permissions on
the objects to be
migrated

The permissions of the
database owner,
including the
permissions to perform
the INSERT, UPDATE,
and DELETE operations

Not e Not e A
standard account
of an ApsaraDB
RDS for
PostgreSQL
instance has the
required
permissions.

The permissions of the
database owner,
including the
permissions to perform
the INSERT, UPDATE,
and DELETE operations

Not e Not e A
standard account
of an ApsaraDB
RDS for
PostgreSQL
instance has the
required
permissions.

Scenario Database Schema migration Full data migration
Incremental data
migration

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. In the upper part  of the Migrat ion T asksMigrat ion T asks page, select  the region where the RDS instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need to
specify a unique task name.

Source
Database

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the source RDS instance resides.

RDS Instance ID

Select the ID of the source RDS instance.

Not e Not e The source and destination RDS instances can be the
same or different. You can use DTS to migrate data within an RDS
instance or between two RDS instances.

Database
Name

Enter the name of the source database in the ApsaraDB RDS for
PostgreSQL instance.

Not e Not e This parameter is required only if the database
engine of the RDS instance is Post greSQLPost greSQL.

Database
Account

Enter the database account of the source RDS instance. For
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the RDS instance
before you configure the data migration task. For more information,
see Configure SSL encryption for an ApsaraDB RDS for MySQL instance.

Not eNot e
This parameter is required only if the database engine of the RDS
instance is MySQLMySQL.
The Encrypt ionEncrypt ion parameter is available only for regions in the
Chinese mainland and the China (Hong Kong) region.
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Destinatio
n
Database

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the destination RDS instance resides.

RDS Instance ID

Select the ID of the destination RDS instance.

Not e Not e The source and destination RDS instances can be the
same or different. You can use DTS to migrate data within an RDS
instance or between two RDS instances.

The name of
the database.

Enter the name of the destination database in the ApsaraDB RDS for
PostgreSQL instance. The name of the destination database can be
different from the name of the source database.

Not e Not e This parameter is required only if the database
engine of the RDS instance is Post greSQLPost greSQL.

Database
Account

Enter the account that is used to connect to the RDS instance. For
more information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the RDS instance
before you configure the data migration task. For more information,
see Configure SSL encryption for an ApsaraDB RDS for MySQL instance.

Not e Not e This parameter is required only if the database
engine of the RDS instance is MySQLMySQL.
The Encrypt ionEncrypt ion parameter is available only for regions in the
Chinese mainland and the China (Hong Kong) region.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
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WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

Select the migration types based on your business requirements. The migration types must
be supported by the database engine.

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you
do not write data to the source RDS instance during data migration. This ensures data
consistency between the source and destination instances.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated. If
you select tables or columns as the objects to be migrated, DTS does not
migrate other objects such as views, triggers, and stored procedures to the
destination database.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time
range
for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 720 minutes (12 hours). You can specify the retry t ime range based on your
business requirements. If DTS reconnects to the source and destination databases within
the specified time range, DTS resumes the data migration task. Otherwise, the data
migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime range based on your business
requirements. You can also release the DTS instance at your earliest opportunity after
the source and destination instances are released.

Setting Description

8. Click PrecheckPrecheck.
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Not eNot e

A precheck is performed before the migration task starts. The migration task only starts
after the precheck succeeds.

If  the precheck fails, click the

icon next  to each failed check item to view the related details. Fix the issues as
instructed and run the precheck again.

9. After the data migration task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Channel Specif icat ionChannel Specif icat ion parameter. Then, read
and select  Dat a T ransmission Service (Pay-as-you-go) Service T ermsDat a T ransmission Service (Pay-as-you-go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Full data migration
Do not manually stop a full data migration task. If  you manually stop a full data migration task,
the data that is migrated to the RDS instance may be incomplete. You can wait  until the full data
migration task automatically stops.

Incremental data migration
An incremental data migration task does not automatically stop. You must manually stop the
task.

Not e Not e We recommend that you manually stop an incremental data migration task at  an
appropriate point  in t ime. For example, you can stop the task during off-peak hours or
before you switch your workloads over to the RDS instance.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is not  delayedT he dat a migrat ion t ask is not  delayed
appear in the progress bar of the data migration task. Then, stop writ ing data to the self-
managed Oracle database for a few minutes. The delay t ime of increment al dat aincrement al dat a
migrat ionmigrat ion may be displayed in the progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he dat a migrat ionT he dat a migrat ion
t ask is not  delayedt ask is not  delayed again. Then, manually stop the migration task.

8.2. Migrate data from an ApsaraDB8.2. Migrate data from an ApsaraDB
RDS for MariaDB TX instance to anRDS for MariaDB TX instance to an
ApsaraDB RDS for MySQL instanceApsaraDB RDS for MySQL instance
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This topic describes how to migrate data from an ApsaraDB RDS for MariaDB TX instance to an
ApsaraDB RDS for MySQL instance by using Data Transmission Service (DTS). DTS supports schema
migration, full data migration, and incremental data migration. When you configure a data migration
task, you can select  all the supported migration types to ensure service continuity.

PrerequisitesPrerequisites
An ApsaraDB RDS for MySQL instance is created. For more information, see Create an ApsaraDB RDS for
MySQL instance.

Not e Not e The available storage space of the ApsaraDB RDS for MySQL instance is larger than the
total size of the data in the ApsaraDB RDS for MariaDB TX instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
instance overwrites the data in the dest ination instance after the task is resumed.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types
Schema migration
DTS migrates the schemas of required objects to the dest ination database. DTS supports schema
migration for the following types of objects: table, view, trigger, stored procedure, and function.
DTS does not support  schema migration for events.
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Not eNot e

During schema migration, DTS changes the value of the SECURITY attribute from DEFINER
to INVOKER for views, stored procedures, and functions.

DTS does not migrate user information. To call a view, stored procedure, or function of
the dest ination database, you must grant read and write permissions to INVOKER.

Full data migration
DTS migrates the historical data of required objects to the dest ination database.

Not eNot e

During full data migration, concurrent INSERT operations cause fragmentation in the
tables of the dest ination database. After full data migration is complete, the size of used
tablespace of the dest ination database is larger than that of the source database.

To ensure successful data migration, we recommend that you do not perform DDL
operations on the source database during full data migration.

Incremental data migration
After full data migration is complete, DTS retrieves binary log files from the source database, and
migrates incremental data to the dest ination database in real t ime.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration

Operatio
n type

SQL statement

DML INSERT, UPDATE, DELETE, and REPLACE

DDL

ALTER TABLE and ALTER VIEW

CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW

DROP INDEX and DROP TABLE

RENAME TABLE

TRUNCATE TABLE

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration Incremental data migration

ApsaraDB RDS for
MariaDB TX
instance

The SELECT
permission

The SELECT
permission

The REPLICATION SLAVE, REPLICATION
CLIENT, SHOW VIEW, and SELECT
permissions

ApsaraDB RDS for
MySQL instance

Read and write
permissions

Read and write
permissions

Read and write permissions

For more information about how to create a database account and grant permissions to the account,
see the following topics:
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ApsaraDB RDS for MariaDB TX instances:Create an account on an ApsaraDB RDS for MariaDB TX
instance.

ApsaraDB RDS for MySQL instances:Create an account on an ApsaraDB RDS for MySQL instance and
Modify the permissions of a standard account for an ApsaraDB RDS for MySQL instance.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to specify a unique task name.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The region where the source ApsaraDB RDS for MariaDB TX
instance resides.

RDS Instance
ID

The ID of the source ApsaraDB RDS for MariaDB TX instance.
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Source
Database

Database
Account

The database account of the source ApsaraDB RDS for MariaDB TX
instance. For more information about the permissions that are
required for the account, see Permissions required for database
accounts.

Database
Password

The password of the database account.
After you specify the source database parameters, click T estT est
Connect ivit yConnect ivit y next to Dat abase PasswordDat abase Password to verify whether the
specified parameters are valid.

Not e Not e If the specified parameters are valid, the PassedPassed
message is displayed. If the FailedFailed message is displayed,
click CheckCheck next to FailedFailed. Modify the source database
parameters based on the check results.

Destination
Instance
Details

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The region where the destination ApsaraDB RDS for MySQL
instance resides.

RDS Instance
ID

The ID of the destination ApsaraDB RDS for MySQL instance.

Database
Account

The database account of the destination ApsaraDB RDS for MySQL
instance. For more information about the permissions that are
required for the account, see Permissions required for database
accounts.

Database
Password

The password of the database account.
After you specify the destination database parameters, click T estT est
Connect ivit yConnect ivit y next to Dat abase PasswordDat abase Password to verify whether the
specified parameters are valid.

Not e Not e If the specified parameters are valid, the PassedPassed
message is displayed. If the FailedFailed message is displayed,
click CheckCheck next to FailedFailed. Modify the destination database
parameters based on the check results.

Section Parameter Description
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Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the
ApsaraDB RDS for MySQL instance before you configure the data
migration task. For more information, see Configure SSL
encryption for an ApsaraDB RDS for MySQL instance.

Not e Not e The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  migration types and the objects to migrate.
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Setting Description

Select
the
migratio
n types

To perform only full migration, select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not ice Not ice If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that
you do not write data to the source database during full data migration. This ensures
data consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not iceNot ice

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 720 minutes (12 hours). You can specify the retry t ime based on your needs. If DTS
reconnects to the source and destination databases within the specified time, DTS resumes
the data migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the data
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Stop the migration taskStop the migration task

Warning Warning We recommend that you prepare a rollback solut ion to migrate incremental data
from the dest ination database to the source database in real t ime. This allows you to minimize the
negative impact of switching your workloads to the dest ination database. For more information,
see Switch workloads to the dest ination database. If  you do not need to switch your workloads,
you can perform the following steps to stop the migration task.

Full data migration
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Do not manually stop a task during full data migration. Otherwise, the system may fail to migrate all
data. Wait  until the migration task automatically ends.

Incremental data migration
The task does not automatically end during incremental data migration. You must manually stop the
migration task.

i. Wait  until the task progress bar shows Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t askT he migrat ion t ask
is not  delayedis not  delayed. Then, stop writ ing data to the source database for a few minutes. In some
cases, the progress bar shows the delay t ime of increment al dat a migrat ionincrement al dat a migrat ion.

ii. After the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask is notT he migrat ion t ask is not
delayeddelayed, manually stop the migration task.

What's nextWhat's next
The database accounts that are used for data migration have read and write permissions. After data
migration is complete, you must delete the database accounts of both the ApsaraDB RDS for MariaDB
TX and ApsaraDB RDS for MySQL instances to ensure database security.

This topic describes how to migrate data from an ApsaraDB RDS for PostgreSQL instance to an
ApsaraDB RDS for MySQL instance by using Data Transmission Service (DTS). DTS supports full data
migration and incremental data migration. When you configure a data migration task, you can select
both of the supported migration types to ensure service continuity.

PrerequisitesPrerequisites
An ApsaraDB RDS for PostgreSQL instance is created. For more information, see Create an ApsaraDB
RDS for PostgreSQL instance.

An ApsaraDB RDS for MySQL instance is created. For more information, see Create an ApsaraDB RDS
for MySQL instance.

The available storage space of the ApsaraDB RDS for MySQL instance is larger than the total size of
the data in the ApsaraDB RDS for PostgreSQL instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when

8.3. Migrate data from an ApsaraDB8.3. Migrate data from an ApsaraDB
RDS for PostgreSQL instance to anRDS for PostgreSQL instance to an
ApsaraDB RDS for MySQL instanceApsaraDB RDS for MySQL instance
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the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

To ensure that the data migration task runs as expected, you can perform a primary/secondary
switchover only on a V11 ApsaraDB RDS for PostgreSQL instance. In this case, you must set  the  rds_
failover_slot_mode  parameter to  sync . For more information, see Logical Replicat ion Slot
Failover.

Warning Warning If  you perform a primary/secondary switchover on a self-managed PostgreSQL
database or an ApsaraDB RDS for PostgreSQL instance of a version other than V11, the data
migration task stops.

If  you modify the endpoint  or zone of the ApsaraDB RDS for PostgreSQL instance, the data migration
task stops.

Before you configure a data migration task, you must create the corresponding databases and tables
in the dest ination instance.

A data migration task can migrate data from only one database. To migrate data from mult iple
databases, you must create a data migration task for each database.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
database overwrites the data in the dest ination instance after the task is resumed.

If you perform a primary/secondary switchover during data migration, incremental data fails to be
migrated. We recommend that you perform the primary/secondary switchover after the data
migration task is complete.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Full data
migration

Free of charge.
Charged only when data is migrated from Alibaba
Cloud over the Internet. For more information, see
Pricing.Incremental

data migration
Charged. For more information,
see Pricing.

Migration typesMigration types

Migration type Description

Full data migration

DTS migrates the historical data of required objects from the source database to
the destination ApsaraDB RDS for MySQL instance.

Not ice Not ice During full data migration, we recommend that you do not
perform DDL operations on the required objects. Otherwise, the objects may
fail to be migrated.
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Incremental data
migration

DTS retrieves redo log files from the source database. Then, DTS migrates
incremental data from the source database to the destination ApsaraDB RDS for
MySQL instance. DTS can synchronize DML operations, such as INSERT, UPDATE, and
DELETE. DTS cannot synchronize DDL operations.
Incremental data migration allows you to ensure service continuity when you
perform data migration.

Migration type Description

Permissions required for database accountsPermissions required for database accounts

Database Full data migration Incremental data migration

ApsaraDB RDS for PostgreSQL
instance

The SELECT permission on the
objects to migrate

Permissions of the superuser role

Not e Not e If the source
database runs on an
ApsaraDB RDS for
PostgreSQL V9.4 instance
and you migrate only DML
operations, the database
account must have the
REPLICATION permission.

ApsaraDB RDS for MySQL instance Read and write permissions Read and write permissions

For more information about how to create a database account and grant permissions to the account,
see the following topics:

ApsaraDB RDS for PostgreSQL instances:Create an account on an ApsaraDB RDS for PostgreSQL
instance

ApsaraDB RDS for MySQL instances:Create an account on an ApsaraDB RDS for MySQL instance

1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Experience t he new consoleExperience t he new console.

5. On the Creat e T askCreat e T ask page, configure the data migration task.

i. Specify the information about the source and dest ination databases.

Section Parameter Description

N/A Task Name
The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to specify a unique task name.

Select
Template

Select an existing database connection template for quick
configuration.
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Source
Database

Database
Type

Select Post greSQLPost greSQL.

Access
Method

Select Cloud Inst anceCloud Inst ance.

Instance
Region

The region where the ApsaraDB RDS for PostgreSQL instance
resides.

The ID of the
instance.

The ID of the ApsaraDB RDS for PostgreSQL instance.

Database
Name

The name of the ApsaraDB RDS for PostgreSQL instance.

Database
Account

The database account of the ApsaraDB RDS for PostgreSQL
instance.

Database
Password

The password of the database account.

Save as
Template

Save the source database settings as a template.

Destinatio
n
Database

Database
Type

Select MySQLMySQL.

Access
Method

Select Cloud Inst anceCloud Inst ance.

Instance
Region

The region where the ApsaraDB RDS for MySQL instance resides.

RDS Instance
ID

The ID of the ApsaraDB RDS for MySQL instance.

Database
Account

The database account of the ApsaraDB RDS for MySQL instance.

Database
Password

The password of the database account.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the ApsaraDB
RDS for MySQL instance before you configure the data migration
task. For more information, see Configure SSL encryption for an
ApsaraDB RDS for MySQL instance.

Not e Not e The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Section Parameter Description
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Save as
Template

Save the source database settings as a template.

Section Parameter Description

ii. Click T est  Connect ivit y and ProceedT est  Connect ivit y and Proceed to verify whether the parameters specified for the
source and dest ination databases are valid.

If  the specified parameters are valid, the PassedPassed message is displayed.

If  the FailedFailed message is displayed, click CheckCheck next  to FailedFailed. Modify the parameters of the
source or dest ination database based on the check results.

iii. Select  objects for the task and perform advanced sett ings.

Section Parameter Description

Task Stages

To ensure data consistency, we recommend
that you select both Full Dat a Migrat ionFull Dat a Migrat ion and
Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.
If you select only Full Dat a Migrat ionFull Dat a Migrat ion, take
note of the following items:

If the ApsaraDB RDS for PostgreSQL instance
has data updates during full data migration,
the data updates may not be migrated to
the ApsaraDB RDS for MySQL instance.

If the ApsaraDB RDS for MySQL instance has
less than 2 CPU cores, we recommend that
you disable the slow query logging feature.
For more information, see Disable slow query
log to improve migration performance.

If you select only Increment al Dat aIncrement al Dat a
Migrat ionMigrat ion, take note of the following items:

DTS migrates only the incremental data that
is generated in the ApsaraDB RDS for
PostgreSQL instance after the task is started.

Triggers cannot be synchronized during
incremental data migration. For more
information, see Configure a data
synchronization task for a source database
that contains a trigger.
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Basic
Settings

Select the processing mode
of conflicting tables

Precheck and Report  ErrorsPrecheck and Report  Errors : checks
whether the destination instance is empty. If
the destination instance is empty, the
precheck is passed. If the instance is not
empty, an error is returned during the
precheck and the data synchronization task
cannot be started.

Ignore Errors and ProceedIgnore Errors and Proceed: skips the
check for empty destination instances.

Warning Warning If you select IgnoreIgnore
Errors and ProceedErrors and Proceed, the data records
in the source database overwrite the
data records that have the same keys in
the destination database. Proceed with
caution.

Section Parameter Description
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Select the objects to be
synchronized

Select one or more objects from the AvailableAvailable

section and click the  icon to add the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or
databases as the objects to
migrate.

By default, after an object is
migrated to the destination
database, the name of the object
remains unchanged. You can use
the object name mapping feature
to rename the objects that are
migrated to the destination
database. For more information,
see Object name mapping.

If you use the object name
mapping feature to rename an
object, other objects that are
dependent on the object may fail
to be migrated.

Advanced
Settings

Set alerts

Specify whether to set alerts for the data
migration task.

If you do not want to set alerts, select NoNo .

If you want to set alerts, select YesYes .

Section Parameter Description
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Settings

Specify the retry t ime range
for a failed connection to the
source or destination
instance.

Valid values: 10 to 1440. We recommend that
you set the retry t ime range to more than 30
minutes. If multiple DTS instances have the
same source or destination database, the
lowest value takes effect. For example, the
retry t ime is set to 30 minutes for Instance A
and 60 minutes for Instance B, DTS retries failed
connections at an interval of 30 minutes.

Section Parameter Description

iv. Click Next : Save T ask Set t ings and PrecheckNext : Save T ask Set t ings and Precheck in the lower part  of the page.

v. Run a precheckprecheck before you start  the data migration task. DTS migrates data only after the
task passes the precheck. If  the task fails to pass the precheck, click View Det ailsView Det ails next  to each
failed item. After you troubleshoot the issues based on the causes, you can run a precheck
again.

vi. After the precheck is complete, click Next : Purchase Inst anceNext : Purchase Inst ance in the lower part  of the page.

vii. On the Purchase Inst ancePurchase Inst ance page, specify the Specif icat ionSpecif icat ion parameter and read and select
Dat a T ransmission Service (Pay-as-you-go) Service T ermsDat a T ransmission Service (Pay-as-you-go) Service T erms.

viii. Click Buy and St artBuy and St art  to start  the data migration task.

Full data migration
We recommend that you do not manually stop the task during full data migration.
Otherwise, the data migrated to the dest ination database may be incomplete. You can wait
until the full data migration task automatically stops.

Incremental data migration
An incremental data migration task does not automatically stop. You must manually stop
the task.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is notT he dat a migrat ion t ask is not
delayeddelayed are displayed in the progress bar of the data migration task. Then, stop writ ing
data to the source database for a few minutes. The delay t ime of increment al dat aincrement al dat a
migrat ionmigrat ion may be displayed in the progress bar.

b. Wait  until the state of increment al dat a migrat ionincrement al dat a migrat ion changes to T he dat a migrat ionT he dat a migrat ion
t ask is not  delayedt ask is not  delayed again. Then, manually stop the migration task.

Not e Not e To delete a data migration task, you can select  the task and click  in the

lower part  of the page, and click the  to release the task.

6. Switch your workloads from the ApsaraDB RDS for PostgreSQL instance to the ApsaraDB RDS for
MySQL instance. For more information, see Switch workloads to the destination database.

8.4. Migrate data from an ApsaraDB8.4. Migrate data from an ApsaraDB
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PolarDB is a next-generation relat ional database service that is developed by Alibaba Cloud. PolarDB is
compatible with the MySQL database engine and features high availability, ease of use, and reliability.
This topic describes how to migrate data from an ApsaraDB RDS for MySQL instance to a PolarDB for
MySQL cluster by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
A PolarDB for MySQL cluster is created. For more information, see Create a PolarDB for MySQL cluster.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination database may contain duplicate data records.

During full data migration, concurrent INSERT operations cause fragmentation in the tables of the
destination database. After full data migration is complete, the size of used tablespace of the
destination database is larger than that of the source database.

If  a data migration task fails, DTS automatically resumes the task. Therefore, before you switch your
workloads to the dest ination database, stop or release the data migration task. Otherwise, the data
in the source database overwrites the data in the dest ination database after the task is resumed.

LimitsLimits
DTS supports the following types of objects for schema migration: table, view, trigger, stored
procedure, and function.

Not e Not e During schema migration, DTS changes the value of the SECURITY attribute from  DE
FINER  to  INVOKER  for views, stored procedures, and functions.

DTS does not migrate user information from the source database. After data migration is complete,
if  you want to call a view, stored procedure, or function of the dest ination database, you must grant
the read and write permissions to INVOKER.

Migration typesMigration types
DTS supports schema migration, full data migration, and incremental data migration. For more
information, see Terms.

8.4. Migrate data from an ApsaraDB8.4. Migrate data from an ApsaraDB
RDS for MySQL instance to a PolarDBRDS for MySQL instance to a PolarDB
for MySQL clusterfor MySQL cluster
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Not e Not e When you migrate data between PolarDB for MySQL clusters, you can select  all of the
supported migration types to ensure service continuity.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration

Operatio
n type

SQL statements

DML INSERT, UPDATE, DELETE, and REPLACE

DDL

ALTER TABLE and ALTER VIEW

CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW

DROP INDEX and DROP TABLE

RENAME TABLE

TRUNCATE TABLE

Permissions required for database accountsPermissions required for database accounts

Database Required permission

ApsaraDB RDS for MySQL Read permissions on the objects to migrate

PolarDB for MySQL
Read and write permissions on the objects to
migrate

Not e Not e For more information about how to create and authorize a database account, see
Create an account on an ApsaraDB RDS for MySQL instance and Create a database account.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

None Task Name
The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to specify a unique task name.

Source
Database

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The region where the source ApsaraDB RDS for MySQL instance
resides.

Database
Account

The database account of the source ApsaraDB RDS for MySQL
instance. For more information about the permissions that are
required for the account, see Permissions required for database
accounts.

Database
Password

The password of the database account.

Not e Not e After you specify the source database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message is displayed. If the FailedFailed message is displayed,
click CheckCheck next to FailedFailed. Modify the source database
parameters based on the check results.
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Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the
ApsaraDB RDS instance before you configure the data
synchronization task. For more information, see Configure SSL
encryption for an ApsaraDB RDS for MySQL instance.

Not e Not e The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Destination
Database

Instance Type Select PolarDBPolarDB.

Instance
Region

The region where the destination PolarDB cluster resides.

PolarDB
Instance ID

The ID of the destination PolarDB for MySQL cluster.

Database
Account

The database account of the destination PolarDB cluster. For more
information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

The password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message is displayed. If the FailedFailed message is displayed,
click CheckCheck next to FailedFailed. Modify the destination database
parameters based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
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WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full migration, select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not ice Not ice If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that
you do not write data to the source database during full data migration. This ensures
data consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not iceNot ice

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 720 minutes (12 hours). You can specify the retry t ime based on your needs. If DTS
reconnects to the source and destination databases within the specified time, DTS resumes
the data migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the data
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.

Dat a Migrat ion··Migrat e dat a bet we
en inst ances of t he same Alibaba Cl
oud account

Dat a Transmission Service

483 > Document  Version: 20220712

https://www.alibabacloud.com/help/doc-detail/47550.htm#task-1919582


Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the dest ination PolarDB cluster.

This topic describes how to migrate data from an ApsaraDB RDS for PPAS instance to a PolarDB for
Oracle cluster by using Data Transmission Service (DTS). DTS supports schema migration, full data
migration, and incremental data migration. When you configure a data migration task, you can select  all
of the supported migration types to ensure service continuity.

PrerequisitesPrerequisites
A PolarDB for Oracle cluster is created. For more information, see Create a cluster.

The available storage space of the PolarDB for Oracle cluster is larger than the total size of the data
in the ApsaraDB RDS for PPAS instance.

To migrate incremental data from an ApsaraDB RDS for PPAS instance, you must submit  a t icket  to
grant the permissions of the superuser role to the database account.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

8.5. Migrate data from an ApsaraDB8.5. Migrate data from an ApsaraDB
RDS for PPAS instance to a PolarDBRDS for PPAS instance to a PolarDB
for Oracle clusterfor Oracle cluster
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A single data migration task can migrate data from only one database. To migrate data from
mult iple databases, you must create a data migration task for each database.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
database will overwrite the data in the dest ination instance after the task is resumed.

After your workloads are switched to the dest ination database, newly writ ten sequences do not
increment from the maximum value of the sequences in the source database. Therefore, you must
query the maximum value of the sequences in the source database before you switch your workloads
to the dest ination database. Then, you must specify the queried maximum value as the start ing value
of the sequences in the dest ination database. You can execute the following statements to query
the maximum value of the sequences in the source database:

do language plpgsql $$
declare
  nsp name;
  rel name;
  val int8;
begin
  for nsp,rel in select nspname,relname from pg_class t2 , pg_namespace t3 where t2.relna
mespace=t3.oid and t2.relkind='S'
  loop
    execute format($_$select last_value from %I.%I$_$, nsp, rel) into val;
    raise notice '%',
    format($_$select setval('%I.%I'::regclass, %s);$_$, nsp, rel, val+1);
  end loop;
end;
$$;

When you migrate data from an ApsaraDB RDS for PPAS instance to a PolarDB for Oracle cluster, we
recommend that you take the following suggestions:

Make sure that the specificat ions of the PolarDB for Oracle cluster is greater than or equal to the
specificat ions of the ApsaraDB RDS for PPAS instance. This prevents slow SQL queries or memory
overflows due to insufficient  CPU and memory after the migration task is completed. For more
information about the recommended PolarDB for Oracle cluster specificat ions, see Specificat ions
of an ApsaraDB RDS for PPAS instance and a PolarDB for Oracle cluster.

Select  the compute nodes that meet your business requirements. For more information about the
number of connections and IOPS, see Specificat ions of compute nodes.

Use a cluster endpoint  to connect to your application. The cluster endpoint  allows you to
implement automatic read/write split t ing. Read requests are forwarded to the read-only nodes
This reduces the load on the PolarDB for Oracle cluster. For more information about how to obtain
a cluster endpoint, see View or apply for an endpoint.

Specifications of an ApsaraDB RDS for PPAS instance and a PolarDBSpecifications of an ApsaraDB RDS for PPAS instance and a PolarDB
for Oracle clusterfor Oracle cluster
Make sure that the specificat ions of the PolarDB for Oracle cluster is greater than or equal to the
specificat ions of the ApsaraDB RDS for PPAS instance. This prevents slow SQL queries or memory
overflows due to insufficient  CPU and memory after the migration task is completed. The following
table lists the recommended specificat ions of a PolarDB for Oracle cluster.
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Specifications of an ApsaraDB RDS for PPAS instance
Recommended specifications of a PolarDB for Oracle
cluster

Instance type CPU and memory Instance type CPU and memory

rds.ppas.t1.small 1 core, 1 GB polar.o.x4.medium 2 cores, 8 GB

ppas.x4.small.2 1 core, 4 GB polar.o.x4.medium 2 cores, 8 GB

ppas.x4.medium.2 2 cores, 8 GB polar.o.x4.medium 2 cores, 8 GB

ppas.x8.medium.2 2 cores, 16 GB polar.o.x4.large 4 cores, 16 GB

ppas.x4.large.2 4 cores, 16 GB polar.o.x4.large 4 cores, 16 GB

ppas.x8.large.2 4 cores, 32 GB polar.o.x4.xlarge 8 cores, 32 GB

ppas.x4.xlarge.2 8 cores, 32 GB polar.o.x4.xlarge 8 cores, 32 GB

ppas.x8.xlarge.2 8 cores, 64 GB polar.o.x8.xlarge 8 cores, 64 GB

ppas.x4.2xlarge.2 16 cores, 64 GB polar.o.x8.2xlarge 16 cores, 128 GB

ppas.x8.2xlarge.2 16 cores, 128 GB polar.o.x8.2xlarge 16 cores, 128 GB

ppas.x4.4xlarge.2 32 cores, 128 GB polar.o.x8.4xlarge 32 cores, 256 GB

ppas.x8.4xlarge.2 32 cores, 256 GB polar.o.x8.4xlarge 32 cores, 256 GB

rds.ppas.st.h43 60 cores, 470 GB polar.o.x8.8xlarge 64 cores, 512 GB

Migration typesMigration types

Migration type Description

Schema migration

DTS migrates the schemas of the required objects from the source database to the
destination PolarDB cluster. DTS supports schema migration for the following types
of objects: table, view, synonym, trigger, stored procedure, stored function,
package, and user-defined type.

Not ice Not ice In this scenario, DTS is incompatible with triggers. If an object
contains triggers, data may become inconsistent between the source and
destination databases.
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Full data migration

DTS migrates the historical data of the required objects from the source database
to the destination PolarDB cluster.

Not ice Not ice During schema migration and full data migration, do not
perform data definit ion language (DDL) operations on the objects to be
migrated. Otherwise, the objects may fail to be migrated.

Incremental data
migration

DTS retrieves redo log files from the source database. Then, DTS synchronizes
incremental data from the source database to the destination PolarDB cluster. DTS
can synchronize data manipulation language (DML) operations, such as INSERT,
UPDATE, and DELETE. DTS cannot synchronize DDL operations.
Incremental data migration allows you to ensure service continuity when you
migrate data from an ApsaraDB RDS for PPAS instance to a PolarDB cluster.

Migration type Description

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Permissions required for database accountsPermissions required for database accounts
Log on to the source Oracle database, create an account for data collect ion, and grant permissions to
the account.

Database Schema migration Full data migration
Incremental data
migration

ApsaraDB RDS for PPAS
instance

The read permissions The read permissions
The permissions of the
superuser role

PolarDB for Oracle
cluster

The permissions of the
schema owner

The permissions of the
schema owner

The permissions of the
schema owner

For more information about how to create an account and grant permissions to the account, see the
following topics:

To migrate incremental data from an ApsaraDB RDS for PPAS instance, you must submit  a t icket  to
grant the permissions of the superuser role to the database account.

PolarDB for Oracle cluster: Create database accounts

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.
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4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need to
specify a unique task name.

Source
Database

Instance Type
Select User-Creat ed Dat abase Connect ed Over ExpressUser-Creat ed Dat abase Connect ed Over Express
Connect , VPN Gat eway, or Smart  Access Gat ewayConnect , VPN Gat eway, or Smart  Access Gat eway. You cannot
select ApsaraDB RDS for PPAS as the instance type.

Instance
Region

Select the region where the ApsaraDB RDS for PPAS instance resides.

Peer VPC
Select the ID of the virtual private cloud (VPC) that is connected to the
source database iin the ApsaraDB RDS for PPAS instance.

Database Type Select PPASPPAS.

Version
Select the database engine version of the ApsaraDB RDS for PPAS
instance.

IP address Enter the private IP address of the ApsaraDB RDS for PPAS instance.

Port Number
Enter the service port number of the ApsaraDB RDS for PPAS instance.
The default port number is 34333433.

Database
Name

Enter the name of the source database in the ApsaraDB RDS for PPAS
instance.

Database
Account

Enter the database account of the ApsaraDB RDS for PPAS instance.
For information about the permissions that are required for the
database account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.
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Destinatio
n
Database

Instance Type Select PolarDBPolarDB.

Instance
Region

Select the region where the destination PolarDB for Oracle cluster
resides.

PolarDB
Instance ID

Select the ID of the destination PolarDB for Oracle cluster.

Database
Name

Enter the name of the destination database.

Database
Account

Enter the database account of the destination PolarDB for Oracle
cluster. For information about the permissions that are required for
the database account, see Permissions required for database
accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
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WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not iceNot ice

If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you do
not write data to the source database during full data migration. This ensures
data consistency between the source and destination databases.

During schema migration and full data migration, do not perform DDL
operations on the objects to be migrated. Otherwise, the objects may fail to
be migrated.

Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.
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Specify
the retry
time
range
for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the following 12 hours. You can specify the retry t ime range based on your business
requirements. If DTS is reconnected to the source and destination databases within the
specified time range, DTS resumes the data migration task. Otherwise, the data migration
task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business requirements. You
can also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.

Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.
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a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

PolarDB is a next-generation relat ional database service that is developed by Alibaba Cloud. PolarDB is
compatible with the MySQL database engine and features high availability, ease of use, and reliability.
This topic describes how to migrate data between PolarDB for MySQL clusters by using Data
Transmission Service (DTS).

Not e Not e A PolarDB for MySQL cluster of an earlier version cannot be upgraded to 8.0. However,
you can create a PolarDB for MySQL cluster of version 8.0, and then migrate data to this cluster.
Before you migrate data between different versions of PolarDB for MySQL clusters, we recommend
that you create a pay-as-you-go PolarDB cluster to test  the compatibility. After test ing, you can
release the cluster.

PrerequisitesPrerequisites
The source and dest ination PolarDB for MySQL clusters are created. For more information, see Create
a PolarDB for MySQL cluster.

The binary logging feature is enabled for the source PolarDB for MySQL cluster. For more information,
see Enable binary logging.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination database may contain duplicate data records.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination database, stop or release the data migration task. Otherwise, the data in the
source database will overwrite the data in the dest ination database after the task is resumed.

8.6. Migrate data between PolarDB for8.6. Migrate data between PolarDB for
MySQL clustersMySQL clusters
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Migration typesMigration types
DTS supports schema migration, full data migration, and incremental data migration. For more
information, see Terms.

Not e Not e When you migrate data between PolarDB for MySQL clusters, you can select  all of the
supported migration types to ensure service continuity.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration

Operatio
n type

SQL statements

DML INSERT, UPDATE, DELETE, and REPLACE

DDL

ALTER TABLE and ALTER VIEW

CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW

DROP INDEX and DROP TABLE

RENAME TABLE

TRUNCATE TABLE

Permissions required for database accountsPermissions required for database accounts

Database Required permissions

Source PolarDB for MySQL cluster The read permissions on the objects to be migrated

Destination PolarDB for MySQL cluster
The read and write permissions on the objects to be
migrated

Not e Not e For more information about how to create and authorize a database account, see
Create a database account.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.
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3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You do
not need to use a unique task name.

Source
Database

Instance Type Select PolarDBPolarDB.

Instance
Region

Select the region where the source PolarDB cluster resides.

PolarDB
Instance ID

Select the ID of the source PolarDB cluster.

Database
Account

Enter the database account of the source PolarDB cluster.
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Database
Password

Enter the password of the database account.

Not e Not e After you specify the source database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message appears. If the FailedFailed message appears, click CheckCheck
next to FailedFailed. Modify the source database parameters
based on the check results.

Destination
Database

Instance Type Select PolarDBPolarDB.

Instance
Region

Select the region where the destination PolarDB cluster resides.

PolarDB
Instance ID

Select the ID of the destination PolarDB cluster.

Database
Account

Enter the database account of the destination PolarDB cluster.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message appears. If the FailedFailed message appears, click CheckCheck
next to FailedFailed. Modify the destination database parameters
based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelists of the source and
destination PolarDB clusters. This ensures that DTS servers can connect to the source and
destination PolarDB clusters.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full migration, select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not ice Not ice If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that
you do not write data to the source database during full data migration. This ensures
data consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not iceNot ice

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 720 minutes (12 hours). You can specify the retry t ime based on your needs. If DTS
reconnects to the source and destination databases within the specified time, DTS resumes
the data migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the data
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.
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Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the dest ination PolarDB cluster.

What's nextWhat's next
The database accounts that are used for data migration have the read and write permissions. After
data migration is complete, you must delete the database accounts to ensure security.

ApsaraDB RDS is a stable, reliable, and scalable online database service. ApsaraDB RDS provides a
complete database solut ion that includes disaster recovery, data backup, data recovery, and data
migration. This topic describes how to migrate data from a PolarDB for MySQL cluster to an ApsaraDB
RDS for MySQL instance by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The binary logging feature is enabled for the PolarDB for MySQL cluster. For more information, see
Enable binary logging.

An ApsaraDB RDS for MySQL instance is created. For more information, see Create an ApsaraDB RDS
for MySQL instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

8.7. Migrate data from a PolarDB for8.7. Migrate data from a PolarDB for
MySQL cluster to an ApsaraDB RDS forMySQL cluster to an ApsaraDB RDS for
MySQL instanceMySQL instance
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The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination database may contain duplicate data records.

During full data migration, concurrent INSERT operations cause fragmentation in the tables of the
destination database. After full data migration is complete, the size of used tablespace of the
destination database is larger than that of the source database.

If  a data migration task fails, DTS automatically resumes the task. Therefore, before you switch your
workloads to the dest ination database, stop or release the data migration task. Otherwise, the data
in the source database overwrites the data in the dest ination database after the task is resumed.

LimitsLimits
DTS supports the following types of objects for schema migration: table, view, trigger, stored
procedure, and function.

Not e Not e During schema migration, DTS changes the value of the SECURITY attribute from  DE
FINER  to  INVOKER  for views, stored procedures, and functions.

DTS does not migrate user information from the source database. After data migration is complete,
if  you want to call a view, stored procedure, or function of the dest ination database, you must grant
the read and write permissions to INVOKER.

Migration typesMigration types
DTS supports schema migration, full data migration, and incremental data migration. For more
information, see Terms.

Not e Not e When you migrate data between PolarDB for MySQL clusters, you can select  all of the
supported migration types to ensure service continuity.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration

Operatio
n type

SQL statements

DML INSERT, UPDATE, DELETE, and REPLACE
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DDL

ALTER TABLE and ALTER VIEW

CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW

DROP INDEX and DROP TABLE

RENAME TABLE

TRUNCATE TABLE

Operatio
n type

SQL statements

Permissions required for database accountsPermissions required for database accounts

Database Required permissions

PolarDB for MySQL The read permissions on the objects to be migrated

ApsaraDB RDS for MySQL
The read and write permissions on the objects to be
migrated

Not e Not e For more information about how to create and authorize a database account, see
Create a database account and Create an account on an ApsaraDB RDS for MySQL instance.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You do
not need to use a unique task name.

Source
Database

Instance Type Select PolarDBPolarDB.

Instance
Region

Select the region where the source PolarDB cluster resides.

PolarDB
Instance ID

Select the ID of the source PolarDB cluster.

Database
Account

Enter the database account of the source PolarDB cluster. For
more information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the source database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message appears. If the FailedFailed message appears, click CheckCheck
next to FailedFailed. Modify the source database parameters
based on the check results.
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Destination
Database

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the destination RDS instance resides.

Database
Account

Enter the database account of the destination RDS instance. For
more information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message appears. If the FailedFailed message appears, click CheckCheck
next to FailedFailed. Modify the destination database parameters
based on the check results.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the RDS
instance before you configure the data migration task. For more
information, see Configure SSL encryption on an ApsaraDB RDS for
MySQL instance.

Not e Not e The Encrypt ionEncrypt ion parameter is available only for
regions in mainland China and the China (Hong Kong) region.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelists of the source PolarDB
cluster and the dest ination RDS instance. This ensures that DTS servers can connect to the
source PolarDB cluster and the dest ination RDS instance.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full migration, select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you
do not write data to the source database during data migration. This ensures data
consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 720 minutes (12 hours). You can specify the retry t ime based on your needs. If DTS
reconnects to the source and destination databases within the specified time, DTS resumes
the data migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the data
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.
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Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

12. Switch your workloads to the dest ination RDS instance.

PolarDB is a next-generation relat ional database service that is developed by Alibaba Cloud. It  is
compatible with MySQL, PostgreSQL, and Oracle database engines. PolarDB provides superior
performance in storage and computing to meet diverse requirements of enterprises. This topic
describes how to migrate data between PolarDB for Oracle clusters by using Data Transmission Service
(DTS).

PrerequisitesPrerequisites
The source and dest ination PolarDB for Oracle clusters reside in the China (Shanghai) region. This is
because data migration between PolarDB for Oracle clusters is available only in the China (Shanghai)
region.

The tables to migrate from the source PolarDB for Oracle cluster contain primary keys or UNIQUE NOT
NULL indexes.

The value of the wal_level parameter is set  to logical for the source PolarDB for Oracle cluster. This
sett ing ensures that logical encoding is supported in write-ahead logging (WAL). For more
information, see Configure cluster parameters.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

A data migration task can migrate data from only a single database. To migrate data from mult iple

8.8. Migrate data between PolarDB for8.8. Migrate data between PolarDB for
Oracle clustersOracle clusters
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databases, you must create a data migration task for each database.

During incremental data migration, if  you select  a schema to migrate, take note of the following
requirements: If  you create a table in the schema or run the RENAME command to rename a table in
the schema, you must run the  ALTER TABLE schema.table REPLICA IDENTITY FULL;  command
before you write data to the table.

Not e Not e Replace the  schema  and  table  in the preceding sample command with the
actual schema name and table name.

To ensure that the latency of incremental data migration is accurate, DTS adds a heartbeat table
named  dts_postgres_heartbeat  to the source database. The following figure shows the schema
of the heartbeat table.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination database, stop or release the data migration task. Otherwise, the data in the
source database overwrites the data in the dest ination database after the task is resumed.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types

Migration type Description

Schema migration

DTS migrates the schemas of required objects from the source database to the
destination PolarDB cluster. DTS supports schema migration for the following types
of objects: table, view, synonym, trigger, stored procedure, function, package, and
user-defined type.

Not ice Not ice DTS does not support triggers. If an object contains triggers,
data may become inconsistent between the source and destination databases.
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Full data migration

DTS migrates the historical data of required objects from the source database to
the destination PolarDB cluster.

Not ice Not ice During schema migration and full data migration, do not
perform DDL operations on the objects to migrate. Otherwise, the objects may
fail to be migrated.

Incremental data
migration

DTS retrieves redo log files from the source database. Then, DTS synchronizes
incremental data from the source database to the destination PolarDB cluster. DTS
can synchronize DML operations, such as INSERT, UPDATE, and DELETE. DTS cannot
synchronize DDL operations.
Incremental data migration allows you to ensure service continuity when you
migrate data between PolarDB for Oracle clusters.

Migration type Description

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify the
task. You do not need to specify a unique task name.

Source
Database

Instance Type Select PolarDBPolarDB.

Instance
Region

The region where the source PolarDB cluster resides.

PolarDB
Instance ID

The ID of the source PolarDB for Oracle cluster.

Database
Name

The name of the source database.

Database
Account

A privileged account of the source PolarDB cluster. For more
information, see Create database accounts.

Database
Password

The password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Destinatio
n
Database

Instance Type Select PolarDBPolarDB.

Instance
Region

The region where the destination PolarDB cluster resides.

PolarDB
Instance ID

The ID of the destination PolarDB for Oracle cluster.

Database
Name

The name of the destination database.

Database
Account

The database account of the destination PolarDB for Oracle cluster.
The account must have permissions of the dat abase ownerdat abase owner.

Not ice Not ice You can specify the dat abase ownerdat abase owner when you
create a database.
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Database
Password

The password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration type and the objects to be migrated.
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Setting Description

Select the migration
types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and FullFull
Dat a Migrat ionDat a Migrat ion.

To ensure service continuity during data migration, select SchemaSchema
Migrat ionMigrat ion, Full Dat a Migrat ionFull Dat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not iceNot ice

If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend
that you do not write data to the source database during full
data migration. This ensures data consistency between the source
and destination databases.

During schema migration and full data migration, do not perform
DDL operations on the objects to migrate. Otherwise, the objects
may fail to be migrated.
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Select the objects
that you want to
migrate

Select one or more objects from the AvailableAvailable section and click the  icon

to add the objects to the Select edSelect ed section. You can select columns, tables,
or schemas as the objects to migrate.

Not iceNot ice

After an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name
mapping feature to rename the objects that are migrated to the
destination PolarDB cluster. For more information, see Object
name mapping.

If you use the object name mapping feature to rename an object,
other objects that are dependent on the object may fail to be
migrated.

Specify whether to
rename objects

You can use the object name mapping feature to rename the objects that are
migrated to the destination instance. For more information, see Object name
mapping.

Specify the retry t ime
range for failed
connections to the
source or destination
database

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
range based on your needs. If DTS reconnects to the source and destination
databases within the specified time range, DTS resumes the data migration
task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime range based on
your business needs. You can also release the DTS instance at your
earliest opportunity after the source and destination instances are
released.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .
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10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.

Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

ReferencesReferences
Switch workloads to the destination database

ApsaraDB for MongoDB provides standalone instances, replica set  instances, and sharded cluster
instances. Standalone instances are suitable in development environments and test  environments that
store unimportant data. Replica set  instances and sharded cluster instances are suitable in production
environments. This topic describes how to migrate data from a standalone instance to a replica set
instance or sharded cluster instance by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The available storage space of the dest ination instance is larger than the total size of the data in the
source instance.

PrecautionsPrecautions
DTS uses specific resources of the source instance and dest ination instance during the full data

8.9. Migrate data from a standalone8.9. Migrate data from a standalone
instance to a replica set or shardedinstance to a replica set or sharded
cluster instancecluster instance
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migration process. This may increase the loads of the physical hosts on which these instances are
deployed. If  the data volume is large or the specificat ions of the physical hosts do not meet your
requirements, the source instance and dest ination instance may become unavailable. Before you
migrate data, evaluate the impact of data migration on the performance of the source and
destination databases. We recommend that you migrate data during off-peak hours.

DTS does not support  incremental data migration from a standalone instance. To ensure data
consistency, do not write data to the source instance during the full data migration process.

If  the source and dest ination ApsaraDB for MongoDB instances have different versions or storage
engines, make sure that the versions or storage engines are compatible. For more information, see
MongoDB versions and storage engines.

DTS cannot migrate data from the admin or local database.

PricingPricing

Migration type Instance fee Internet traffic fee

Full data migration Free of charge Free of charge

Migration typesMigration types
All exist ing data in the source instance is migrated to the dest ination instance. This is called full data
migration.

Not e Not e Full data migration is supported for databases, collect ions, and indexes.

Permissions required for database accountsPermissions required for database accounts

Instance Permission

Source ApsaraDB for MongoDB instance Read permissions on the source database

Destination ApsaraDB for MongoDB instance
Read and write permissions on the destination
database

For more information about how to create and authorize a database account, see Manage MongoDB
databases by using DMS.

ProcedureProcedure
1. 

2. 

3. In the left-side navigation pane, click Replica Set  Inst ancesReplica Set  Inst ances.

4. 

5. In the upper-right corner of the page that appears, click Migrat e Dat abasesMigrat e Dat abases.

6. On the Creat e Migrat ion T askCreat e Migrat ion T ask page, create a migration task.

i. Specify the information about the source database and dest ination database.
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Section Parameter Description

N/A Task Name

The name of the migration task. DTS automatically generates a
task name. We recommend that you specify an informative name
that helps identify the migration task. The task name does not
need to be unique.

Source
Database

Instance Type Select ApsaraDB f or MongoDBApsaraDB f or MongoDB.

Instance
Region

Select the region where the source ApsaraDB for MongoDB instance
is deployed.

MongoDB
Instance ID

Select the ID of the source instance.

Database
Name

Enter the name of the destination database. The permissions on
the destination database must be granted to the account that is
used to connect to the destination instance.

Not e Not e If you want to use the root account, enter admin
in the Database Name field.

Database
Account

Enter the username of the account that is used to connect to the
source instance. For more information about the permissions that
are required for the account, see Permissions required for database
accounts.
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Database
Password

Enter the password of the account that is used to connect to the
source instance.

Not e Not e After you specify the information about the
source database, you can click T est  Connect ivit yT est  Connect ivit y next to
Dat abase PasswordDat abase Password to check whether the information is
correct. If the information is correct, the PassedPassed message
appears. If the information is incorrect, the FailedFailed message
appears and you must click CheckCheck next to the FailedFailed message
to modify the information.

Destinati
on
Database

Instance Type Select MongoDB Inst anceMongoDB Inst ance.

Instance
Region

Select the region where the destination ApsaraDB for MongoDB
instance is deployed.

MongoDB
Instance ID

Select the ID of the destination instance.

Database
Name

Enter the name of the destination database. The permissions on
the destination database must be granted to the account that is
used to connect to the destination instance.

Not e Not e If you want to use the root account, enter admin
in the Database Name field.

Database
Account

Enter the username of the account that is used to connect to the
destination instance. For more information about the permissions
that are required for the account, see Permissions required for
database accounts.

Database
Password

Enter the password of the account that is used to connect to the
destination instance.

Not e Not e After you specify the information about the
destination database, you can click T est  Connect ivit yT est  Connect ivit y next to
Dat abase PasswordDat abase Password to check whether the information is
correct. If the information is correct, the PassedPassed message
appears. If the information is incorrect, the FailedFailed message
appears and you must click CheckCheck next to the FailedFailed message
to modify the information.

Section Parameter Description
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ii. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS automatically creates IP address whitelists on the source instance and
destination instance. The created IP address whitelists contain the IP address of the DTS
server. This ensures that the DTS server can communicate with the source instance and
destination instance. After the data of the source instance is migrated to the dest ination
instance, you can delete these IP address whitelists. For more information, see Configure a
whitelist  for a sharded cluster instance.

iii. Configure migration types and objects to be migrated.

Paramet
er

Description

Migration
Types

Select Full Dat a Migrat ionFull Dat a Migrat ion.

Not e Not e If the source instance is a standalone instance, you can select only
Full Dat a Migrat ionFull Dat a Migrat ion. To ensure data consistency, do not write data to the
source instance during the full data migration process.
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Objects

Select objects to be migrated in the following way:

a. Select one or more objects from the AvailableAvailable section.

b. Click  to move the selected objects to the Select edSelect ed section.

Not eNot e

DTS cannot migrate data from the admin or local database.

The objects that you can migrate are databases, collections, and
functions.

By default, after an object is migrated to the destination instance, the
name of the object remains unchanged. If you want an object to have a
different name after the migration, you can use the object name mapping
feature of DTS to rename the object. For more information, see Object
name mapping.

Specify
whether
to
rename
objects

You can use the object name mapping feature of DTS to rename the objects that you
want to migrate. For more information, see Object name mapping.

Specify
the retry
time for
a failed
connecti
on to the
source
instance
or
destinati
on
instance

By default, if DTS fails to connect to the source instance or destination instance, DTS
retries to establish a connection within the next 12 hours. You can specify the retry
time based on your business requirements. If DTS reconnects to the source instance
and destination instance within the specified period of t ime, DTS resumes the
migration task. If DTS cannot reconnect to the source instance or destination instance
within the specified period of t ime, the migration task fails.

Not e Not e When DTS retries to establish a connection, you are charged for the
migration task. We recommend that you specify the retry t ime based on your
business requirements. After the source instance and destination instance are
released, we recommend that you release the migration task at your earliest
opportunity.

Paramet
er

Description
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iv. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, DTS performs a precheck. You can
start  the data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed

item to view details.

After you troubleshoot the issues based on the causes, you can run a
precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items
and run a precheck again.

v. After the data migration task passes the precheck, click NextNext .

vi. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Inst ance ClassInst ance Class parameter. Then, read and
select  Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

vii. Click Buy and St artBuy and St art  to start  the data migration task.

7. View the progress of the migration task.

When the status of the migration task changes to Complet edComplet ed, the data of the source instance is
migrated to the dest ination instance.

Not e Not e Do not manually stop a migration task. If  you manually stop a migration task, the
data that is migrated to the dest ination instance is incomplete. You can wait  until the data
migration task automatically stops.

8. Switch your workloads to the dest ination ApsaraDB for MongoDB instance.

What to do nextWhat to do next
If  you no longer need the source instance, release the source instance.

If  the source instance is charged based on the pay-as-you-go billing method, you can release the
instance. For more information, see Release an instance or a node.

If  the source instance is charged based on the subscript ion billing method, you are not allowed to
release the instance.

ReferencesReferences
Connect to a replica set  instance

Connect to a sharded cluster instance

Configure sharding to maximize the performance of shards

8.10. Migrate data from an ApsaraDB8.10. Migrate data from an ApsaraDB
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This topic describes how to migrate data from an ApsaraDB for MongoDB replica set  instance to an
ApsaraDB for MongoDB sharded cluster instance by using Data Transmission Service (DTS). DTS supports
full data migration and incremental data migration. When you migrate data between ApsaraDB for
MongoDB instances, you can select  both of the supported migration types to ensure service continuity.

PrerequisitesPrerequisites
Each shard in the dest ination sharded cluster instance has sufficient  storage space.

PrecautionsPrecautions
DTS consumes the resources of the source and dest ination databases during full data migration. This
may increase the loads of the database servers. If  you migrate a large amount of data or if  the server
specificat ions do not meet your requirements, database services may become unavailable. Before
you migrate data, evaluate the impact of data migration on the performance of the source and
destination databases. We recommend that you migrate data during off-peak hours.

If  the source and dest ination ApsaraDB for MongoDB instances have different versions or storage
engines, make sure that the versions or storage engines are compatible. For more information, see
MongoDB versions and storage engines.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Full data migration Free of charge.
Charged only when data is migrated from Alibaba
Cloud over the Internet. For more information, see
Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types

Migration type Description

Full data migration

DTS migrates the historical data of required objects from the source MongoDB
database to the destination MongoDB database.

Not e Not e The following types of objects are supported: database,
collection, and index.

8.10. Migrate data from an ApsaraDB8.10. Migrate data from an ApsaraDB
for MongoDB replica set instance tofor MongoDB replica set instance to
an ApsaraDB for MongoDB shardedan ApsaraDB for MongoDB sharded
cluster instancecluster instance
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Incremental data
migration

After full data migration is complete, DTS synchronizes incremental data from the
source MongoDB database to the destination MongoDB database.

Not eNot e

The create and delete operations that are performed on databases,
collections, and indexes can be synchronized.

The create, delete, and update operations that are performed on
documents can be synchronized.

Migration type Description

Permissions required for database accountsPermissions required for database accounts

Instance Full data migration Incremental data migration

ApsaraDB for MongoDB replica
set instance

Read permissions on the source
database

Read permissions on the source
database, the admin database,
and the local database

ApsaraDB for MongoDB sharded
cluster instance

Read and write permissions on
the destination database

Read and write permissions on
the destination database

Not e Not e For more information about how to create and authorize a database account, see
Manage user permissions on MongoDB databases.

PreparationsPreparations
Create databases and collect ions to be sharded in the dest ination ApsaraDB for MongoDB instance,
and configure data sharding based on your business requirements. For more information, see Configure
sharding to maximize the performance of shards.

Not e Not e After you configure sharding for a cluster, the migrated data is distributed among
different shards. This maximizes the performance of the sharded cluster.

ProcedureProcedure
1. 

2. In the left-side navigation pane, click Replica Set  Inst ancesReplica Set  Inst ances.

3. 

4. 

5. In the upper-right corner of the page that appears, click Migrat e Dat abasesMigrat e Dat abases.

6. On the Creat e Migrat ion T askCreat e Migrat ion T ask page, create a migration task.

i. Configure the source and dest ination databases.
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Section Parameter Parameter

N/A Task Name
The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to specify a unique task name.

Source
Database

Instance Type Select ApsaraDB f or MongoDBApsaraDB f or MongoDB.

Instance
Region

The region where the source ApsaraDB for MongoDB instance
resides.

MongoDB
Instance ID

The ID of the source instance.

Database
Name

The name of the authentication database. The database account is
created in this database.

Not e Not e If you want to use the root account, enter admin
in the Database Name field.

Database
Account

The username of the account that is used to connect to the source
instance. For information about the permissions that are required
for the account, see Permissions required for database accounts.
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Database
Password

The password of the database account.

Not e Not e After you specify the information about the
source database, you can click T est  Connect ivit yT est  Connect ivit y next to
Dat abase PasswordDat abase Password to check whether the information is
correct. If the information is correct, the PassedPassed message is
displayed. If the information is incorrect, the FailedFailed message
is displayed and you must click CheckCheck next to the FailedFailed
message to modify the information.

Destinati
on
Database

Instance Type Select MongoDB Inst anceMongoDB Inst ance.

Instance
Region

The region where the destination ApsaraDB for MongoDB instance
resides.

MongoDB
Instance ID

The ID of the destination instance.

Database
Name

The name of the authentication database. The database account is
created in this database.

Not e Not e If you want to use the root account, enter admin
in the Database Name field.

Database
Account

The username of the account that is used to connect to the
destination instance. For information about the permissions that
are required for the account, see Permissions required for database
accounts.

Database
Password

The password of the database account.

Not e Not e After you specify the information about the
destination database, you can click T est  Connect ivit yT est  Connect ivit y next to
Dat abase PasswordDat abase Password to check whether the information is
correct. If the information is correct, the PassedPassed message
appears. If the information is incorrect, the FailedFailed message
appears and you must click CheckCheck next to the FailedFailed message
to modify the information.

Section Parameter Parameter
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ii. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database
instance, such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or
is a self-managed database hosted on Elast ic Compute Service (ECS), DTS
automatically adds the CIDR blocks of DTS servers to the whitelist  of the database
instance or ECS security group rules. For more information, see Add the CIDR blocks
of DTS servers to the security sett ings of on-premises databases. If  the source or
destination database is a self-managed database on data centers or is from other
cloud service providers, you must manually add the CIDR blocks of DTS servers to
allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the
whitelist  of the database instance or ECS security group rules, security risks may
arise. Therefore, before you use DTS to migrate data, you must understand and
acknowledge the potential risks and take preventive measures, including but not
limited to the following measures: enhance the security of your account and
password, limit  the ports that are exposed, authenticate API calls, regularly check
the whitelist  or ECS security group rules and forbid unauthorized CIDR blocks, or
connect the database to DTS by using Express Connect, VPN Gateway, or Smart
Access Gateway.

After the DTS task is completed or released, we recommend that you manually
detect  and remove the added CIDR blocks from the whitelist  of the database
instance or ECS security group rules.

iii. Configure migration types and the objects to migrate.
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Setting Description

Select
migrati
on
types

If you want to migrate only the existing data in the source instance, select Full Dat aFull Dat a
Migrat ionMigrat ion.

If you want to migrate data without downtime, select Full Dat a Migrat ionFull Dat a Migrat ion and
Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, do not write data to
the source instance during full data migration. This ensures data consistency
between the source instance and destination instance.

Select
objects
to
migrate

The method to select objects to migrate:

a. Select one or more objects from the AvailableAvailable section.

b. Click  to add the selected objects to the Select edSelect ed section.

Not eNot e

DTS cannot migrate data from the admin or local database.

The objects that you can migrate are databases, collections, and
functions.

By default, after an object is migrated to the destination instance, the
name of the object remains unchanged. If you want to rename an object in
the destination database, you can use the object name mapping feature.
For more information, see Object name mapping.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated
to the destination instance. For more information, see Object name mapping.

Specify
the
retry
time
range
for a
failed
connect
ion to
the
source
or
destinat
ion
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries
within the following 12 hours. You can specify the retry t ime range based on your
business requirements. If DTS is reconnected to the source and destination databases
within the specified time range, DTS resumes the data migration task. Otherwise, the
data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance.
We recommend that you specify the retry t ime range based on your business
needs. You can also release the DTS instance at your earliest opportunity after the
source and destination instances are released.
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iv. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, DTS performs a precheck. You can
start  the data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed

item to view details.

After you troubleshoot the issues based on the causes, you can run a
precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items
and run a precheck again.

v. After the data migration task passes the precheck, click NextNext .

vi. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Inst ance ClassInst ance Class parameter. Then, read and
select  Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

vii. Click Buy and St artBuy and St art  to start  the data migration task.

7. View the progress of the migration task.

Full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database may be incomplete. You can wait  until the full data
migration task automatically stops.

Incremental data migration
An incremental data migration task does not automatically stop. You must manually stop the
task.

i. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is not  delayedT he dat a migrat ion t ask is not  delayed
appear in the progress bar of the data migration task. Then, stop writ ing data to the source
instance for a few minutes. The latency of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in
the progress bar.

ii. Wait  until the state of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask is notT he migrat ion t ask is not
delayeddelayed again. Then, manually stop the migration task.

8. Switch your workloads to the dest ination ApsaraDB for MongoDB instance.

What to do nextWhat to do next
If  you no longer need the source instance, release the source instance.

If  the source instance is charged based on the pay-as-you-go billing method, you can release the
instance. For more information, see Release an instance or a node.

If  the source instance is charged based on the subscript ion billing method, you are not allowed to
release the instance.

8.11. Migrate data between ApsaraDB8.11. Migrate data between ApsaraDB
for MongoDB instances across regionsfor MongoDB instances across regions
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This topic describes how to migrate a standalone instance or a replica set  instance across regions by
using Data Transmission Service (DTS). You can perform full data migration and incremental data
migration for a replica set  instance. You can perform only full data migration for a standalone instance.

PrerequisitesPrerequisites
The source instance is a standalone instance or a replica set  instance. If  the source instance is a
sharded cluster instance, we recommend that you use the built-in tools of MongoDB to migrate data.
For more information, see Migrate a self-managed MongoDB database to ApsaraDB for MongoDB by
using tools provided by MongoDB.

Not e Not e DTS does not support  incremental data migration from a standalone instance. For
more information, see Migration types.

A public endpoint  is applied for the source instance. For more information, see (Optional) Apply for a
public endpoint  for an ApsaraDB for MongoDB instance.

The dest ination instance is created in the dest ination region. For more information, see Create a
standalone instance, Create a replica set  instance, or Create a sharded cluster instance.

Not e Not e The available storage space of the dest ination instance must be larger than the
total size of the data in the source instance.

ContextContext
You may need to migrate the data of an ApsaraDB for MongoDB instance across regions in the
following situations:

Restructure your business.

Use an ApsaraDB for MongoDB instance to provide database services for applications deployed on an
Elast ic Compute Service (ECS) instance. However, the ApsaraDB for MongoDB instance and the ECS
instance are not in the same region.

In this example, an ApsaraDB for MongoDB instance in the China (Qingdao) region is migrated to an
ApsaraDB for MongoDB instance in the China (Hangzhou) region.

Not e Not e This example describes only how to migrate data from the source instance. After data
is migrated, you can release the source instance if  you no longer need the source instance.

PrecautionsPrecautions
DTS consumes the resources of the source and dest ination instances during full data migration. This
may increase the loads of the database servers. If  you migrate a large volume of data or the server
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specificat ions cannot meet your requirements, database services may become unavailable. Before
you migrate data, evaluate the impact of data migration on the performance of the source and
destination databases. We recommend that you migrate data during off-peak hours.

DTS does not support  incremental data migration from a standalone instance. To ensure data
consistency, do not write data to the source instance during full data migration.

If  the source and dest ination MongoDB databases use different versions or storage engines, make
sure that your applications can run on both databases. For more information about the versions and
storage engines that are supported by ApsaraDB for MongoDB, see MongoDB versions and storage
engines.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Full data migration Free of charge.
Charged only when data is migrated from Alibaba
Cloud over the Internet. For more information, see
Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types

Migration type Description

Full data migration

DTS migrates the historical data of required objects from the source MongoDB
database to the destination MongoDB database.

Not e Not e The following types of objects are supported: database,
collection, and index.

Incremental data
migration

After full data migration is complete, DTS synchronizes incremental data from the
source MongoDB database to the destination MongoDB database.

Not eNot e

The create and delete operations that are performed on databases,
collections, and indexes can be synchronized.

The create, delete, and update operations that are performed on
documents can be synchronized.

Permissions required for database accountsPermissions required for database accounts
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Database Full data migration Incremental data migration

Source ApsaraDB for MongoDB
instance

The read permissions on the
source database

The read permissions on the
source database, the admin
database, and the local database

Destination ApsaraDB for
MongoDB instance

The read and write permissions
on the destination database

The read and write permissions
on the destination database

Not e Not e For more information about how to create and authorize a database account, see
Manage user permissions on MongoDB databases.

ProcedureProcedure
1. 

2. 

3. In the left-side navigation pane, click Replica Set  Inst ancesReplica Set  Inst ances or Sharded Clust er Inst ancesSharded Clust er Inst ances.

4. 

5. In the upper-right corner of the page that appears, click Migrat e Dat abasesMigrat e Dat abases.

6. On the Creat e Migrat ion T askCreat e Migrat ion T ask page, create a data migration task.

i. Configure the source and dest ination databases.

Section Parameter Description
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N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not
need to use a unique task name.

Source
Database

Instance Type Select ApsaraDB f or MongoDBApsaraDB f or MongoDB.

Instance
Region

Select the region where the source ApsaraDB for MongoDB instance
resides. In this example, select China (Qingdao)China (Qingdao).

MongoDB
Instance ID

Select the ID of the source ApsaraDB for MongoDB instance.

Database
Name

Enter the name of the authentication database. The database
account is created in this database.

Not e Not e If the database account is root, enter admin.

Database
Account

Enter the database account of the source ApsaraDB for MongoDB
instance. For more information about the permissions that are
required for the account, see Permissions required for database
accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the source database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message appears. If the FailedFailed message appears, click CheckCheck
next to FailedFailed. Modify the source database parameters based
on the check results.

Destinati
on

Instance Type Select MongoDB Inst anceMongoDB Inst ance.

Instance
Region

Select the region where the destination ApsaraDB for MongoDB
instance resides. In this example, select China (Hangz hou)China (Hangz hou).

MongoDB
Instance ID

Select the ID of the destination ApsaraDB for MongoDB instance.

Database
Name

Enter the name of the authentication database. The database
account is created in this database.

Not e Not e If the database account is root, enter admin.

Section Parameter Description
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on
Database

Database
Account

Enter the database account of the destination ApsaraDB for
MongoDB instance. For information about the permissions that are
required for the account, see Permissions required for database
accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message appears. If the FailedFailed message appears, click CheckCheck
next to FailedFailed. Modify the destination database parameters
based on the check results.

Section Parameter Description

ii. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelists of the source and
destination ApsaraDB for MongoDB instances. This ensures that DTS servers can connect to
the source and dest ination ApsaraDB for MongoDB instances. After data migration is
complete, you can remove the CIDR blocks of DTS servers from the whitelists. For more
information, see Configure a whitelist  for a sharded cluster instance.

iii. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migrati
on
types

To perform only full data migration, select only Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Full Dat a Migrat ionFull Dat a Migrat ion and
Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not eNot e

DTS does not support increment al dat a migrat ionincrement al dat a migrat ion for standalone
instances.

If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you
do not write data to the source instance during full data migration. This
ensures data consistency between the source and destination instances.

Select
the
objects
to be
migrate
d

a. Select one or more objects from the AvailableAvailable section.

b. Click the  icon to move the objects to the Select edSelect ed section.

Not eNot e

DTS cannot migrate data from the admin or local database.

You can select databases, collections, or functions as the objects to be
migrated.

By default, after an object is migrated to the destination instance, the
name of the object remains unchanged. You can use the object name
mapping feature to rename the objects that are migrated to the
destination instance. For more information, see Object name mapping.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated
to the destination instance. For more information, see Object name mapping.

Specify
the
retry
time for
failed
connect
ions to
the
source
or
destinat
ion
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries
within the next 12 hours. You can specify the retry t ime based on your needs. If DTS
reconnects to the source and destination databases within the specified time, DTS
resumes the data migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance.
We recommend that you specify the retry t ime based on your business needs. You
can also release the DTS instance at your earliest opportunity after the source and
destination instances are released.
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iv. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, DTS performs a precheck. You can
start  the data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed

item to view details.

After you troubleshoot the issues based on the causes, you can run a
precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items
and run a precheck again.

v. After the data migration task passes the precheck, click NextNext .

vi. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Inst ance ClassInst ance Class parameter. Then, read and
select  Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

vii. Click Buy and St artBuy and St art  to start  the data migration task.

7. View the progress of the migration task.

Full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database may be incomplete. You can wait  until the full data
migration task automatically stops.

Incremental data migration
An incremental data migration task does not automatically stop. You must manually stop the
task.

i. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is not  delayedT he dat a migrat ion t ask is not  delayed
appear in the progress bar of the data migration task. Then, stop writ ing data to the source
instance for a few minutes. The latency of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in
the progress bar.

ii. Wait  until the state of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask is notT he migrat ion t ask is not
delayeddelayed again. Then, manually stop the migration task.

8. Switch your workloads to the dest ination ApsaraDB for MongoDB instance.

What to do nextWhat to do next
If  you no longer need the source instance, release the source instance.

If  the source instance is charged based on the pay-as-you-go billing method, you can release the
instance. For more information, see Release an instance or a node.

If  the source instance is charged based on the subscript ion billing method, you are not allowed to
release the instance.

8.12. Migrate data from a8.12. Migrate data from a
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This topic describes how to migrate data from a MaxCompute project  to an ApsaraDB RDS for MySQL
instance by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The following operations are performed:

Activate MaxCompute

Create a project

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

DTS automatically creates a database in the dest ination ApsaraDB RDS for MySQL instance. However,
if  the name of the source database is invalid, you must manually create a database in the dest ination
instance before you configure the data migration task.

Not e Not e For more information about the naming conventions of ApsaraDB RDS and how to
create a database, see Create databases and accounts for an ApsaraDB RDS for MySQL instance.

To ensure data consistency, we recommend that you do not write data to the source MaxCompute
project  during full data migration.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination instance, stop or release the data migration task. Otherwise, the data in the source
database overwrites the data in the dest ination instance after the task is resumed.

MaxCompute does not support  the PRIMARY KEY constraint. If  network errors occur, DTS retries the
data migration task. In this case, duplicate data records may be migrated to the dest ination tables
that do not have primary keys.

DTS cannot migrate incremental data from a MaxCompute project  to an ApsaraDB RDS for MySQL
instance.

Not e Not e To ensure data consistency, we recommend that you do not write data to the
source MaxCompute project  during data migration.

Supported destination database typesSupported destination database types
You can use DTS to migrate data to the following types of MySQL databases:

8.12. Migrate data from a8.12. Migrate data from a
MaxCompute project to an ApsaraDBMaxCompute project to an ApsaraDB
RDS for MySQL instanceRDS for MySQL instance
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Self-managed database hosted on Elast ic Compute Service (ECS)

Self-managed database connected over Express Connect, VPN Gateway, or Smart  Access Gateway

Self-managed database connected over Database Gateway

ApsaraDB RDS for MySQL instances that are owned by the same Alibaba Cloud account as the
MaxCompute project  or a different Alibaba Cloud account from the MaxCompute project

In this topic, an ApsaraDB RDS f or MySQL inst anceApsaraDB RDS f or MySQL inst ance is used to describe how to configure a data
migration task. You can also follow the procedure to configure data migration tasks for other types of
MySQL databases.

Not e Not e If  your dest ination database is a self-managed MySQL database, you must deploy the
network environment for the source database. For more information, see Preparation overview.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full data
migration

Free of charge.

Charged only when data is
migrated from Alibaba Cloud
over the Internet. For more
information, see Pricing.

Migration typesMigration types

Migration type Description

Schema migration

DTS migrates the schemas of required objects to the destination database. DTS
supports schema migration for views, tables, and databases.

Warning Warning In this topic, the source and the destination databases are
heterogeneous databases. DTS does not ensure that the schemas of the
source and destination databases are consistent after schema migration. We
recommend that you evaluate the impact of data type conversion on your
business. For more information, see Data type mappings between
heterogeneous databases.

Full data migration

DTS migrates the historical data of required objects to the destination database.

Not e Not e During full data migration, concurrent INSERT operations cause
fragmentation in the tables of the destination database. After full data
migration is complete, the size of used tablespace of the destination database
is larger than that of the source database.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.
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4. Configure the source and dest ination databases.

Section Parameter Description

Source
Database

Instance Type Select MaxComput eMaxComput e.

Instance
Region

The region where the source MaxCompute project resides.

Project

The name of the MaxCompute projectproject . You can search for a
project on the Workspaces page in the DataWorks console.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The region where the destination ApsaraDB RDS for MySQL
instance resides.

RDS Instance
ID

The ID of the destination ApsaraDB RDS for MySQL instance.
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Destination
Database

Database
Account

The database account of the destination ApsaraDB RDS for MySQL
instance. The account must have read and write permissions on
the destination database.

Database
Password

The password of the database account.
After you specify the destination database parameters, click T estT est
Connect ivit yConnect ivit y next to Dat abase PasswordDat abase Password to verify whether the
specified parameters are valid.

Not e Not e If the specified parameters are valid, the PassedPassed
message is displayed. If the FailedFailed message is displayed,
click CheckCheck next to FailedFailed. Modify the destination database
parameters based on the check results.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the
ApsaraDB RDS for MySQL instance before you configure the data
migration task. For more information, see Configure SSL
encryption for an ApsaraDB RDS for MySQL instance.

Section Parameter Description

5. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

6. In the lower-right corner of the page, click NextNext . In this step, the permissions on the MaxCompute
project  are granted to the migration account. The following figure provides an example.
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7. Select  the migration type and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

Select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion.

Not e Not e DTS cannot migrate incremental data from a MaxCompute project to an
ApsaraDB RDS for MySQL instance.

Select
the
objects
that you
want to
migrate

Select one or more objects from the Source Object sSource Object s  section and click the  icon to add

the objects to the Select ed Object sSelect ed Object s  section.

Not eNot e

You can select columns, tables, or databases as the objects to migrate.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
the retry
time
range
for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the following 12 hours. You can specify the retry t ime range based on your business
requirements. If DTS is reconnected to the source and destination databases within the
specified time range, DTS resumes the data migration task. Otherwise, the data migration
task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime range based on your business needs. You
can also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

8. In the lower-right corner of the page, click PrecheckPrecheck.
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Not iceNot ice

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Not e Not e We recommend that you do not manually stop the task during full data migration.
Otherwise, the data migrated to the dest ination database may be incomplete. You can wait
until the full data migration task automatically stops.

12. Switch your workloads to the ApsaraDB RDS for MySQL instance.

What's nextWhat's next
The members of the source MaxCompute project  have read permissions. The database account of the
destination ApsaraDB RDS for MySQL instance has read and write permissions. To ensure database
security, perform the following operations after data migration is complete: 1. Remove the members of
the source MaxCompute project  or modify their roles. 2. Delete the database account of the
destination ApsaraDB RDS for MySQL instance. For more information, see Add project  members and
configure roles and Delete accounts.
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PolarDB is a next-generation relat ional database service that is developed by Alibaba Cloud. PolarDB is
compatible with the MySQL database engine and features high performance, high availability, high
reliability, and ease of use. This topic describes how to migrate data between PolarDB for MySQL
clusters that are owned by different Alibaba Cloud accounts by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The source and dest ination PolarDB for MySQL clusters are created. For more information, see Create
a PolarDB for MySQL cluster.

The binary logging feature is enabled for the source PolarDB for MySQL cluster. For more information,
see Enable binary logging.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination database may contain duplicate data records.

If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination database, stop or release the data migration task. Otherwise, the data in the
source database will overwrite the data in the dest ination database after the task is resumed.

Migration typesMigration types
DTS supports schema migration, full data migration, and incremental data migration. For more
information, see Terms.

Not e Not e When you migrate data between PolarDB for MySQL clusters, you can select  all of the
supported migration types to ensure service continuity.

BillingBilling

9.Migrate data between9.Migrate data between
instances of different Alibabainstances of different Alibaba
Cloud accountsCloud accounts
9.1. Migrate data between PolarDB for9.1. Migrate data between PolarDB for
MySQL clusters of different AlibabaMySQL clusters of different Alibaba
Cloud accountsCloud accounts

Dat a Migrat ion··Migrat e dat a bet we
en inst ances of different  Alibaba Cl
oud account s

Dat a Transmission Service

543 > Document  Version: 20220712

https://www.alibabacloud.com/help/zh/doc-detail/58769.htm
https://www.alibabacloud.com/help/zh/doc-detail/113546.htm
https://www.alibabacloud.com/help/doc-detail/43782.htm#concept-1614295


Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration

Operatio
n type

SQL statements

DML INSERT, UPDATE, DELETE, and REPLACE

DDL

ALTER TABLE and ALTER VIEW

CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW

DROP INDEX and DROP TABLE

RENAME TABLE

TRUNCATE TABLE

Permissions required for database accountsPermissions required for database accounts

Database Required permissions

Source PolarDB for MySQL cluster The read permission on the objects to be migrated

Destination PolarDB for MySQL cluster
The read and write permissions on the objects to be
migrated

Not e Not e For more information about how to create and authorize a database account, see
Create a database account.

Before you beginBefore you begin
1. Log on to the Alibaba Cloud Management Console by using the Alibaba Cloud account that owns

the source PolarDB for MySQL cluster.

2. Create a RAM role and authorize this role to access the cloud resources of the Alibaba Cloud
account that owns the source PolarDB for MySQL cluster. For more information, see Configure RAM
authorization for data migration or synchronization from a self-managed database in a VPC across different
Alibaba Cloud accounts.
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Not e Not e To migrate data between PolarDB for MySQL clusters of different Alibaba Cloud
accounts, you can specify the source PolarDB for MySQL cluster as a self-managed database
connected over Express Connect. You can also request  a public endpoint  for the source
PolarDB for MySQL cluster and specify the source cluster as a self -managed dat abase wit hself -managed dat abase wit h
a public IP addressa public IP address. In this case, you do not need to create a RAM role and configure
authorization.

ProcedureProcedure
1. Log on to the DTS console by using the Alibaba Cloud account that owns the dest ination PolarDB

for MySQL cluster.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Select  User-Creat ed Dat abase Connect ed over Express Connect , VPN Gat eway, or SmartUser-Creat ed Dat abase Connect ed over Express Connect , VPN Gat eway, or Smart
Access Gat ewayAccess Gat eway as the instance type. Then, click VPC of  Anot her Alibaba Cloud AccountVPC of  Anot her Alibaba Cloud Account
next  to the Peer VPC field.

Not e Not e To migrate data between PolarDB for MySQL clusters of different Alibaba Cloud
accounts, you can specify the source PolarDB for MySQL cluster as a self-managed database
connected over Express Connect. You can also request  a public endpoint  for the source
PolarDB for MySQL cluster and specify the source cluster as a self -managed dat abase wit hself -managed dat abase wit h
a public IP addressa public IP address.

6. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Instance Type
Select User-Creat ed Dat abase Connect ed over ExpressUser-Creat ed Dat abase Connect ed over Express
Connect , VPN Gat eway, or Smart  Access Gat ewayConnect , VPN Gat eway, or Smart  Access Gat eway.

Instance
Region

Select the region where the source PolarDB cluster resides.

Alibaba Cloud
Account ID

Enter the ID of the Alibaba Cloud account that owns the source
PolarDB cluster.

Not e Not e To obtain the ID of the Alibaba Cloud account that
owns the source PolarDB cluster, you must log on to the Account
Management console by using this account. The account ID is
displayed on the Security Settings page.

Role Name
Enter the name of the RAM role that you created earlier in Before you
begin.
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Source
Database

Peer VPC

Select the ID of the VPC where the source PolarDB cluster resides.
To obtain the VPC ID, you must log on to the PolarDB console by using
the Alibaba Cloud account that owns the source PolarDB cluster. On
the Clusters page, click the ID of the source PolarDB cluster. The VPC ID
is displayed in the Basic Inf ormat ionBasic Inf ormat ion section.

Database Type Select MySQLMySQL.

IP Address

Enter the private IP address of the source PolarDB cluster. In this
example, enter 172.16.20.20172.16.20.20.
You can obtain the private IP address by pinging the VPC-f acingVPC-f acing
endpointendpoint  of the source PolarDB cluster.

Port Number
Enter the service port number of the source PolarDB cluster. The
default port number is 33063306.

Database
Account

Enter the database account of the source PolarDB cluster. For
information about the permissions that are required for the account,
see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Destinatio
n
Database

Instance Type Select PolarDBPolarDB.

Instance
Region

Select the region where the destination PolarDB cluster resides.

PolarDB
Instance ID

Select the ID of the destination PolarDB cluster.

Database
Account

Enter the database account of the destination PolarDB cluster. For
information about the permissions that are required for the account,
see Permissions required for database accounts.

Section Parameter Description
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Database

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelists of the source and
destination PolarDB clusters. This ensures that DTS servers can connect to the source and
destination PolarDB clusters.

8. Select  the migration types and the objects to be migrated.

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a bet we
en inst ances of different  Alibaba Cl

oud account s

> Document  Version: 20220712 548



Setting Description

Select
the
migratio
n types

To perform only full migration, select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not ice Not ice If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that
you do not write data to the source database during full data migration. This ensures
data consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not iceNot ice

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 720 minutes (12 hours). You can specify the retry t ime based on your needs. If DTS
reconnects to the source and destination databases within the specified time, DTS resumes
the data migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the data
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

9. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

10. After the task passes the precheck, click NextNext .

11. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

12. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.
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Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

What's nextWhat's next
The database accounts that are used for data migration have the read and write permissions. After
data migration is complete, you must delete the database accounts to ensure security.

This topic describes how to migrate data between ApsaraDB for MongoDB instances of different
Alibaba Cloud accounts by using Data Transmission Service (DTS). DTS supports full data migration and
incremental data migration. When you migrate data between ApsaraDB for MongoDB instances, you can
select  both of the supported migration types to ensure service continuity.

PrerequisitesPrerequisites
The source instance is a standalone instance or a replica set  instance. If  the source instance is a
sharded cluster instance, we recommend that you use the built-in tools of MongoDB to migrate data.
For more information, see Migrate a self-managed MongoDB database to ApsaraDB for MongoDB by
using tools provided by MongoDB.

Not e Not e DTS does not support  incremental data migration from a standalone instance. For
more information, see Migration types.

The dest ination instance is created in the dest ination region. For more information, see Create a
standalone instance, Create a replica set  instance, or Create a sharded cluster instance.

Not e Not e The available storage space of the dest ination instance must be larger than the
total size of the data in the source instance.

PrecautionsPrecautions

9.2. Migrate data between ApsaraDB9.2. Migrate data between ApsaraDB
for MongoDB instances of differentfor MongoDB instances of different
Alibaba Cloud accountsAlibaba Cloud accounts
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DTS consumes the resources of the source and dest ination instances during full data migration. This
may increase the loads of the database servers. If  you migrate a large volume of data or the server
specificat ions cannot meet your requirements, database services may become unavailable. Before
you migrate data, evaluate the impact of data migration on the performance of the source and
destination databases. We recommend that you migrate data during off-peak hours.

DTS does not support  incremental data migration from a standalone instance. To ensure data
consistency, do not write data to the source instance during full data migration.

If  the source and dest ination MongoDB databases use different versions or storage engines, make
sure that your applications can run on both databases. For more information about the versions and
storage engines that are supported by ApsaraDB for MongoDB, see MongoDB versions and storage
engines.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Full data migration Free of charge.
Charged only when data is migrated from Alibaba
Cloud over the Internet. For more information, see
Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types

Migration type Description

Full data migration

DTS migrates the historical data of required objects from the source MongoDB
database to the destination MongoDB database.

Not e Not e The following types of objects are supported: database,
collection, and index.

Incremental data
migration

After full data migration is complete, DTS synchronizes incremental data from the
source MongoDB database to the destination MongoDB database.

Not eNot e

The create and delete operations that are performed on databases,
collections, and indexes can be synchronized.

The create, delete, and update operations that are performed on
documents can be synchronized.

Permissions required for database accountsPermissions required for database accounts
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Database Full data migration Incremental data migration

Source ApsaraDB for MongoDB
instance

The read permissions on the
source database

The read permissions on the
source database, the admin
database, and the local database

Destination ApsaraDB for
MongoDB instance

The read and write permissions
on the destination database

The read and write permissions
on the destination database

Not e Not e For more information about how to create and authorize a database account, see
Manage user permissions on MongoDB databases.

Before you beginBefore you begin
1. Log on to the ApsaraDB for MongoDB console by using the Alibaba Cloud account that owns the

source instance.

2. Apply for a public endpoint  for the source instance. For more information, see Apply for a public
endpoint.

3. Add the CIDR blocks of DTS servers to the whitelist  of the source instance. For more information,
see Configure a whitelist  or an ECS security group for an ApsaraDB for MongoDB instance.

Not e Not e You can determine the CIDR blocks you need to add based on the region where the
destination instance resides. For more information, see Add the CIDR blocks of DTS servers to
the security sett ings of on-premises databases.
For example, if  the source instance resides in the China (Hangzhou) region and the dest ination
instance resides in the China (Shenzhen) region, you must add the CIDR blocks of DTS servers in
the China (Shenzhen) region to the whitelist  of the source instance.

ProcedureProcedure
1. 

2. 

3. In the left-side navigation pane, click Replica Set  Inst ancesReplica Set  Inst ances or Sharded Clust er Inst ancesSharded Clust er Inst ances.

4. 

5. In the upper-right corner of the page that appears, click Migrat e Dat abasesMigrat e Dat abases.

6. On the Creat e Migrat ion T askCreat e Migrat ion T ask page, create a data migration task.

i. Configure the source and dest ination databases.

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a bet we
en inst ances of different  Alibaba Cl

oud account s

> Document  Version: 20220712 554

https://www.alibabacloud.com/help/doc-detail/99142.htm#concept-cgg-qxh-1gb
https://mongodb.console.aliyun.com/
https://www.alibabacloud.com/help/doc-detail/94127.htm#concept-qlm-xcw-mfb
https://www.alibabacloud.com/help/doc-detail/88888.htm#concept-xpy-wcx-w2b
https://www.alibabacloud.com/help/doc-detail/84900.htm#concept-1340353


Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not
need to use a unique task name.

Instance Type Select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address .

Instance
Region

Select the region where the source instance resides.

Database
Type

Select MongoDBMongoDB.

Hostname or
IP Address

Enter the domain name obtained from the public endpoint of the
source instance. For example, enter dds-1udxxxxxxx-
pub.mongodb.rds.aliyuncs.com.

Port Number Enter 37173717, which is the service port of the source instance.

Database
Name

Enter the name of the authentication database. The database
account is created in this database.

Not e Not e If the database account is root, enter admin.

Database
Account

Enter the database account of the source ApsaraDB for MongoDB
instance. For information about the permissions that are required
for the account, see Permissions required for database accounts.
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Source
Database

Database
Password

Enter the password of the database account.

Not e Not e After you specify the source database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message appears. If the FailedFailed message appears, click CheckCheck
next to FailedFailed. Modify the source database parameters based
on the check results.

Encryption

This parameter specifies whether to use an encrypted connection
between DTS and the source instance. Select Non-encrypt edNon-encrypt ed or
SSL-encrypt edSSL-encrypt ed. If you select SSL-encrypt edSSL-encrypt ed, you must enable
SSL encryption for the source instance before you configure the
data migration task.

Not eNot e

You can select SSL-encrypt edSSL-encrypt ed only for MongoDB
Atlas databases.

If you select SSL-encrypt edSSL-encrypt ed, more CPU resources will
be consumed.

Destinati
on
Database

Instance Type Select MongoDB Inst anceMongoDB Inst ance.

Instance
Region

Select the region where the destination ApsaraDB for MongoDB
instance resides.

MongoDB
Instance ID

Select the ID of the destination ApsaraDB for MongoDB instance.

Database
Name

Enter the name of the authentication database. The database
account is created in this database.

Not e Not e If the database account is root, enter admin.

Database
Account

Enter the database account of the destination ApsaraDB for
MongoDB instance. For information about the permissions that are
required for the account, see Permissions required for database
accounts.

Section Parameter Description
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Database
Password

Enter the password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message appears. If the FailedFailed message appears, click CheckCheck
next to FailedFailed. Modify the destination database parameters
based on the check results.

Section Parameter Description

ii. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e After data is migrated, you can remove the CIDR blocks of DTS servers from
the whitelist  of the source instance if  they are no longer needed. For more information,
see Configure a whitelist  for an ApsaraDB for MongoDB instance.

iii. Select  the migration types and the objects to be migrated.

Setting Description
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Select the migration
types

To ensure data consistency, we recommend that you select both FullFull
Dat a Migrat ionDat a Migrat ion and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.
If you select only Full Dat a Migrat ionFull Dat a Migrat ion, the data updated during the
migration process may not be migrated from the source instance to the
destination instance.
If you select only Increment al Dat a Migrat ionIncrement al Dat a Migrat ion, take note of the
following information:

After the migration task is started, DTS migrates only incremental data
generated in the source instance.

Triggers cannot be synchronized during incremental data migration.
For more information, see Configure a data synchronization task for a
source database that contains a trigger.

Not eNot e

DTS does not support increment al dat a migrat ionincrement al dat a migrat ion for
standalone instances.

If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we
recommend that you do not write data to the source
instance during full data migration. This ensures data
consistency between the source and destination instances.

Select the objects to
be migrated

a. Select one or more objects from the AvailableAvailable section.

b. Click the  icon to move the objects to the Select edSelect ed section.

Not eNot e

DTS cannot migrate data from the admin or local database.

You can select databases, collections, or functions as the
objects to be migrated.

By default, after an object is migrated to the destination
instance, the name of the object remains unchanged. You
can use the object name mapping feature to rename the
objects that are migrated to the destination instance. For
more information, see Object name mapping.

Specify whether to
rename objects

You can use the object name mapping feature to rename the objects
that are migrated to the destination instance. For more information, see
Object name mapping.

Setting Description
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Specify the retry t ime
for failed connections
to the source or
destination database

By default, if DTS fails to connect to the source or destination database,
DTS retries within the next 12 hours. You can specify the retry t ime based
on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data migration
task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the
DTS instance. We recommend that you specify the retry t ime based
on your business needs. You can also release the DTS instance at
your earliest opportunity after the source and destination instances
are released.

Setting Description

iv. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, DTS performs a precheck. You can
start  the data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed

item to view details.

After you troubleshoot the issues based on the causes, you can run a
precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items
and run a precheck again.

v. After the data migration task passes the precheck, click NextNext .

vi. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Inst ance ClassInst ance Class parameter. Then, read and
select  Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

vii. Click Buy and St artBuy and St art  to start  the data migration task.

7. View the progress of the migration task.

Full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database may be incomplete. You can wait  until the full data
migration task automatically stops.

Incremental data migration
An incremental data migration task does not automatically stop. You must manually stop the
task.

i. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is not  delayedT he dat a migrat ion t ask is not  delayed
appear in the progress bar of the data migration task. Then, stop writ ing data to the source
instance for a few minutes. The latency of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in
the progress bar.

ii. Wait  until the state of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask is notT he migrat ion t ask is not
delayeddelayed again. Then, manually stop the migration task.
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8. Switch your workloads to the dest ination ApsaraDB for MongoDB instance.

What to do nextWhat to do next
If  you no longer need the source instance, release the source instance.

If  the source instance is charged based on the pay-as-you-go billing method, you can release the
instance. For more information, see Release an instance or a node.

If  the source instance is charged based on the subscript ion billing method, you are not allowed to
release the instance.

ReferencesReferences
If  you migrate data to a sharded cluster instance, you can configure data sharding based on your
needs. For more information, see Configure sharding to maximize the performance of shards.

This topic describes how to migrate data between RDS instances of different Alibaba Cloud accounts
by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The available storage space of the dest ination instance is larger than the total size of the data in the
source instance.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Permissions required for database accountsPermissions required for database accounts

Instance Schema migration Full data migration
Incremental data
migration

Source RDS instance
The read and write
permissions

The read and write
permissions

The read and write
permissions

Destination RDS
instance

The read and write
permissions

The read and write
permissions

The read and write
permissions

Before you beginBefore you begin

9.3. Migrate data between RDS9.3. Migrate data between RDS
instances of different Alibaba Cloudinstances of different Alibaba Cloud
accountsaccounts
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Log on to the Resource Access Management (RAM) console by using the Alibaba Cloud account that
owns the source instance (Account A). Specify the Alibaba Cloud account that owns the dest ination
instance (Account B) as a trusted account. Then, authorize Account B to access the cloud resources of
Account A by using DTS. For more information, see Configure RAM authorization for cross-account data
migration and synchronization.

ProcedureProcedure
1. Log on to the DTS console by using the Alibaba Cloud account that owns the dest ination RDS

instance.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. In the upper part  of the Migrat ion T asksMigrat ion T asks page, select  the region where the RDS instance resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. In the Source Dat abaseSource Dat abase sect ion, set  Instance Type to RDS Inst anceRDS Inst ance, and click RDS Inst ances ofRDS Inst ances of
Ot her Apsara St ack Account sOt her Apsara St ack Account s next  to the RDS Instance ID field.

6. Configure the source and dest inat ion dat abasessource and dest inat ion dat abases.
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Parameter Description

Task Name
DTS automatically generates a task name. We recommend that you specify an
informative name to identify the task. You do not need to specify a unique task
name.
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Source
Database

Instance Type: Select RDS Inst anceRDS Inst ance.

Not e Not e If you have selected RDS Inst anceRDS Inst ance as the instance type, you can
skip this step.

Instance Region: Select the region where the source RDS instance resides.

Not e Not e You can select different regions for the source and destination
RDS instances.

Apsara Stack Tenant Account ID of RDS Instance: Enter the ID of the Alibaba Cloud
account that owns the source instance.

Not e Not e To obtain the ID of the Alibaba Cloud account that owns the
source instance, you must log on to the Account Management console by
using this account. The account ID is displayed on the Security Settings page.

Role Name: Enter the role name configured for the Alibaba Cloud account that
owns the source instance. For more information, see Configure RAM authorization
for cross-account data migration and synchronization.

RDS Instance ID: Select the ID of the source RDS instance.

Not e Not e If an alert message appears when you select an RDS instance ID,
modify the parameter values as prompted. For more information, see FAQ.

Database Account: Enter the database account of the source RDS instance. For
information about the permissions that are required for the account, see
Permissions required for database accounts.

Database Password: Enter the password of the database account.

Parameter Description
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Destination
Database

Instance Type: Select RDS Inst anceRDS Inst ance.

Not e Not e You can select different regions for the source and destination
RDS instances.

Instance Region: Select the region where the destination RDS instance resides.

RDS instance ID: Select the ID of the destination RDS instance.

Database Account: Enter the database account of the destination RDS instance.
For information about the permissions that are required for the account, see
Permissions required for database accounts.

Database Password: Enter the password of the database account.

Encryption: Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. In this example, select
Non-encrypt edNon-encrypt ed.

Not e Not e If you want to select SSL-encrypt edSSL-encrypt ed, you must enable SSL
encryption for the RDS instance before you configure the data migration task.
For more information, see Configure SSL encryption for an ApsaraDB RDS for
MySQL instance.

Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

8. Select  the objects to be migrated and the migration types.
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Setting Description

Select
the
migratio
n types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, do not write data to the
source database during full data migration. This ensures data consistency between
the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to add the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated. If
you select tables or columns as the objects to be migrated, DTS does not
migrate other objects such as views, triggers, and stored procedures to the
destination database.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination RDS instance. For more information, see Object name mapping.

Specify
the retry
time
range
for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the following 12 hours. You can specify the retry t ime range based on your business
requirements. If DTS reconnects to the source and destination databases within the
specified time range, DTS resumes the data migration task. Otherwise, the data migration
task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime range based on your business
requirements. You can also release the DTS instance at your earliest opportunity after
the source and destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

9. Click PrecheckPrecheck.

Not eNot e

A precheck is performed before the migration task starts. The migration task only starts
after the precheck succeeds.

If  the precheck fails, click the

icon next  to each failed check item to view the related details. Fix the issues as
instructed and run the precheck again.

10. After the data migration task passes the precheck, click NextNext .

11. In the Conf irm Set t ingsConf irm Set t ings dialog box, configure the Channel Specif icat ionChannel Specif icat ion parameter. Then, read
and select  Dat a T ransmission Service (Pay-as-you-go) Service T ermsDat a T ransmission Service (Pay-as-you-go) Service T erms.

12. Click Buy and St artBuy and St art  to start  the data migration task.

Full data migration
Do not manually stop a full data migration task. If  you manually stop a full data migration task,
the data that is migrated to the RDS instance may be incomplete. You can wait  until the full data
migration task automatically stops.

Incremental data migration
An incremental data migration task does not automatically stop. You must manually stop the
task.

Not e Not e We recommend that you manually stop an incremental data migration task at  an
appropriate point  in t ime. For example, you can stop the task during off-peak hours or
before you switch your workloads over to the RDS instance.
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a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he dat a migrat ion t ask is not  delayedT he dat a migrat ion t ask is not  delayed
appear in the progress bar of the data migration task. Then, stop writ ing data to the self-
managed Oracle database for a few minutes. The delay t ime of increment al dat aincrement al dat a
migrat ionmigrat ion may be displayed in the progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he dat a migrat ionT he dat a migrat ion
t ask is not  delayedt ask is not  delayed again. Then, manually stop the migration task.

FAQFAQ
If  an alert  message appears when you set  the RDS Instance ID parameter for the source database, you
can solve the issue as described in following table.

Alert message Solution

Check whether the ID of the Alibaba Cloud account
that owns the source instance and the role name
configured for the account are valid.

Not e Not e To obtain the ID of the Alibaba
Cloud account that owns the source instance,
you must log on to the Account Management
console by using this account. The account ID is
displayed on the Security Settings page.

Make sure that you have performed the following
steps: 1. Log on to the RAM console by using the
Alibaba Cloud account that owns the source
instance (Account A). 2. Specify the Alibaba Cloud
account that owns the destination instance
(Account B) as a trusted account. 3. Authorize
Account B to access the cloud resources of Account
A by using DTS. For more information, see Configure
RAM authorization for cross-account data migration
and synchronization.
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This topic describes how to migrate data from an ApsaraDB RDS for MySQL instance to a self-managed
MySQL database by using Data Transmission Service (DTS). This is applicable to scenarios such as data
analysis and functional test.

PrerequisitesPrerequisites
The tables to be migrated from the ApsaraDB RDS for MySQL instance contain primary keys or UNIQUE
NOT NULL indexes.

The available storage space of the self-managed MySQL database is larger than the total size of the
data in the ApsaraDB RDS for MySQL instance.

The version of the self-managed MySQL database is the same as that of the ApsaraDB RDS for MySQL
instance. This ensures compatibility.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination database may contain duplicate data records.

During full data migration, concurrent INSERT operations cause fragmentation in the tables of the
destination database. After full data migration is complete, the size of used tablespace of the
destination database is larger than that of the source database.

If  a data migration task fails, DTS automatically resumes the task. Therefore, before you switch your
workloads to the dest ination database, stop or release the data migration task. Otherwise, the data
in the source database overwrites the data in the dest ination database after the task is resumed.

LimitsLimits
DTS supports the following types of objects for schema migration: table, view, trigger, stored
procedure, and function.

10.Migrate data from Alibaba10.Migrate data from Alibaba
Cloud to a self-managedCloud to a self-managed
databasedatabase
10.1. Migrate data from an ApsaraDB10.1. Migrate data from an ApsaraDB
RDS for MySQL instance to a self-RDS for MySQL instance to a self-
managed MySQL databasemanaged MySQL database
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Not e Not e During schema migration, DTS changes the value of the SECURITY attribute from  DE
FINER  to  INVOKER  for views, stored procedures, and functions.

DTS does not migrate user information from the source database. After data migration is complete,
if  you want to call a view, stored procedure, or function of the dest ination database, you must grant
the read and write permissions to INVOKER.

Migration typesMigration types
DTS supports schema migration, full data migration, and incremental data migration. For more
information, see Terms.

Not e Not e When you migrate data between PolarDB for MySQL clusters, you can select  all of the
supported migration types to ensure service continuity.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration

Operatio
n type

SQL statements

DML INSERT, UPDATE, DELETE, and REPLACE

DDL

ALTER TABLE and ALTER VIEW

CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW

DROP INDEX and DROP TABLE

RENAME TABLE

TRUNCATE TABLE

Permissions required for database accountsPermissions required for database accounts

Database Required permissions

ApsaraDB RDS for MySQL The read permission on the objects to be migrated

Self-managed MySQL database
The read and write permissions on the objects to be
migrated
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For more information about how to create and authorize a database account, see the following
topics:

ApsaraDB RDS for MySQL: Create an account on an ApsaraDB RDS for MySQL instance and Modify the
permissions of a standard account on an ApsaraDB RDS for MySQL instance

Self-managed MySQL database: Create an account for a user-created MySQL database and
configure binary logging

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You do
not need to use a unique task name.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

Select the region where the source RDS instance resides.
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Source
Database

RDS Instance
ID

Select the ID of the source RDS instance.

Database
Account

Enter the database account of the ApsaraDB RDS for MySQL
instance. For information about the permissions that are required
for the account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the source database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message appears. If the FailedFailed message appears, click CheckCheck
next to FailedFailed. Modify the source database parameters
based on the check results.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you select SSL-SSL-
encrypt edencrypt ed, you must enable SSL encryption for the RDS instance
before you configure the data migration task. For more
information, see Configure SSL encryption for an ApsaraDB RDS for
MySQL instance.

Not e Not e The Encrypt ionEncrypt ion parameter is available only for
regions in mainland China and the China (Hong Kong) region.

Destination
Database

Instance Type

Select an instance type based on the deployment of the
destination database. In this example, select User-Creat edUser-Creat ed
Dat abase in ECS Inst anceDat abase in ECS Inst ance.

Not e Not e If you select other instance types, you must
deploy the network environment for the self-managed
database. For more information, see Preparation overview.

Instance
Region

Select the region where the ECS instance resides.

ECS Instance
ID

Select the ID of the ECS instance that hosts the self-managed
MySQL database.

Database
Type

Select MySQLMySQL.

Port Number
Enter the service port number of the self-managed MySQL
database. In this example, enter 33063306.

Section Parameter Description
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Database
Account

Enter the account of the self-managed MySQL database. For
information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message appears. If the FailedFailed message appears, click CheckCheck
next to FailedFailed. Modify the destination database parameters
based on the check results.

Encryption
Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. In this example, Non-Non-
encrypt edencrypt ed is selected.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelist  of the source ApsaraDB
RDS for MySQL instance and the inbound rule of the dest ination ECS instance. This ensures that
DTS servers can connect to the source and dest ination instances.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full migration, select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you
do not write data to the source database during data migration. This ensures data
consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 720 minutes (12 hours). You can specify the retry t ime based on your needs. If DTS
reconnects to the source and destination databases within the specified time, DTS resumes
the data migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the data
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a from A
libaba Cloud t o a self-managed dat

abase

> Document  Version: 20220712 576

https://www.alibabacloud.com/help/doc-detail/47550.htm#task-1919582


Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

Kafka is a distributed message queue service that features high throughput and high scalability. Kafka is
widely used for big data analyt ics such as log collect ion, monitoring data aggregation, streaming
processing, and online and offline analysis. It  is important for the big data ecosystem. This topic
describes how to migrate data from an ApsaraDB RDS for MySQL instance to a self-managed Kafka
cluster by using Data Transmission Service (DTS). The self-managed Kafka cluster has a public IP
address. The data migration feature allows you to extend message processing capabilit ies.

PrerequisitesPrerequisites
A Kafka cluster is created and the Kafka version is 0.10.1.0 to 2.7.0.

The service port  of the Kafka cluster must be accessible over the Internet.

ContextContext
If  you use the data synchronization feature, the deployment of the self-managed Kafka cluster must
belong to one of the following types:

Self -managed dat abase host ed on Elast ic Comput e Service (ECS)Self -managed dat abase host ed on Elast ic Comput e Service (ECS)

Self -managed dat abase connect ed over Express Connect , VPN Gat eway, or Smart  AccessSelf -managed dat abase connect ed over Express Connect , VPN Gat eway, or Smart  Access
Gat ewayGat eway

Self -managed dat abase wit hout  a public IP address or port  number (connect ed overSelf -managed dat abase wit hout  a public IP address or port  number (connect ed over
Dat abase Gat eway)Dat abase Gat eway)

Self -managed dat abase connect ed over Cloud Ent erprise Net work (CEN)Self -managed dat abase connect ed over Cloud Ent erprise Net work (CEN)

If the deployment of your self-managed Kafka cluster does not belong to one of the preceding types,
you can open the service port  of the Kafka cluster to the Internet. Then, you can use the data migration
feature to synchronize data to the Kafka cluster.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data

10.2. Migrate data from an ApsaraDB10.2. Migrate data from an ApsaraDB
RDS for MySQL instance to a self-RDS for MySQL instance to a self-
managed Kafka clustermanaged Kafka cluster
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DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination database may contain duplicate data records.

You can select  only tables as the objects to migrate.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.
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Section Parameter Description

N/A Task Name
The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to specify a unique task name.

Instance
Type

Select RDS Inst anceRDS Inst ance.

Instance
Region

The region where the source ApsaraDB RDS instance resides.

Instance ID The ID of the source ApsaraDB RDS instance.
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Source
Database

Database
Account

The database account of the source instance. The account must
have the SELECT permission on the objects to migrate and the
REPLICATION CLIENT, REPLICATION SLAVE, and SHOW VIEW
permissions.

Database
Password

The password of the database account.

Encryption

Specifies whether to encrypt the connection to the source instance.
Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you select SSL-SSL-
encrypt edencrypt ed, you must enable SSL encryption for the ApsaraDB RDS
for MySQL instance before you configure the data migration task.
For more information, see Configure SSL encryption for an
ApsaraDB RDS for MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Destination
Database

Instance
Type

Select User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address .

Instance
Region

You do not need to specify this parameter.

Database
Type

Select Kaf kaKaf ka.

Hostname or
IP Address

The IP address that is used to access the self-managed Kafka
cluster. In this example, the public IP address is used.

Port Number The service port number of the Kafka cluster. Default value: 9092.

Database
Account

The username that is used to log on to the Kafka cluster. If no
authentication is enabled for the Kafka cluster, you do not need to
enter the username.

Database
Password

The password of the username. If no authentication is enabled for
the Kafka cluster, you do not need to enter the password.

Topic
Click Get  T opic ListGet  T opic List , and select a topic name from the drop-down
list.

Kafka
version

The version of the destination Kafka cluster.

Encryption
Specifies whether to encrypt the connection to the destination
cluster. Select Non-encrypt edNon-encrypt ed or SCRAM-SHA-256SCRAM-SHA-256 based on your
business and security requirements.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
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WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types, the migration policy, and the objects to migrate.
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Setting Description

Select
the
migratio
n types

Select Schema Migrat ionSchema Migrat ion, Full Dat a Migrat ionFull Dat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not ice Not ice If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that
you do not write data to the source database during full data migration. This ensures
data consistency between the source and destination databases.

Select
the data
format
used in
Kafka

The data that is migrated to the Kafka cluster is stored in the Avro or Canal JSON format.
For more information, see Data formats of a Kafka cluster.
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Select
the
policy
for
migratin
g data
to Kafka
partit ion
s

Select a migration policy based on your business requirements. For more information, see
Specify the policy for synchronizing data to Kafka partit ions.

Select
the
objects
that you
want to
migrate

Select one or more tables from the AvailableAvailable section and click the  icon to add the

tables to the Select edSelect ed section.

Not e Not e DTS maps the table names to the topic name that you select in Step 5.
For information about how to rename the topic, see Object name mapping.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time
range
for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the following 12 hours. You can specify the retry t ime range based on your business
requirements. If DTS is reconnected to the source and destination databases within the
specified time range, DTS resumes the data migration task. Otherwise, the data migration
task fails.

Not e Not e Within the t ime range in which DTS attempts to reconnect to the source
and destination databases, you are charged for the DTS instance. We recommend that
you specify the retry t ime range based on your business requirements. You can also
release the DTS instance at the earliest opportunity after the source and destination
databases are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, latency may
occur for the migration task.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.
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Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

This topic describes how to migrate data from a PolarDB for MySQL cluster to a self-managed MySQL
database by using Data Transmission Service (DTS). This is applicable to scenarios such as data analysis
and functional test.

PrerequisitesPrerequisites
The binary logging feature is enabled for the source PolarDB for MySQL cluster. For more information,
see Enable binlogging.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination database may contain duplicate data records.

During full data migration, concurrent INSERT operations cause fragmentation in the tables of the
destination database. After full data migration is complete, the size of used tablespace of the
destination database is larger than that of the source database.

If  a data migration task fails, DTS automatically resumes the task. Therefore, before you switch your
workloads to the dest ination database, stop or release the data migration task. Otherwise, the data
in the source database overwrites the data in the dest ination database after the task is resumed.

10.3. Migrate data from a PolarDB for10.3. Migrate data from a PolarDB for
MySQL cluster to a self-managedMySQL cluster to a self-managed
MySQL databaseMySQL database
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LimitsLimits
DTS supports the following types of objects for schema migration: table, view, trigger, stored
procedure, and function.

Not e Not e During schema migration, DTS changes the value of the SECURITY attribute from  DE
FINER  to  INVOKER  for views, stored procedures, and functions.

DTS does not migrate user information from the source database. After data migration is complete,
if  you want to call a view, stored procedure, or function of the dest ination database, you must grant
the read and write permissions to INVOKER.

Migration typesMigration types
DTS supports schema migration, full data migration, and incremental data migration. For more
information, see Terms.

Not e Not e When you migrate data between PolarDB for MySQL clusters, you can select  all of the
supported migration types to ensure service continuity.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration

Operatio
n type

SQL statements

DML INSERT, UPDATE, DELETE, and REPLACE

DDL

ALTER TABLE and ALTER VIEW

CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW

DROP INDEX and DROP TABLE

RENAME TABLE

TRUNCATE TABLE

Permissions required for database accountsPermissions required for database accounts

Database Required permissions

PolarDB for MySQL The read permissions on the objects to be migrated

Dat a Transmission Service
Dat a Migrat ion··Migrat e dat a from A
libaba Cloud t o a self-managed dat

abase

> Document  Version: 20220712 586

https://www.alibabacloud.com/help/doc-detail/43782.htm#concept-1614295
https://www.alibabacloud.com/help/doc-detail/117780.htm#concept-261679
https://www.alibabacloud.com/help/doc-detail/117780.htm#concept-261679


Self-managed MySQL database
The read and write permissions on the objects to be
migrated

Database Required permissions

For more information about how to create and authorize a database account, see Create database
accounts and Create an account for a self-managed MySQL database and configure binary logging.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You do
not need to use a unique task name.

Instance Type Select PolarDBPolarDB.

Instance
Region

Select the region where the source PolarDB cluster resides.
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Source
Database

PolarDB
Instance ID

Select the ID of the source PolarDB cluster.

Database
Account

Enter the database account of the source PolarDB cluster. For
information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the source database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message appears. If the FailedFailed message appears, click CheckCheck
next to FailedFailed. Modify the source database parameters
based on the check results.

Destination
Database

Instance Type

Select an instance type based on the deployment of the source
database. In this example, select User-Creat ed Dat abase inUser-Creat ed Dat abase in
ECS Inst anceECS Inst ance.

Not e Not e If you select other instance types, you must
deploy the network environment for the source database. For
more information, see Preparation overview.

Instance
Region

Select the region where the ECS instance resides.

ECS Instance
ID

Select the ID of the ECS instance that is connected to the self-
managed MySQL database.

Database
Type

Select MySQLMySQL.

Port Number
Enter the service port number of the self-managed MySQL
database. In this example, enter 33063306.

Database
Account

Enter the account of the self-managed MySQL database. For
information about the permissions that are required for the
account, see Permissions required for database accounts.

Section Parameter Description
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Database
Password

Enter the password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message appears. If the FailedFailed message appears, click CheckCheck
next to FailedFailed. Modify the destination database parameters
based on the check results.

Encryption
Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. In this example, Non-Non-
encrypt edencrypt ed is selected.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelist  of the source PolarDB for
MySQL cluster and the inbound rule of the dest ination ECS instance. This ensures that DTS
servers can connect to the source cluster and the dest ination instance.

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select
the
migratio
n types

To perform only full migration, select Schema Migrat ionSchema Migrat ion and Full Dat a Migrat ionFull Dat a Migrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion, FullFull
Dat a Migrat ionDat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, we recommend that you
do not write data to the source database during data migration. This ensures data
consistency between the source and destination databases.
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Select
the
objects
to be
migrate
d

Select one or more objects from the AvailableAvailable section and click the  icon to move the

objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be migrated.

By default, after an object is migrated to the destination database, the name
of the object remains unchanged. You can use the object name mapping
feature to rename the objects that are migrated to the destination database.
For more information, see Object name mapping.

If you use the object name mapping feature to rename an object, other
objects that are dependent on the object may fail to be migrated.

Specify
whether
to
rename
objects

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Specify
the retry
time for
failed
connecti
ons to
the
source
or
destinati
on
databas
e

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 720 minutes (12 hours). You can specify the retry t ime based on your needs. If DTS
reconnects to the source and destination databases within the specified time, DTS resumes
the data migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime based on your business needs. You can
also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

Setting Description
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Specify
whether
to copy
tempora
ry tables
to the
destinati
on
databas
e when
DMS
perform
s online
DDL
operatio
ns on
the
source
table

If you use Data Management (DMS) to perform online DDL operations on the source
database, you can specify whether to migrate temporary tables generated by online DDL
operations.

YesYes : DTS migrates the data of temporary tables generated by online DDL operations.

Not e Not e If online DDL operations generate a large amount of data, the data
migration task may be delayed.

NoNo : DTS does not migrate the data of temporary tables generated by online DDL
operations. Only the original DDL data of the source database is migrated.

Not e Not e If you select No, the tables in the destination database may be locked.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.
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Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.

This topic describes how to migrate data from a PolarDB for PostgreSQL cluster to a self-managed
Oracle database by using Data Transmission Service (DTS). This is suitable for scenarios such as data
reflow tests and functional tests.

PrerequisitesPrerequisites
The tables to migrate from the source PolarDB for PostgreSQL cluster contain primary keys or UNIQUE
NOT NULL indexes.

The version number of the self-managed Oracle database is 9i, 10g, 11g, 12c, 18c, or 19c.

The schemas of objects such as tables are created in the self-managed Oracle database.

The available storage space of the self-managed Oracle database is larger than the total size of the
data in the PolarDB for PostgreSQL cluster.

PrecautionsPrecautions
In this scenario, DTS supports only full data migration and incremental data migration. DTS does not
support  schema migration.

During full data migration, DTS uses read and write resources of the source and dest ination
databases. This may increase the loads of the database servers. Before you migrate data, evaluate
the impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours.

If  the self-managed Oracle database is deployed in a Real Application Cluster (RAC) architecture and
is connected to DTS over an Alibaba Cloud virtual private cloud (VPC), you must connect the Single
Client  Access Name (SCAN) IP address of the Oracle RAC and the virtual IP address (VIP) of each node
to the VPC and configure routes. The sett ings ensure that your DTS task can run as expected. For
more information, see Configure a route between DTS and Express Connect, VPN Gateway, or Smart
Access Gateway.

10.4. Migrate data from a PolarDB for10.4. Migrate data from a PolarDB for
PostgreSQL cluster to a self-managedPostgreSQL cluster to a self-managed
Oracle databaseOracle database
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Not ice Not ice When you configure the source Oracle database in the DTS console, you can
specify the SCAN IP address of the Oracle RAC as the database endpoint  or IP address.

A data migration task can migrate data from only a single database. To migrate data from mult iple
databases, you must create a data migration task for each database.

During incremental data migration, if  you select  a schema as the object  to migrate, take note of the
following limits: If  you create a table in the schema or execute the RENAME statement to rename the
table, you must execute the  ALTER TABLE schema.table REPLICA IDENTITY FULL;  statement
before you write data to the table.

Not e Not e Replace the  schema  and  table  in the preceding sample statement with the
actual schema name and table name.

To ensure that the latency of incremental data migration is accurate, DTS adds a heartbeat table
named  dts_postgres_heartbeat  to the source database. The following figure shows the schema
of the heartbeat table.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Full data migration Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

SQL operations that can be synchronized during incremental dataSQL operations that can be synchronized during incremental data
migrationmigration
INSERT, UPDATE, and DELETE

Permissions required for database accountsPermissions required for database accounts

Database Required permission

PolarDB for PostgreSQL cluster Permissions of a privileged account

Self-managed Oracle database Permissions of the schema owner

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.
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5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to specify a unique task name.

Instance Type Select PolarDBPolarDB.

Instance
Region

The region where the source PolarDB cluster resides.

PolarDB
Instance ID

The ID of the source PolarDB for PostgreSQL cluster.

Database
Account

The database account of the source cluster. For information
about the permissions that are required for the account, see
Permissions required for database accounts.
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Source
Database

Database
Password

The password of the database account.

Not e Not e After you specify the source database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message is displayed. If the FailedFailed message is displayed,
click CheckCheck next to FailedFailed. Modify the source database
parameters based on the check results.

Destination
Database

Instance Type

The access method of the destination self-managed database. In
this example, Public IP AddressPublic IP Address  is selected.

Not e Not e If the self-managed database is connected over
other methods, you must set up the environment that is
required for the database. For more information, see
Preparation overview.

Instance
Region

You do not need to specify this parameter.

Database
Type

Select OracleOracle.

Hostname or
IP Address

The IP address that is used to access the self-managed Oracle
database. In this example, enter the public IP address.

Port Number
The service port number of the self-managed Oracle database. In
this example, 15211521 is used.

Instance Type

If you select Non-RAC Inst anceNon-RAC Inst ance, you must configure the SIDSID
parameter.

If you select RAC or PDB Inst anceRAC or PDB Inst ance, you must specify the
Service NameService Name parameter.

In this example, select Non-RAC Inst anceNon-RAC Inst ance.

SID The system ID (SID) of the destination database.

Section Parameter Description
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Database
Account

The account of the self-managed Oracle database. For
information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

The password of the database account.

Not e Not e After you specify the destination database
parameters, click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to verify whether the specified parameters are
valid. If the specified parameters are valid, the PassedPassed
message is displayed. If the FailedFailed message is displayed,
click CheckCheck next to FailedFailed. Modify the destination database
parameters based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

WarningWarning

If the source or dest ination database instance is an Alibaba Cloud database instance,
such as an ApsaraDB RDS for MySQL or ApsaraDB for MongoDB instance, or is a self-
managed database hosted on Elast ic Compute Service (ECS), DTS automatically adds
the CIDR blocks of DTS servers to the whitelist  of the database instance or ECS security
group rules. For more information, see Add the CIDR blocks of DTS servers to the security
sett ings of on-premises databases. If  the source or dest ination database is a self-
managed database on data centers or is from other cloud service providers, you must
manually add the CIDR blocks of DTS servers to allow DTS to access the database.

If  the CIDR blocks of DTS servers are automatically or manually added to the whitelist  of
the database instance or ECS security group rules, security risks may arise. Therefore,
before you use DTS to migrate data, you must understand and acknowledge the
potential risks and take preventive measures, including but not limited to the following
measures: enhance the security of your account and password, limit  the ports that are
exposed, authenticate API calls, regularly check the whitelist  or ECS security group rules
and forbid unauthorized CIDR blocks, or connect the database to DTS by using Express
Connect, VPN Gateway, or Smart  Access Gateway.

After the DTS task is completed or released, we recommend that you manually detect
and remove the added CIDR blocks from the whitelist  of the database instance or ECS
security group rules.

7. Select  the migration types, the migration policy, and the objects to migrate.
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Paramet
er

Description

Rename
Databas
es and
Tables

You can use the object name mapping feature to rename the objects that are migrated to
the destination instance. For more information, see Object name mapping.

Retry
T ime for
Failed
Connecti
on

By default, if DTS fails to connect to the source or destination database, DTS retries within
the next 720 minutes (12 hours). You can specify the retry t ime range based on your needs.
If DTS reconnects to the source and destination databases within the specified time period,
DTS resumes the data migration task. Otherwise, the data migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS instance. We
recommend that you specify the retry t ime range based on your business needs. You
can also release the DTS instance at your earliest opportunity after the source and
destination instances are released.

8. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .

10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database may be incomplete. You can wait  until the full data
migration task automatically stops.

Full data migration and incremental data migration
An incremental data migration task does not automatically stop. You must manually stop the
task.

Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed are
displayed in the progress bar of the migration task. Then, stop writ ing data to the source
database for a few minutes. The latency of increment al dat a migrat ionincrement al dat a migrat ion may be displayed
in the progress bar.

b. Wait  until the state of increment al dat a migrat ionincrement al dat a migrat ion changes to T he dat a migrat ion t askT he dat a migrat ion t ask
is not  delayedis not  delayed again. Then, manually stop the migration task.
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This topic describes how to migrate data between self-managed Oracle databases by using Data
Transmission Service (DTS). DTS supports schema migration, full data migration, and incremental data
migration. You can select  all of the supported migration types to ensure service continuity.

PrerequisitesPrerequisites
The versions of the source and dest ination Oracle databases are 9i, 10g, 11g, 12c, 18c, or 19c.

Not e Not e To ensure compatibility, make sure that the versions of the source and dest ination
databases are the same.

Supplemental logging, including SUPPLEMENTAL_LOG_DATA_PK and SUPPLEMENTAL_LOG_DATA_UI, is
enabled for the source Oracle database. For more information, see Supplemental Logging.

The source Oracle database is running in ARCHIVELOG mode. Archived log files are accessible and a
suitable retention period is set  for archived log files. For more information, see Managing Archived
Redo Log Files.

The available storage space of the dest ination Oracle database is larger than the total size of the
data in the source Oracle database.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

If  the self-managed Oracle database is deployed in a Real Application Cluster (RAC) architecture and
is connected to DTS over an Alibaba Cloud virtual private cloud (VPC), you must connect the Single
Client  Access Name (SCAN) IP address of the Oracle RAC and the virtual IP address (VIP) of each node
to the VPC and configure routes. The sett ings ensure that your DTS task can run as expected. For
more information, see Configure a route between DTS and Express Connect, VPN Gateway, or Smart
Access Gateway.

Not ice Not ice When you configure the source Oracle database in the DTS console, you can
specify the SCAN IP address of the Oracle RAC as the database endpoint  or IP address.

11.Migrate data between self-11.Migrate data between self-
managed databasesmanaged databases
11.1. Migrate data between self-11.1. Migrate data between self-
managed Oracle databasesmanaged Oracle databases
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If  a data migration task fails, DTS automatically resumes the task. Before you switch your workloads
to the dest ination database, stop or release the data migration task. Otherwise, the data in the
source database will overwrite the data in the dest ination database after the task is resumed.

BillingBilling

Migration type Task configuration fee Internet traffic fee

Schema migration and full
data migration

Free of charge.
Charged only when data is migrated from
Alibaba Cloud over the Internet. For more
information, see Pricing.Incremental data

migration
Charged. For more
information, see Pricing.

Migration typesMigration types

Migration type Description

Schema migration

DTS migrates the schemas of the required objects to the destination Oracle
database. DTS supports schema migration for the following types of objects:
table, view, synonym, trigger, stored procedure, function, package, and user-
defined type.

Not e Not e If an object contains triggers, the data between the source and
destination databases will become inconsistent.

Full data migration

DTS migrates historical data of the required objects from the source Oracle
database to the destination Oracle database.

Not e Not e During schema migration and full data migration, we recommend
that you do not perform data definit ion language (DDL) operations on the
required objects. Otherwise, the objects may fail to be migrated.

Incremental data
migration

After full data migration, DTS retrieves redo log files from the source Oracle
database. Then, DTS synchronizes incremental data from the source Oracle
database to the destination Oracle database. Incremental data migration allows
you to ensure service continuity when you migrate data between Oracle databases.

Permissions required for database accountsPermissions required for database accounts

Database Schema migration Full data migration
Incremental data
migration

Source Oracle database
The permissions of the
schema owner

The permissions of the
schema owner

The database
administrator (DBA)
permission

Destination Oracle
database

The permissions of the
schema owner

The permissions of the
schema owner

The permissions of the
schema owner
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For more information about how to create and authorize an Oracle database account, see CREATE
USER and GRANT.

ProcedureProcedure
The procedure in this topic uses a self -managed dat abase host ed on ECSself -managed dat abase host ed on ECS as an example. You can
also follow the procedure to configure data migration tasks for other types of self-managed Oracle
databases.

1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Migrat ionDat a Migrat ion.

3. At  the top of the Migrat ion T asksMigrat ion T asks page, select  the region where the dest ination cluster resides.

4. In the upper-right corner of the page, click Creat e Migrat ion T askCreat e Migrat ion T ask.

5. Configure the source and dest ination databases.

Section Parameter Description

N/A Task Name
DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need to
use a unique task name.
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Source
Database

Instance Type

Select User-Creat ed Dat abase in ECS Inst anceUser-Creat ed Dat abase in ECS Inst ance.

Not e Not e If you select other instance types, you must deploy
the network environment for the source database. For more
information, see Preparation overview.

Instance
Region

Select the region of the Elastic Compute Service (ECS) instance on
which the source Oracle database is deployed.

ECS Instance ID
Select the ID of the ECS instance on which the source Oracle database
is deployed.

Database Type Select OracleOracle.

Port Number Enter the service port number of the source Oracle database.

Instance Type

If you select Non-RAC Inst anceNon-RAC Inst ance, you must specify the SIDSID
parameter.

If you select RAC Inst anceRAC Inst ance, you must specify the Service NameService Name
parameter.

Database
Account

Enter the account of the source Oracle database. For information
about the permissions that are required for the account, see
Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the self-
managed Oracle database, you can click T est  Connect ivit yT est  Connect ivit y next
to Dat abase PasswordDat abase Password to check whether the information is
valid. If the information is valid, the PassedPassed message appears. If
the FailedFailed message appears, click CheckCheck next to FailedFailed. Then,
modify the information based on the check results.

Instance Type Select User-Creat ed Dat abase in ECS Inst anceUser-Creat ed Dat abase in ECS Inst ance.

Instance
Region

Select the region of the ECS instance on which the destination Oracle
database is deployed.

ECS Instance ID
Select the ID of the ECS instance on which the destination Oracle
database is deployed.

Database Type Select OracleOracle.

Port Number Enter the service port number of the destination Oracle database.

Section Parameter Description
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Destinatio
n
Database

Instance Type

If you select Non-RAC Inst anceNon-RAC Inst ance, you must specify the SIDSID
parameter.

If you select RAC Inst anceRAC Inst ance, you must specify the Service NameService Name
parameter.

Database
Account

Enter the account of the destination Oracle database. For information
about the permissions that are required for the account, see
Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Not e Not e After you specify the information about the RDS
instance, you can click T est  Connect ivit yT est  Connect ivit y next to Dat abaseDat abase
PasswordPassword to check whether the information is valid. If the
information is valid, the PassedPassed message appears. If the FailedFailed
message appears, click CheckCheck next to FailedFailed. Then, modify the
information based on the check results.

Section Parameter Description

6. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

7. Select  the migration types and the objects to be migrated.
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Setting Description

Select the
migration types

To perform only full data migration, select Schema Migrat ionSchema Migrat ion and Full Dat aFull Dat a
Migrat ionMigrat ion.

To ensure service continuity during data migration, select Schema Migrat ionSchema Migrat ion,
Full Dat a Migrat ionFull Dat a Migrat ion, and Increment al Dat a Migrat ionIncrement al Dat a Migrat ion.

Not e Not e If Increment al Dat a Migrat ionIncrement al Dat a Migrat ion is not selected, do not write
data to the source Oracle database during full data migration. This ensures
data consistency between the source and destination databases. For more
information, see Migration types.
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Select the
objects to be
migrated

Select one or more objects from the AvailableAvailable section and click the  icon to

move the objects to the Select edSelect ed section.

Not eNot e

You can select columns, tables, or databases as the objects to be
migrated.

By default, after an object is migrated to the destination Oracle
database, the name of the object remains the same as that in the
source Oracle database. You can use the object name mapping
feature to rename the objects that are migrated to the destination
Oracle database. For more information, see Object name mapping.

If you use the object name mapping feature to rename an object,
other objects that are dependent on the object may fail to be
migrated.

Specify whether
to rename
objects

You can use the object name mapping feature to rename the objects that are
migrated to the destination database. For more information, see Object name
mapping.

Specify the retry
time for failed
connections to
the source or
destination
database

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 12 hours. You can specify the retry t ime based on your
needs. If DTS reconnects to the source and destination databases within the
specified time, DTS resumes the data migration task. Otherwise, the data
migration task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

8. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data migration task, a precheck is performed. You can start  the
data migration task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

9. After the task passes the precheck, click NextNext .
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10. In the Conf irm Set t ingsConf irm Set t ings dialog box, specify the Channel Specif icat ionChannel Specif icat ion parameter and select
Dat a T ransmission Service (Pay-As-You-Go) Service T ermsDat a T ransmission Service (Pay-As-You-Go) Service T erms.

11. Click Buy and St artBuy and St art  to start  the data migration task.

Schema migration and full data migration
We recommend that you do not manually stop the task during full data migration. Otherwise, the
data migrated to the dest ination database will be incomplete. You can wait  until the data
migration task automatically stops.

Schema migration, full data migration, and incremental data migration
The task does not automatically stop during incremental data migration. You must manually stop
the task.

Not ice Not ice We recommend that you select  an appropriate t ime to manually stop the data
migration task. For example, you can stop the task during off-peak hours or before you
switch your workloads to the dest ination cluster.

a. Wait  until Increment al Dat a Migrat ionIncrement al Dat a Migrat ion and T he migrat ion t ask is not  delayedT he migrat ion t ask is not  delayed appear
in the progress bar of the migration task. Then, stop writ ing data to the source database for
a few minutes. The delay t ime of increment al dat a migrat ionincrement al dat a migrat ion may be displayed in the
progress bar.

b. Wait  until the status of increment al dat a migrat ionincrement al dat a migrat ion changes to T he migrat ion t ask isT he migrat ion t ask is
not  delayednot  delayed again. Then, manually stop the migration task.
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