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Legal disclaimer
Alibaba Cloud reminds you t o carefully read and fully underst and t he t erms and condit ions of t his legal
disclaimer before you read or use t his document . If you have read or used t his document , it  shall be deemed
as your t ot al accept ance of t his legal disclaimer.

1. You shall download and obt ain t his document  from t he Alibaba Cloud websit e or ot her Alibaba Cloud-
aut horized channels, and use t his document  for your own legal business act ivit ies only. The cont ent  of
t his document  is considered confident ial informat ion of Alibaba Cloud. You shall st rict ly abide by t he
confident ialit y obligat ions. No part  of t his document  shall be disclosed or provided t o any t hird part y for
use wit hout  t he prior writ t en consent  of Alibaba Cloud.

2. No part  of t his document  shall be excerpt ed, t ranslat ed, reproduced, t ransmit t ed, or disseminat ed by
any organizat ion, company or individual in any form or by any means wit hout  t he prior writ t en consent  of
Alibaba Cloud.

3. The cont ent  of t his document  may be changed because of product  version upgrade, adjust ment , or
ot her reasons. Alibaba Cloud reserves t he right  t o modify t he cont ent  of t his document  wit hout  not ice
and an updat ed version of t his document  will be released t hrough Alibaba Cloud-aut horized channels
from t ime t o t ime. You should pay at t ent ion t o t he version changes of t his document  as t hey occur and
download and obt ain t he most  up-t o-dat e version of t his document  from Alibaba Cloud-aut horized
channels.

4. This document  serves only as a reference guide for your use of Alibaba Cloud product s and services.
Alibaba Cloud provides t his document  based on t he "st at us quo", "being defect ive", and "exist ing
funct ions" of it s product s and services. Alibaba Cloud makes every effort  t o provide relevant  operat ional
guidance based on exist ing t echnologies. However, Alibaba Cloud hereby makes a clear st at ement  t hat
it  in no way guarant ees t he accuracy, int egrit y, applicabilit y, and reliabilit y of t he cont ent  of t his
document , eit her explicit ly or implicit ly. Alibaba Cloud shall not  t ake legal responsibilit y for any errors or
lost  profit s incurred by any organizat ion, company, or individual arising from download, use, or t rust  in
t his document . Alibaba Cloud shall not , under any circumst ances, t ake responsibilit y for any indirect ,
consequent ial, punit ive, cont ingent , special, or punit ive damages, including lost  profit s arising from t he
use or t rust  in t his document  (even if Alibaba Cloud has been not ified of t he possibilit y of such a loss).

5. By law, all t he cont ent s in Alibaba Cloud document s, including but  not  limit ed t o pict ures, archit ect ure
design, page layout , and t ext  descript ion, are int ellect ual propert y of Alibaba Cloud and/or it s
affiliat es. This int ellect ual propert y includes, but  is not  limit ed t o, t rademark right s, pat ent  right s,
copyright s, and t rade secret s. No part  of t his document  shall be used, modified, reproduced, publicly
t ransmit t ed, changed, disseminat ed, dist ribut ed, or published wit hout  t he prior writ t en consent  of
Alibaba Cloud and/or it s affiliat es. The names owned by Alibaba Cloud shall not  be used, published, or
reproduced for market ing, advert ising, promot ion, or ot her purposes wit hout  t he prior writ t en consent  of
Alibaba Cloud. The names owned by Alibaba Cloud include, but  are not  limit ed t o, "Alibaba Cloud",
"Aliyun", "HiChina", and ot her brands of Alibaba Cloud and/or it s affiliat es, which appear separat ely or in
combinat ion, as well as t he auxiliary signs and pat t erns of t he preceding brands, or anyt hing similar t o
t he company names, t rade names, t rademarks, product  or service names, domain names, pat t erns,
logos, marks, signs, or special descript ions t hat  t hird part ies ident ify as Alibaba Cloud and/or it s
affiliat es.

6. Please direct ly cont act  Alibaba Cloud for any errors of t his document .
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Document conventions
St yleSt yle Descript ionDescript ion ExampleExample

 DangerDanger
A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

 Danger:Danger:

Resetting will result  in the loss of user
configuration data.

 WarningWarning
A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

 Warning:Warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

 Not iceNot ice
A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

 Not ice:Not ice:

If the weight is set to 0, the server no
longer receives new requests.

 Not eNot e
A note indicates supplemental
instructions, best practices, t ips, and
other content.

 Not e:Not e:

You can use Ctrl + A to select all files.

>
Closing angle brackets are used to
indicate a multi-level menu cascade.

Click Set t ingsSet t ings > Net workNet work> Set  net workSet  net work
t ypet ype.

BoldBold
Bold formatting is used for buttons ,
menus, page names, and other UI
elements.

Click OKOK.

Courier font Courier font is used for commands
Run the cd /d C:/window  command to
enter the Windows system folder.

Italic Italic formatting is used for parameters
and variables.

bae log list  --instanceid

Instance_ID

[] or [a|b]
This format is used for an optional value,
where only one item can be selected.

ipconfig [-all|-t]

{} or {a|b}
This format is used for a required value,
where only one item can be selected.

switch {active|stand}
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The data synchronization feature supports mult iple types of synchronization topologies. You can plan
your synchronization instances based on your business requirements.

One-way synchronizationOne-way synchronization
To ensure data consistency for one-way synchronization, we recommend that you perform only read
operations on the objects in the dest ination instance. Do not modify the objects.

Topology
type

Topology Description

One-way one-
to-one
synchronizatio
n

None

One-way one-
to-many
synchronizatio
n

You must purchase multiple
synchronization instances to
implement one-way one-to-
many synchronization.
For example, if you want to
synchronize data from Instance
A to Instance B, C, and D, you
must purchase three
synchronization instances.

One-way
cascade
synchronizatio
n

You must purchase multiple
synchronization instances to
implement one-way cascade
synchronization.
For example, if you want to
synchronize data from Instance
A to Instance B and then from
Instance B to Instance C, you
must purchase two
synchronization instances.

1.Synchronization topologies1.Synchronization topologies
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One-way
many-to-one
synchronizatio
n

You must purchase multiple
synchronization instances to
implement one-way many-to-
one synchronization.
For example, if you want to
synchronize data from Instance
B, C, and D to Instance A, you
must purchase three
synchronization instances.

Not e Not e To ensure data
consistency, you must
select different objects for
these synchronization
instances.

Topology
type

Topology Description

Two-way synchronizationTwo-way synchronization
DTS only supports two-way synchronization between two MySQL databases. DTS does not support
two-way synchronization between mult iple MySQL databases.

Not eNot e

For more information about how to configure two-way synchronization, see Configure two-
way data synchronization between MySQL instances.

You can upgrade the synchronization topology of a data synchronization task from one-
way to two-way. For more information, see Upgrade synchronization topology from one-
way to two-way.

Topology type Topology Description

Two-way one-
to-one
synchronizatio
n

To ensure data consistency, make
sure that records with the same
primary key, business primary key,
or unique key are updated only on
one of the instances.

Dat a Synchronizat ion··Synchronizat i
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Heterogeneous databases have different data types. When Data Transmission Service (DTS)
synchronizes data between heterogeneous databases, DTS converts the data types of the source
database to those of the dest ination database. This topic lists the data type mappings for you to view
and evaluate the impact of data synchronization on your business.

OverviewOverview
You can view the data type mappings between heterogeneous databases based on the following
synchronization scenarios:

Synchronize data from a MySQL database

Synchronize data from an Oracle database

Synchronize data from a PostgreSQL database

Synchronize data from an SQL Server database

Synchronize data from a Db2 for LUW database

Synchronize data from a Db2 for i database

Synchronize data from a MySQL databaseSynchronize data from a MySQL database
The following table lists the data type mappings between MySQL and Analyt icDB databases. The
source instance can be a self-managed MySQL database, an ApsaraDB RDS for MySQL instance, or a
PolarDB for MySQL cluster. The dest ination instance can be an Analyt icDB for MySQL cluster V2.0 or an
Analyt icDB for PostgreSQL instance.

Not e Not e If  the value range of the data to be synchronized from the source instance exceeds
the range supported by DTS, the accuracy of the data written to the dest ination instance will
decrease.

Destination instance: an Analyt icDB for MySQL cluster or an Analyt icDB for PostgreSQL instance

Category
Data type of the
source instance

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL

BIT [(M)] 1 ~ 64 VARCHAR BIT

T INYINT[(M)] -128 ~ 127 TINYINT SMALLINT

TINYINT[(M)]
[UNSIGNED]

0 ~ 255 SMALLINT SMALLINT

SMALLINT[(M)] -32768 ~ 32767 SMALLINT SMALLINT

SMALLINT[(M)]
[UNSIGNED]

0 ~ 65535 INT INTEGER

MEDIUMINT[(M)]
-8388608 ~
8388607

INT INTEGER

2.Data type mappings for2.Data type mappings for
schema synchronizationschema synchronization

Dat a Synchronizat ion··Dat a t ype ma
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Integer

MEDIUMINT[(M)]
[UNSIGNED]

0 ~ 16777215 INT INTEGER

INT[(M)]
-2147483648 ~
2147483647

INT INTEGER

INT[(M)]
[UNSIGNED]

0 ~ 4294967295 BIGINT BIGINT

BIGINT[(M)]

-
922337203685477
5808 ~
922337203685477
5807

BIGINT BIGINT

BIGINT[(M)]
[UNSIGNED]

0 ~
184467440737095
51615

DECIMAL(20,0) NUMERIC(20)

Decimal

DECIMAL[(M[,D])]
M: 0 to 65
D: 0 to 30

DECIMAL[(M[,D])] DECIMAL

FLOAT(p)
1.175494351E-38
~
3.402823466E+38

FLOAT REAL

DOUBLE[(M,D)]

2.22507385850720
14E-308 ~
1.79769313486231
57E+308

DOUBLE DOUBLE PRECISION

DATE

1000-01-01~9999-
12-31

Not eNot e
The format is
YYYY-MM-DD,
in UTC.

DATE DATE

Category
Data type of the
source instance

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL

Dat a Transmission Service Dat a Synchronizat ion··Dat a t ype ma
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Date and time

DATETIME[(fsp)]

1000-01-01
00:00:00.000000 ~
9999-12-31
23:59:59.999999

Not eNot e
The format is
YYYY-MM-DD
hh:mm:ss[.fr
action], in
UTC.

DATETIME TIMESTAMP

TIMESTAMP[(fsp)]

1970-01-01
00:00:01.000000 ~
2038-01-19
03:14:07.999999

Not eNot e
The format is
YYYY-MM-DD
hh:mm:ss[.fr
action], in
UTC.

T IMESTAMP
TIMESTAMP WITH
TIME ZONE

TIME[(fsp)]

-
838:59:59.000000
~
838:59:59.000000

Not eNot e
The format is
hh:mm:ss[.fr
action], in
UTC.

T IME TIME

YEAR[(4)]
1901 to 2155, or
0000

INT INTEGER

CHAR[(M)]
0 to 255
characters

VARCHAR CHAR

VARCHAR(M)
0 to 65,535
characters

VARCHAR VARCHAR

Category
Data type of the
source instance

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL

Dat a Synchronizat ion··Dat a t ype ma
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String

BINARY[(M)] 0 to 255 bytes VARBINARY BYTEA

VARBINARY(M) 0 to 65,535 bytes VARBINARY BYTEA

TINYBLOB
255 (2^8 - 1)
bytes

VARBINARY BYTEA

TINYTEXT
255 (2^8 - 1)
characters

VARCHAR TEXT

BLOB
65,535 (2^16 - 1)
bytes

VARBINARY BYTEA

TEXT
65,535 (2^16 - 1)
characters

VARCHAR TEXT

MEDIUMBLOB
16,777,215 (2^24 -
1) bytes

VARBINARY BYTEA

MEDIUMTEXT
16,777,215 (2^24 -
1) characters

VARCHAR TEXT

LONGBLOB
4,294,967,295 or 4
GB (2^32 - 1)
bytes

VARBINARY BYTEA

LONGTEXT
4,294,967,295 or 4
GB (2^32 - 1)
characters

VARCHAR TEXT

ENUM('value1','val
ue2',...)

An ENUM column
can have a
maximum of
65,535 distinct
elements.

VARCHAR VARCHAR(128)

SET('value1','value
2',...)

A SET  column can
have a maximum
of 64 distinct
elements.

VARCHAR VARCHAR(128)

GEOMETRY
Geometry values
of any type

VARBINARY POLYGON

POINT N/A VARBINARY POINT

LINESTRING N/A VARBINARY PATH

POLYGON N/A VARBINARY POLYGON

MULTIPOINT N/A VARBINARY POLYGON

Category
Data type of the
source instance

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL

Dat a Transmission Service Dat a Synchronizat ion··Dat a t ype ma
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Spatial

MULTILINESTRING N/A VARBINARY PATH

MULTIPOLYGON N/A VARBINARY POLYGON

GEOMETRYCOLLEC
TION

A collection of
geometry values
of any type

VARBINARY POLYGON

JSON JSON N/A JSON JSON

Category
Data type of the
source instance

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL

Destination instance: a DataHub project, a Message Queue for Apache Kafka instance, or a self-
managed Kafka cluster

Category
Data type of the
source instance

Value range
Data type of
DataHub

Data type of a
Message Queue
for Apache Kafka
instance or a self-
managed Kafka
cluster

Integer

BIT [(M)] 1 ~ 64 BOOLEAN | STRING

TINYINT[(M)] -128 ~ 127 BIGINT

TINYINT[(M)]
[UNSIGNED]

0 ~ 255 BIGINT

SMALLINT[(M)] -32768 ~ 32767 BIGINT

SMALLINT[(M)]
[UNSIGNED]

0 ~ 65535 BIGINT

MEDIUMINT[(M)]
-8388608 ~
8388607

BIGINT

MEDIUMINT[(M)]
[UNSIGNED]

0 ~ 16777215 BIGINT

INT[(M)]
-2147483648 ~
2147483647

BIGINT

INT[(M)]
[UNSIGNED]

0 ~ 4294967295 BIGINT
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BIGINT[(M)]

-
922337203685477
5808 ~
922337203685477
5807

BIGINT

BIGINT[(M)]
[UNSIGNED]

0 ~
184467440737095
51615

BIGINT

Decimal

DECIMAL[(M[,D])]
M: 0 to 65
D: 0 to 30

DECIMAL

FLOAT(p)
1.175494351E-38
~
3.402823466E+38

DOUBLE

DOUBLE[(M,D)]

2.22507385850720
14E-308 ~
1.79769313486231
57E+308

DOUBLE

DATE

1000-01-01~9999-
12-31

Not eNot e
The format is
YYYY-MM-DD,
in UTC.

T IMESTAMP

DATETIME[(fsp)]

1000-01-01
00:00:00.000000 ~
9999-12-31
23:59:59.999999

Not eNot e
The format is
YYYY-MM-DD
hh:mm:ss[.fr
action], in
UTC.

T IMESTAMP

Category
Data type of the
source instance

Value range
Data type of
DataHub

Data type of a
Message Queue
for Apache Kafka
instance or a self-
managed Kafka
cluster

Dat a Transmission Service Dat a Synchronizat ion··Dat a t ype ma
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Date and time

Consistent with
the data types of
MySQL or PolarDB
for MySQL

TIMESTAMP[(fsp)]

1970-01-01
00:00:01.000000 ~
2038-01-19
03:14:07.999999

Not eNot e
The format is
YYYY-MM-DD
hh:mm:ss[.fr
action], in
UTC.

T IMESTAMP

TIME[(fsp)]

-
838:59:59.000000
~
838:59:59.000000

Not eNot e
The format is
hh:mm:ss[.fr
action], in
UTC.

STRING

YEAR[(4)]
1901 to 2155, or
0000

STRING

CHAR[(M)]
0 to 255
characters

STRING

VARCHAR(M)
0 to 65,535
characters

STRING

BINARY[(M)] 0 to 255 bytes STRING

VARBINARY(M) 0 to 65,535 bytes STRING

TINYBLOB
255 (2^8 - 1)
bytes

STRING

TINYTEXT
255 (2^8 - 1)
characters

STRING

BLOB
65,535 (2^16 - 1)
bytes

STRING

Category
Data type of the
source instance

Value range
Data type of
DataHub

Data type of a
Message Queue
for Apache Kafka
instance or a self-
managed Kafka
cluster
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String
TEXT

65,535 (2^16 - 1)
characters

STRING

MEDIUMBLOB
16,777,215 (2^24 -
1) bytes

STRING

MEDIUMTEXT
16,777,215 (2^24 -
1) characters

STRING

LONGBLOB
4,294,967,295 or 4
GB (2^32 - 1)
bytes

STRING

LONGTEXT
4,294,967,295 or 4
GB (2^32 - 1)
characters

STRING

ENUM('value1','val
ue2',...)

An ENUM column
can have a
maximum of
65,535 distinct
elements.

STRING

SET('value1','value
2',...)

A SET  column can
have a maximum
of 64 distinct
elements.

STRING

Spatial

GEOMETRY
Geometry values
of any type

STRING

POINT N/A STRING

LINESTRING N/A STRING

POLYGON N/A STRING

MULTIPOINT N/A STRING

MULTILINESTRING N/A STRING

MULTIPOLYGON N/A STRING

GEOMETRYCOLLEC
TION

A collection of
geometry values
of any type

STRING

JSON JSON N/A STRING

Category
Data type of the
source instance

Value range
Data type of
DataHub

Data type of a
Message Queue
for Apache Kafka
instance or a self-
managed Kafka
cluster
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Destination instance: a MaxCompute project  or an Elast icsearch cluster

Category
Data type of the
source instance

Value range MaxCompute Elasticsearch

Integer

BIT [(M)] 1 ~ 64 BOOLEAN | STRING

BOOLEAN | LONG

Not e Not e If
the data is
only one byte
long, we
recommend
that you use
the BOOLEAN
data type in
Elasticsearch.

T INYINT[(M)] -128 ~ 127 BIGINT SHORT

TINYINT[(M)]
[UNSIGNED]

0 ~ 255 BIGINT INTEGER

SMALLINT[(M)] -32768 ~ 32767 BIGINT SHORT

SMALLINT[(M)]
[UNSIGNED]

0 ~ 65535 BIGINT INTEGER

MEDIUMINT[(M)]
-8388608 ~
8388607

BIGINT INTEGER

MEDIUMINT[(M)]
[UNSIGNED]

0 ~ 16777215 BIGINT INTEGER

INT[(M)]
-2147483648 ~
2147483647

BIGINT INTEGER

INT[(M)]
[UNSIGNED]

0 ~ 4294967295 BIGINT LONG

BIGINT[(M)]

-
922337203685477
5808 ~
922337203685477
5807

BIGINT LONG

BIGINT[(M)]
[UNSIGNED]

0 ~
184467440737095
51615

BIGINT LONG
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Decimal

DECIMAL[(M[,D])]
M: 0 to 65
D: 0 to 30

DOUBLE

DOUBLE

Not e Not e If
the DECIMAL
value
contains a
decimal
point, we
recommend
that you use
the TEXT
data type in
Elasticsearch
to ensure
data
consistency.

FLOAT(p)
1.175494351E-38
~
3.402823466E+38

DOUBLE FLOAT

DOUBLE[(M,D)]

2.22507385850720
14E-308 ~
1.79769313486231
57E+308

DOUBLE DOUBLE

DATE

1000-01-01~9999-
12-31

Not eNot e
The format is
YYYY-MM-DD,
in UTC.

DATETIME

DATE

Not eNot e
The format is
YYYY-MM-DD,
in UTC. For
more
information,
see Date
format
mappings.

Category
Data type of the
source instance

Value range MaxCompute Elasticsearch
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Date and time

DATETIME[(fsp)]

1000-01-01
00:00:00.000000 ~
9999-12-31
23:59:59.999999

Not eNot e
The format is
YYYY-MM-DD
hh:mm:ss[.fr
action], in
UTC.

DATETIME

DATE

Not eNot e
The DATE
format is
yyyy-MM-
dd'T 'HH:mm:
ss, in UTC. If
DATE is
accurate to
microseconds
, its format is
yyyy-MM-
dd'T 'HH:mm:
ss.S. For more
information,
see Date
format
mappings.

T IMESTAMP[(fsp)]

1970-01-01
00:00:01.000000 ~
2038-01-19
03:14:07.999999

Not eNot e
The format is
YYYY-MM-DD
hh:mm:ss[.fr
action], in
UTC.

DATETIME

DATE

Not eNot e
The DATE
format is
yyyy-MM-
dd'T 'HH:mm:
ss, in UTC. If
DATE is
accurate to
microseconds
, its format is
yyyy-MM-
dd'T 'HH:mm:
ss.S. For more
information,
see Date
format
mappings.

Category
Data type of the
source instance

Value range MaxCompute Elasticsearch
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TIME[(fsp)]

-
838:59:59.000000
~
838:59:59.000000

Not eNot e
The format is
hh:mm:ss[.fr
action], in
UTC.

STRING

DATE

Not eNot e
The DATE
format is
YYYY-MM-DD,
in UTC. For
more
information,
see Date
format
mappings.

YEAR[(4)]
1901 to 2155, or
0000

STRING

DATE

Not eNot e
The DATE
format is
yyyy, in UTC.
For more
information,
see Date
format
mappings.

CHAR[(M)]
0 to 255
characters

STRING TEXT

VARCHAR(M)
0 to 65,535
characters

STRING TEXT

BINARY[(M)] 0 to 255 bytes STRING BINARY

VARBINARY(M) 0 to 65,535 bytes STRING BINARY

TINYBLOB
255 (2^8 - 1)
bytes

STRING BINARY

TINYTEXT
255 (2^8 - 1)
characters

STRING TEXT

BLOB
65,535 (2^16 - 1)
bytes

STRING BINARY

TEXT
65,535 (2^16 - 1)
characters

STRING TEXT

MEDIUMBLOB
16,777,215 (2^24 -
1) bytes

STRING BINARY

Category
Data type of the
source instance

Value range MaxCompute Elasticsearch
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String

MEDIUMTEXT
16,777,215 (2^24 -
1) characters

STRING TEXT

LONGBLOB
4,294,967,295 or 4
GB (2^32 - 1)
bytes

STRING BINARY

LONGTEXT
4,294,967,295 or 4
GB (2^32 - 1)
characters

STRING TEXT

ENUM('value1','val
ue2',...)

An ENUM column
can have a
maximum of
65,535 distinct
elements.

STRING KEYWORD

SET('value1','value
2',...)

A SET  column can
have a maximum
of 64 distinct
elements.

STRING KEYWORD

Spatial

GEOMETRY
Geometry values
of any type

STRING GEO_SHAPE

POINT N/A STRING GEO_POINT

LINESTRING N/A STRING GEO_SHAPE

POLYGON N/A STRING GEO_SHAPE

MULTIPOINT N/A STRING

GEO_SHAPE

Not e Not e If
the data is
only one byte
long, we
recommend
that you use
the BOOLEAN
data type in
Elasticsearch.

MULTILINESTRING N/A STRING GEO_SHAPE

MULTIPOLYGON N/A STRING GEO_SHAPE

Category
Data type of the
source instance

Value range MaxCompute Elasticsearch
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GEOMETRYCOLLEC
TION

A collection of
geometry values
of any type

STRING GEO_SHAPE

JSON JSON N/A STRING

OBJECT

Not e Not e If
the data is
only one byte
long, we
recommend
that you use
the BOOLEAN
data type in
Elasticsearch.

Category
Data type of the
source instance

Value range MaxCompute Elasticsearch

Synchronize data from an Oracle databaseSynchronize data from an Oracle database
The following table lists the data type mappings between a self-managed Oracle database and an
Analyt icDB for PostgreSQL instance.

Not e Not e If  the value range of the data to be synchronized from the source instance exceeds
the range supported by DTS, the accuracy of the data written to the dest ination instance will
decrease.

Category Data type of Oracle Value range
Data type of AnalyticDB
for PostgreSQL

Numeric

NUMBER(p,s)

1 to 22 bytes
The argument p
indicates the precision.
Valid values: 1 to 38.
The argument s
indicates the scale.
Valid values: -84 to 127.

DECIMAL | T INYINT |
SMALLINT | INTEGER |
BIGINT

FLOAT(p)

1 to 22 bytes
The variable p indicates
a pointer. Valid values:
1 to 126 bits.

DOUBLE PRECISION

BINARY_FLOAT
A 32-bit  floating-point
number (4 bytes)

DOUBLE PRECISION

BINARY_DOUBLE
A 64-bit  floating-point
number (8 bytes)

DOUBLE PRECISION

DATE N/A TIMESTAMP(0)
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Date and time

TIMESTAMP
[(fractional_seconds_pr
ecision)]

N/A TIMESTAMP

TIMESTAMP
[(fractional_seconds_pr
ecision)] WITH T IME
ZONE

N/A
TIMESTAMP WITH T IME
ZONE

TIMESTAMP
[(fractional_seconds_pr
ecision)] WITH LOCAL
TIME ZONE

N/A
TIMESTAMP WITH T IME
ZONE

INTERVAL YEAR
[(year_precision)] TO
MONTH

N/A VARCHAR(32)

INTERVAL DAY
[(day_precision)] TO
SECOND
[(fractional_seconds_pr
ecision)]

N/A VARCHAR(32)

String

CHAR [(size [BYTE |
CHAR])]

2,000 bytes CHAR

NCHAR[(size)] 2,000 bytes VARCHAR

VARCHAR2(size [BYTE |
CHAR])

If MAX_STRING_SIZE is
set to EXTENDED, the
maximum size is 32,767
bytes.
If MAX_STRING_SIZE is
set to STANDARD, the
maximum size is 4,000
bytes.

VARCHAR

NVARCHAR2(size)

If MAX_STRING_SIZE is
set to EXTENDED, the
maximum size is 32,767
bytes.
If MAX_STRING_SIZE is
set to STANDARD, the
maximum size is 4,000
bytes.

VARCHAR

LONG
The maximum size is 2
GB (2^31 - 1).

TEXT

Category Data type of Oracle Value range
Data type of AnalyticDB
for PostgreSQL

Dat a Synchronizat ion··Dat a t ype ma
ppings for schema synchronizat ion

Dat a Transmission Service

25 > Document  Version: 20220712



RAW(size)
The maximum size is
32,767 bytes or 2,000
bytes.

BYTEA

LONG RAW
The maximum size is 2
GB.

BYTEA

CLOB
The maximum size is (4
GB - 1) ×
DB_BLOCK_SIZE.

TEXT

NCLOB
The maximum size is (4
GB - 1) ×
DB_BLOCK_SIZE.

TEXT

BLOB
The maximum size is (4
GB - 1) ×
DB_BLOCK_SIZE.

BYTEA

BFILE
The maximum size is 4
GB.

Not supported

JSON JSON
The maximum size is 32
MB.

JSON

ROWID ROWID 64 characters OID

Spatial Customization required Not supported

Category Data type of Oracle Value range
Data type of AnalyticDB
for PostgreSQL

Not e Not e If  an Oracle data type is not supported by Analyt icDB for PostgreSQL, DTS converts the
data type to BYTEA. If  the conversion fails, DTS sets the field value to NULL.

Synchronize data from a PostgreSQL databaseSynchronize data from a PostgreSQL database
The following table lists the data type mappings between PostgreSQL and Analyt icDB for PostgreSQL.
The source PostgreSQL database can be a self-managed PostgreSQL database or an ApsaraDB RDS for
PostgreSQL instance.

Not e Not e If  the value range of the data to be synchronized from the source instance exceeds
the range supported by DTS, the accuracy of the data written to the dest ination instance will
decrease.

Category
Data type of
PostgreSQL

Value range
Data type of AnalyticDB
for PostgreSQL

SMALLINT -32767 to +32767 SMALLINT

INTEGER
-2147483648 to
+2147483647

INTEGER
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Integer

BIGINT
-9223372036854775808
to
+9223372036854775807

BIGINT

Decimal

DECIMAL

Up to 131072 digits
before the decimal
point. Up to 16383
digits after the decimal
point.

DECIMAL

NUMERIC

Up to 131072 digits
before the decimal
point. Up to 16383
digits after the decimal
point.

NUMERIC

REAL
6 decimal digits of
precision

REAL

DOUBLE PRECISION
15 decimal digits of
precision

DOUBLE PRECISION

Monetary MONEY

-92233720368547758.08
to
+92233720368547758.0
7

MONEY

String

CHARACTER VARYING(n) N/A CHARACTER VARYING(n)

CHARACTER(n) N/A CHARACTER(n)

TEXT N/A TEXT

CHAR
The default length is 1
byte.

CHAR

NAME
The maximum length is
64 bytes.

NAME

Text search

TSQUERY A text query TEXT

TSVECTOR
A document in a form
optimized for text
search

TEXT

Binary BYTEA
1 or 4 bytes plus the
actual binary string

BYTEA

TIMESTAMP [ (p) ] [
WITHOUT T IME ZONE ]

Date and time without
time zone. Storage
size: 8 bytes.

T IMESTAMP [ (p) ] [
WITHOUT T IME ZONE ]

Category
Data type of
PostgreSQL

Value range
Data type of AnalyticDB
for PostgreSQL

Dat a Synchronizat ion··Dat a t ype ma
ppings for schema synchronizat ion

Dat a Transmission Service

27 > Document  Version: 20220712



Date and time

TIMESTAMP [ (p) ] WITH
TIME ZONE

Date and time with t ime
zone. Storage size: 8
bytes.

T IMESTAMP [ (p) ] WITH
TIME ZONE

DATE
A date. Storage size: 4
bytes.

DATE

TIME [ (p) ] [ WITHOUT
TIME ZONE ]

A t ime without t ime
zone. Storage size: 8
bytes.

T IME [ (p) ] [ WITHOUT
TIME ZONE ]

T IME [ (p) ] WITH T IME
ZONE

A time with t ime zone.
Storage size: 12 bytes.

T IME [ (p) ] WITH T IME
ZONE

interval [ fields ] [ (p) ]
A t ime interval. Storage
size: 16 bytes.

interval [ fields ] [ (p) ]

Boolean BOOLEAN 1 byte BOOLEAN

Enumerated Customization required N/A VARCHAR(128)

Spatial

POINT
A point on a plane.
Storage size: 16 bytes.

POINT

LINE
An infinite line. Storage
size: 32 bytes.

LINE

LSEG
A finite line segment.
Storage size: 32 bytes.

LSEG

BOX
A rectangular box.
Storage size: 32 bytes.

BOX

PATH
A path. Storage size: 16
+ 16n bytes.

PATH

POLYGON
A polygon (similar to
closed path). Storage
size: 40 + 16n bytes.

POLYGON

CIRCLE
A circle. Storage size:
24 bytes.

CIRCLE

Network address

CIDR
IPv4 and IPv6 networks.
Storage size: 7 or 19
bytes.

CIDR

INET
IPv4 and IPv6 hosts and
networks. Storage size:
7 or 19 bytes.

INET

Category
Data type of
PostgreSQL

Value range
Data type of AnalyticDB
for PostgreSQL
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Network address

MACADDR
MAC addresses. Storage
size: 6 bytes.

MACADDR

MACADDR8
MAC addresses in EUI-64
format. Storage size: 8
bytes.

MACADDR8

Bit string
Bit (n) N/A Bit (n)

BIT  VARYING (n) N/A BIT  VARYING (n)

UUID UUID N/A VARCHAR(64)

XML XML N/A XML

JSON
JSON N/A JSON

JSONB N/A JSONB

Category
Data type of
PostgreSQL

Value range
Data type of AnalyticDB
for PostgreSQL

Synchronize data from an SQL Server databaseSynchronize data from an SQL Server database
The following table lists the data type mappings between SQL Server and Analyt icDB databases. The
source instance can be a self-managed SQL Server database or an ApsaraDB RDS for SQL Server
instance. The dest ination instance can be an Analyt icDB for MySQL cluster or an Analyt icDB for
PostgreSQL instance.

Not e Not e If  the value range of the data to be synchronized from the source instance exceeds
the range supported by DTS, the accuracy of the data written to the dest ination instance will
decrease.

Category
Data type of SQL
Server

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL

Integer

BIT

An INTEGER data
type that can take
a value of 1, 0, or
NULL

BOOLEAN BIT(1)

T INYINT 0 to 255 TINYINT SMALLINT

SMALLINT
-32,768 (-2^15) to
32,767 (2^15 - 1)

SMALLINT SMALLINT

INT

-2,147,483,648 (-
2^31) to
2,147,483,647
(2^31 - 1)

INTEGER INTEGER
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BIGINT

-
9,223,372,036,854,
775,808 (-2^63) to
9,223,372,036,854,
775,807 (2^63 - 1)

BIGINT BIGINT

Decimal

NUMERIC[ (p[ ,s] )]
-10^38 + 1 to
10^38 - 1 (1 <= p
<= 38)

DECIMAL DECIMAL

DECIMAL[ (p[ ,s] )]
-10^38 + 1 to
10^38 - 1 (1 <= p
<= 38)

DECIMAL DECIMAL

FLOAT

-1.79E + 308 to -
2.23E - 308, 0, and
2.23E - 308 to
1.79E + 308

DOUBLE DOUBLE PRECISION

REAL

-3.40E + 38 to -
1.18E - 38, 0, and
1.18E - 38 to 3.40E
+ 38

FLOAT REAL

Monetary

MONEY

-
922,337,203,685,4
77.5808 to
922,337,203,685,4
77.5807

DECIMAL(19, 4) DECIMAL(19, 4)

SMALLMONEY
-214,748.3648 to
214,748.3647

DECIMAL(10, 4) DECIMAL(10, 4)

DATE
0001-01-01 to
9999-12-31

DATE DATE

DATETIME

Date range:
January 1, 1753 to
December 31,
9999
Time range:
00:00:00 to
23:59:59.997

DATETIME
TIMESTAMP(3)
WITHOUT T IME
ZONE

DATETIME2[
(fractional
seconds precision)
]

Date range:
January 1,1 CE to
December 31,
9999 CE
T ime range:
00:00:00 to
23:59:59.9999999

DATETIME
TIMESTAMP(7)
WITHOUT T IME
ZONE

Category
Data type of SQL
Server

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL
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Date and time

DATETIMEOFFSET [
(fractional
seconds precision)
]

Date range:
January 1, 1 CE to
December 31,
9999 CE
T ime range:
00:00:00 to
23:59:59.9999999
Time zone offset
range: -14:00 to
+14:00

TIMESTAMP
TIMESTAMP(7)
WITH T IME ZONE

SMALLDATETIME

The time is based
on a 24-hour day,
with seconds
always zero (:00)
and without
fractional
seconds.

DATETIME
TIMESTAMP
WITHOUT T IME
ZONE

TIME [ (fractional
second scale) ]

00:00:00.0000000
to
23:59:59.9999999

TIME
TIME(7) WITH T IME
ZONE

BINARY [ ( n ) ]
Valid values of n:
1 to 8,000.

VARBINARY BYTEA

VARBINARY [ ( n |
max) ]

Valid values of n:
1 to 8,000. max
indicates that the
maximum storage
size is 2^31 - 1
bytes.

VARBINARY BYTEA

CHAR [ ( n ) ]

Valid values of n:
1 to 8,000. The
storage size is n
bytes.

VARCHAR CHARACTER

VARCHAR [ ( n |
max ) ]

Valid values of n:
1 to 8,000. max
indicates that the
maximum storage
size is 2^31 - 1
bytes (2 GB).

VARCHAR CHARACTER

Category
Data type of SQL
Server

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL
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String

NCHAR [ ( n ) ]

n defines the
string size in byte-
pairs. Valid values
of n: 1 to 4,000.
The storage size
is two times n
bytes.

VARCHAR
CHARACTER
VARYING

NVARCHAR [ ( n |
max ) ]

n defines the
string size in byte-
pairs. Valid values
of n: 1 to 1 to
4,000. max
indicates that the
maximum storage
size is 2^30 - 1
characters (2 GB).

VARCHAR
CHARACTER
VARYING

NTEXT

Variable-length
Unicode data with
a maximum string
length of
1,073,741,823
(2^30 - 1) bytes.

VARCHAR TEXT

TEXT

The maximum
string length is
2,147,483,647
(2^31 - 1) bytes.

VARCHAR TEXT

IMAGE

Variable-length
binary data from 0
to 2,147,483,647
(2^31 - 1) bytes.

VARBINARY BYTEA

Spatial
(geography and
geometry)

GEOGRAPHY N/A VARCHAR Not supported

GEOMETRY N/A VARCHAR Not supported

XML

XML ( [ CONTENT |
DOCUMENT ]
xml_schema_colle
ction )

N/A VARCHAR XML

Others

UNIQUEIDENTIFIER N/A VARCHAR CHARACTER(36)

SQL_VARIANT N/A Not supported Not supported

HIERARCHYID N/A Not supported Not supported

Category
Data type of SQL
Server

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL
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SYSNAME N/A VARCHAR
CHARACTER
VARYING(128)

Category
Data type of SQL
Server

Value range
Data type of
AnalyticDB for
MySQL

Data type of
AnalyticDB for
PostgreSQL

Synchronize data from a Db2 for LUW databaseSynchronize data from a Db2 for LUW database
The following table lists the data type mappings between a Db2 for LUW database and a MySQL
database.

Not e Not e If  the value range of the data to be synchronized from the source instance exceeds
the range supported by DTS, the accuracy of the data written to the dest ination instance will
decrease.

Category
Data type of Db2 for
LUW

Value range Data type of MySQL

Integer

SMALLINT -32,768~+32,767 SMALLINT

INTEGER
-
2,147,483,648~+2,147,4
83,647

INT

BIGINT

-
9,223,372,036,854,775,8
08~
+9,223,372,036,854,775,
807

BIGINT

Decimal

DECIMAL(precision-
integer, scale-integer)

p<=38 DECIMAL

FLOAT(integer)

The value range is 1 to
53. If the integer is
between 1 and 24
inclusive, the format is
single precision
floating-point. If the
integer is between 25
and 53 inclusive, the
format is double
precision floating-point.

FLOAT

DECFLOAT(precision-
integer)

N/A DECIMAL(65,10)

DATE 0001-01-01~9999-12-31 DATE

TIME 00:00:00~24:00:00 TIME
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Date and time

TIMESTAMP(integer)

0001-01-01-
00.00.00.000000000000
~9999-12-31-
24.00.00.000000000000;
0<=p<= 12

DATETIME

String

CHARACTER(integer) 254 CHAR | VARCHAR

VARCHAR(integer) 32,672 VARCHAR

CHARACTER(integer) FOR
BIT  DATA

254 BLOB

CLOB 2,147,483,647 LONGTEXT

GRAPHIC(integer) 127 CHAR(length*4)

VARGRAPHIC(integer) 16,336 CHAR(length*4)

DBCLOB(integer) 1,073,741,823 VARCHAR | LONGTEXT

BLOB 2,147,483,647 LONGBLOB

Others XML 2,147,483,647 VARCHAR | LONGTEXT

Category
Data type of Db2 for
LUW

Value range Data type of MySQL

Synchronize data from a Db2 for i databaseSynchronize data from a Db2 for i database
The following table lists the data type mappings between a Db2 for i database and a MySQL database.

Not e Not e If  the value range of the data to be synchronized from the source instance exceeds
the range supported by DTS, the accuracy of the data written to the dest ination instance will
decrease.

Category Data type of Db2 for i Value range Data type of MySQL

Integer

SMALLINT -32,768~+32,767 SMALLINT

INTEGER
-
2,147,483,648~+2,147,4
83,647

INT

BIGINT

-
9,223,372,036,854,775,8
08~
+9,223,372,036,854,775,
807

BIGINT

DECIMAL(precision-
integer, scale-integer)

p<=63 DECIMAL
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Decimal
NUMERIC N/A DECIMAL

FLOAT(integer) N/A FLOAT

DECFLOAT(precision-
integer)

N/A DECIMAL(65,10)

Date and time

DATE 0001-01-0~9999-12-31 DATE

TIME 00:00:00~24:00:00 TIME

TIMESTAMP(integer)

0001-01-01-
00.00.00.000000000000
to 9999-12-31-
24.00.00.000000000000
(0 <= p <= 12)

DATETIME

String

CHAR(integer) 32,765 CHAR | VARCHAR

VARCHAR(integer) 32,739 VARCHAR

CHAR(integer) FOR BIT
DATA

N/A BLOB

CLOB 2,147,483,647 LONGTEXT

GRAPHIC(integer) 16,382 CHAR

VARGRAPHIC(integer) 16,369 VARCHAR

DBCLOB(integer) 1,073,741,823 LONGTEXT

BINARY 32,765 BINARY

VARBIN 32,739 VARBINARY

BLOB 2,147,483,647 LONGBLOB

Others

DATALINK N/A VARCHAR | LONGTEXT

ROWID 40 VARCHAR | LONGTEXT

XML 2,147,483,647 VARCHAR | LONGTEXT

Category Data type of Db2 for i Value range Data type of MySQL
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This topic describes the precautions and limits when you synchronize data from MySQL databases, such
as self-managed MySQL databases and ApsaraDB RDS for MySQL instances. To ensure that your data
synchronization task runs as expected, you must read the precautions and limits before you configure
the task.

Scenarios of synchronizing data from a MySQL databaseScenarios of synchronizing data from a MySQL database
Take note of precautions and limits in the following data synchronization scenarios:

Not eNot e
By default , Data Transmission Service (DTS) disables FOREIGN KEY constraints for the dest ination
database in a data synchronization task. Therefore, the cascade and delete operations of the
source database are not synchronized to the following dest ination databases:

MySQL (ApsaraDB RDS for MySQL instance and self-managed MySQL database)

PolarDB for MySQL cluster

Analyt icDB for MySQL cluster

Analyt icDB for PostgreSQL instance

Elast icsearch cluster

ApsaraDB for ClickHouse cluster

Tablestore instance

PolarDB-X 2.0 instance

Synchronize data between MySQL databases

Synchronize data from a MySQL database to a PolarDB for MySQL cluster

Synchronize data from a MySQL database to an Analyt icDB for MySQL cluster

Synchronize data from a MySQL database to an Analyt icDB for PostgreSQL instance

Synchronize data from a MySQL database to a DataHub project

Synchronize data from a MySQL database to an Elast icsearch cluster

Synchronize data from a MySQL database to a MaxCompute project

Synchronize data from a MySQL database to an ApsaraDB for ClickHouse cluster

Synchronize data from a MySQL database to a Tablestore instance

Synchronize data from a MySQL database to a Message Queue for Apache Kafka instance or a self-
managed Kafka cluster

Synchronize data from a MySQL database to a PolarDB-X instance

Synchronize data between MySQL databasesSynchronize data between MySQL databases
The following table describes the precautions and limits when you synchronize data between MySQL

3.Precautions and limits3.Precautions and limits
3.1. Precautions and limits for3.1. Precautions and limits for
synchronizing data from a MySQLsynchronizing data from a MySQL
databasedatabase
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databases, such as self-managed MySQL databases and ApsaraDB RDS for MySQL instances.

One-way data synchronization between MySQL databases

Category Description

Limits on
the source
database

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all fields
must be unique. Otherwise, the destination database may contain duplicate data
records.

If you select tables as the objects to synchronize and you want to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature is enabled. For more information about how to enable
binary logging, see Modify the parameters of an ApsaraDB RDS for MySQL instance. In
addition, the binlog_row_image parameter must be set to full. Otherwise, error
messages are returned during precheck and the data synchronization task cannot be
started.

Not iceNot ice

If the source database is a self-managed MySQL database, you must
enable binary logging and set binlog_format to row and
binlog_row_image to full.

If the self-managed MySQL database is deployed in a dual-primary
cluster, you must set log_slave_updates to ON. This ensures that DTS can
obtain all binary logs. For more information, see Create an account for a
user-created MySQL database and configure binary logging.

For an incremental data synchronization task, the binary logs of the source database
are retained for at least 24 hours. For a full data and incremental data synchronization
task, the binary logs of the source database are retained for at least seven days. After
full data synchronization is complete, you can set the retention period to more than
24 hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that you
set the retention period of binary logs in accordance with the preceding requirements.
Otherwise, the Service Level Agreement (SLA) of DTS does not ensure service reliability
and performance. For more information about binary log files and log backup files of
an ApsaraDB RDS for MySQL instance, see Introduction to binary log files and log
backup files of an ApsaraDB RDS for MySQL instance.
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Other
limits

To ensure compatibility, the version of the destination database must be the same as or
later than that of the source database. If the version of the destination database is
earlier than that of the source database, database compatibility issues may occur.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the
loads on the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in
the tables of the destination database. After full data synchronization is complete, the
size of the used tablespace of the destination database is larger than that of the source
database.

If you select one or more tables instead of an entire database as the objects to
synchronize, do not use gh-ost or pt-online-schema-change to perform DDL operations
on the tables during data synchronization. Otherwise, data may fail to be synchronized.
If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to
perform online DDL operations.

Precaution
s

If the source database is a self-managed MySQL database, take note of the following
items:

If you perform a primary/secondary switchover on the source database when the data
synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest
synchronized data in the destination database and the current t imestamp in the source
database. If no DML operation is performed on the source database for a long time, the
synchronization latency may be inaccurate. If the synchronization latency is too high, you
can perform a DML operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to synchronize, you can
create a heartbeat table. The heartbeat table is updated or receives data every
second.

Category Description

Two-way data synchronization between MySQL databases

Category Description
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Limits on the
source and
destination
databases

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all
fields must be unique. Otherwise, the destination database may contain duplicate
data records.

If you select tables as the objects to synchronize and you want to edit  tables (such
as renaming tables or columns) in the destination database, up to 1,000 tables can
be synchronized in a single data synchronization task. If you run a task to
synchronize more than 1,000 tables, a request error occurs. In this case, we
recommend that you split  the tables and configure multiple tasks to synchronize
the tables, or configure a task to synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature is enabled. For more information about how to
enable binary logging, see Modify the parameters of an ApsaraDB RDS for MySQL
instance. In addition, the binlog_row_image parameter must be set to full.
Otherwise, error messages are returned during precheck and the data
synchronization task cannot be started.

Not iceNot ice

If the source database is a self-managed MySQL database, you must
enable binary logging and set binlog_format to row and
binlog_row_image to full.

If the self-managed MySQL database is deployed in a dual-primary
cluster, you must set log_slave_updates to ON. This ensures that
DTS can obtain all binary logs. For more information, see Create an
account for a user-created MySQL database and configure binary
logging.

For an incremental data synchronization task, the binary logs of the source
database are retained for at least 24 hours. For a full data and incremental data
synchronization task, the binary logs of the source database are retained for at
least seven days. After full data synchronization is complete, you can set the
retention period to more than 24 hours. Otherwise, DTS may fail to obtain the
binary logs and the task may fail. In exceptional circumstances, data
inconsistency or loss may occur. Make sure that you set the retention period of
binary logs in accordance with the preceding requirements. Otherwise, the
Service Level Agreement (SLA) of DTS does not ensure service reliability and
performance. For more information about binary log files and log backup files of
an ApsaraDB RDS for MySQL instance, see Introduction to binary log files and log
backup files of an ApsaraDB RDS for MySQL instance.

Category Description
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Other limits

To ensure compatibility, the version of the destination database must be the same
as or later than that of the source database. If the version of the destination
database is earlier than that of the source database, database compatibility issues
may occur.

When DTS runs a two-way data synchronization task, DTS creates a database
named dts in the destination database to prevent circular synchronization. When
the task is running, do not modify the dts database.

If the source or destination database is located in a region outside the Chinese
mainland, two-way data synchronization is supported only between databases
located within the same region. For example, two-way data synchronization is
supported between databases within the Japan (Tokyo) region. Two-way data
synchronization between a database in the Japan (Tokyo) region and another
database in the Germany (Frankfurt) region is not supported.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads on the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. After full data synchronization is
complete, the size of the used tablespace of the destination database is larger
than that of the source database.

If you select one or more tables instead of an entire database as the objects to
synchronize, do not use gh-ost or pt-online-schema-change to perform DDL
operations on the tables during data synchronization. Otherwise, data may fail to
be synchronized.
If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, data loss may occur in the destination database when you
use DMS to perform online DDL operations.

By default, DTS disables FOREIGN KEY constraints for the destination database in a
data synchronization task. Therefore, the cascade and delete operations of the
source database are not synchronized to the destination database.

For a table that is synchronized in both the forward and reverse synchronization
and both the full data and incremental data of the table are synchronized in the
forward synchronization, DTS synchronizes only the incremental data of the table in
the reverse synchronization.

Category Description
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Special cases

If the source database is a self-managed MySQL database, take note of the following
items:

If you perform a primary/secondary switchover on the source database when the
data synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest
synchronized data in the destination database and the current t imestamp in the
source database. If no DML operation is performed on the source database for a
long time, the synchronization latency may be inaccurate. If the synchronization
latency is too high, you can perform a DML operation on the source database to
update the latency.

Not e Not e If you select an entire database as the object to synchronize, you
can create a heartbeat table. The heartbeat table is updated or receives data
every second.

Category Description

Synchronize data from a MySQL database to a PolarDB for MySQLSynchronize data from a MySQL database to a PolarDB for MySQL
clustercluster

One-way data synchronization from a MySQL database to a PolarDB for MySQL cluster

Category Description
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Limits on the
source
database

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all
fields must be unique. Otherwise, the destination database may contain duplicate
data records.

If you select tables as the objects to synchronize and you want to edit  tables (such
as renaming tables or columns) in the destination database, up to 1,000 tables can
be synchronized in a single data synchronization task. If you run a task to
synchronize more than 1,000 tables, a request error occurs. In this case, we
recommend that you split  the tables and configure multiple tasks to synchronize
the tables, or configure a task to synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature is enabled. For more information about how to
enable binary logging, see Modify the parameters of an ApsaraDB RDS for MySQL
instance. In addition, the binlog_row_image parameter must be set to full.
Otherwise, error messages are returned during precheck and the data
synchronization task cannot be started.

Not iceNot ice

If the source database is a self-managed MySQL database, you must
enable binary logging and set binlog_format to row and
binlog_row_image to full.

If the self-managed MySQL database is deployed in a dual-primary
cluster, you must set log_slave_updates to ON. This ensures that
DTS can obtain all binary logs. For more information, see Create an
account for a user-created MySQL database and configure binary
logging.

For an incremental data synchronization task, the binary logs of the source
database are retained for at least 24 hours. For a full data and incremental data
synchronization task, the binary logs of the source database are retained for at
least seven days. After full data synchronization is complete, you can set the
retention period to more than 24 hours. Otherwise, DTS may fail to obtain the
binary logs and the task may fail. In exceptional circumstances, data
inconsistency or loss may occur. Make sure that you set the retention period of
binary logs in accordance with the preceding requirements. Otherwise, the
Service Level Agreement (SLA) of DTS does not ensure service reliability and
performance. For more information about binary log files and log backup files of
an ApsaraDB RDS for MySQL instance, see Introduction to binary log files and log
backup files of an ApsaraDB RDS for MySQL instance.

Category Description
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Other limits

To ensure compatibility, the version of the destination database must be the same
as or later than that of the source database. If the version of the destination
database is earlier than that of the source database, database compatibility issues
may occur.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads on the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. After full data synchronization is
complete, the size of the used tablespace of the destination database is larger
than that of the source database.

If you select one or more tables instead of an entire database as the objects to
synchronize, do not use gh-ost or pt-online-schema-change to perform DDL
operations on the tables during data synchronization. Otherwise, data may fail to
be synchronized.
If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, data loss may occur in the destination database when you
use DMS to perform online DDL operations.

Special cases

If the source database is a self-managed MySQL database, take note of the following
items:

If you perform a primary/secondary switchover on the source database when the
data synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest
synchronized data in the destination database and the current t imestamp in the
source database. If no DML operation is performed on the source database for a
long time, the synchronization latency may be inaccurate. If the synchronization
latency is too high, you can perform a DML operation on the source database to
update the latency.

Not e Not e If you select an entire database as the object to synchronize, you
can create a heartbeat table. The heartbeat table is updated or receives data
every second.

Category Description

Two-way data synchronization from a MySQL database to a PolarDB for MySQL cluster
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Category Description

Limits on the
source and
destination
databases

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all
fields must be unique. Otherwise, the destination database may contain duplicate
data records.

If you select tables as the objects to synchronize and you want to edit  tables (such
as renaming tables or columns) in the destination database, up to 1,000 tables can
be synchronized in a single data synchronization task. If you run a task to
synchronize more than 1,000 tables, a request error occurs. In this case, we
recommend that you split  the tables and configure multiple tasks to synchronize
the tables, or configure a task to synchronize the entire database.

The following requirements for binary logs must be met:

For the MySQL database:
The binary logging feature is enabled. For more information about how to
enable binary logging, see Modify the parameters of an ApsaraDB RDS for MySQL
instance. In addition, the binlog_row_image parameter must be set to full.
Otherwise, error messages are returned during precheck and the data
synchronization task cannot be started.

Not iceNot ice

If the source database is a self-managed MySQL database, you must
enable binary logging and set binlog_format to row and
binlog_row_image to full.

If the self-managed MySQL database is deployed in a dual-primary
cluster, you must set log_slave_updates to ON. This ensures that
DTS can obtain all binary logs. For more information, see Create an
account for a user-created MySQL database and configure binary
logging.

For the PolarDB for MySQL cluster:
The binary logging feature must be enabled. The loose_polar_log_bin parameter
must be set to on. Otherwise, error messages are returned during precheck and
the data synchronization task cannot be started.

For an incremental data synchronization task, the binary logs of the source
database are retained for at least 24 hours. For a full data and incremental data
synchronization task, the binary logs of the source database are retained for at
least seven days. After full data synchronization is complete, you can set the
retention period to more than 24 hours. Otherwise, DTS may fail to obtain the
binary logs and the task may fail. In exceptional circumstances, data
inconsistency or loss may occur. Make sure that you set the retention period of
binary logs in accordance with the preceding requirements. Otherwise, the
Service Level Agreement (SLA) of DTS does not ensure service reliability and
performance. For more information about binary log files and log backup files of
an ApsaraDB RDS for MySQL instance, see Introduction to binary log files and log
backup files of an ApsaraDB RDS for MySQL instance.

Dat a Transmission Service Dat a Synchronizat ion··Precaut ions a
nd limit s

> Document  Version: 20220712 44

https://www.alibabacloud.com/help/doc-detail/96063.htm#concept-lfl-xmn-wdb
https://www.alibabacloud.com/help/doc-detail/125728.htm#concept-1198525
https://www.alibabacloud.com/help/doc-detail/290878.htm#concept-2101409


Category Description
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Other limits

When DTS runs a two-way data synchronization task, DTS creates a database
named dts in the destination database to prevent circular synchronization. When
the task is running, do not modify the dts database.

If the source or destination database is located in a region outside the Chinese
mainland, two-way data synchronization is supported only between databases
located within the same region. For example, two-way data synchronization is
supported between databases within the Japan (Tokyo) region. Two-way data
synchronization between a database in the Japan (Tokyo) region and another
database in the Germany (Frankfurt) region is not supported.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, data loss may occur in the destination database when you
use DMS to perform online DDL operations.

By default, DTS disables FOREIGN KEY constraints for the destination database in a
data synchronization task. Therefore, the cascade and delete operations of the
source database are not synchronized to the destination database.

For a table that is synchronized in both the forward and reverse synchronization
and both the full data and incremental data of the table are synchronized in the
forward synchronization, DTS synchronizes only the incremental data of the table in
the reverse synchronization.

Special cases

If the source database is a self-managed MySQL database, take note of the following
items:

If you perform a primary/secondary switchover on the source database when the
data synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest
synchronized data in the destination database and the current t imestamp in the
source database. If no DML operation is performed on the source database for a
long time, the synchronization latency may be inaccurate. If the synchronization
latency is too high, you can perform a DML operation on the source database to
update the latency.

Not e Not e If you select an entire database as the object to synchronize, you
can create a heartbeat table. The heartbeat table is updated or receives data
every second.

Category Description

Synchronize data from a MySQL database to an AnalyticDB forSynchronize data from a MySQL database to an AnalyticDB for
MySQL clusterMySQL cluster
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Category Description

Limits on
the source
database

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to synchronize and you want to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature is enabled. For more information about how to enable binary
logging, see Modify the parameters of an ApsaraDB RDS for MySQL instance. In addition,
the binlog_row_image parameter must be set to full. Otherwise, error messages are
returned during precheck and the data synchronization task cannot be started.

Not iceNot ice

If the source database is a self-managed MySQL database, you must enable
binary logging and set binlog_format to row and binlog_row_image to full.

If the self-managed MySQL database is deployed in a dual-primary cluster,
you must set log_slave_updates to ON. This ensures that DTS can obtain all
binary logs. For more information, see Create an account for a user-created
MySQL database and configure binary logging.

For an incremental data synchronization task, the binary logs of the source database are
retained for at least 24 hours. For a full data and incremental data synchronization task,
the binary logs of the source database are retained for at least seven days. After full
data synchronization is complete, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that you set
the retention period of binary logs in accordance with the preceding requirements.
Otherwise, the Service Level Agreement (SLA) of DTS does not ensure service reliability
and performance. For more information about binary log files and log backup files of an
ApsaraDB RDS for MySQL instance, see Introduction to binary log files and log backup
files of an ApsaraDB RDS for MySQL instance.

During synchronization, do not perform DDL operations to modify the primary key and add
comments (such as  ALTER TABLE table_name COMMENT='comments on the table'; ),
Otherwise, the DDL execution will fail during data synchronization.
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Other
limits

Prefix indexes cannot be synchronized. If the source database contains prefix indexes, data
may fail to be synchronized.

Due to the limits of , if the disk space usage of the nodes in an cluster reaches 80%, the
task is delayed and error messages are returned. We recommend that you estimate the
required disk space based on the objects to synchronize. You must ensure that the
destination cluster has sufficient storage space.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the loads
on the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data synchronization is complete, the size of
the used tablespace of the destination database is larger than that of the source
database.

If you select one or more tables instead of an entire database as the objects to
synchronize, do not use gh-ost or pt-online-schema-change to perform DDL operations on
the tables during data synchronization. Otherwise, data may fail to be synchronized.
If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

If you use only DTS to write data to the destination database in the cluster, you can use
DMS to perform online DDL operations on source tables during data synchronization. For
more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.

Special
cases

If the source database is a self-managed MySQL database, take note of the following items:

If you perform a primary/secondary switchover on the source database when the data
synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest synchronized
data in the destination database and the current t imestamp in the source database. If no
DML operation is performed on the source database for a long time, the synchronization
latency may be inaccurate. If the synchronization latency is too high, you can perform a
DML operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to synchronize, you can
create a heartbeat table. The heartbeat table is updated or receives data every
second.

Category Description

Synchronize data from a MySQL database to an AnalyticDB forSynchronize data from a MySQL database to an AnalyticDB for
PostgreSQL instancePostgreSQL instance
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Category Description

Limits on
the source
database

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to synchronize and you want to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled. For more information about how to enable
binary logging, see Modify the parameters of an ApsaraDB RDS for MySQL instance. In
addition, the binlog_row_image parameter must be set to full. Otherwise, error
messages are returned during precheck and the data synchronization task cannot be
started.

Not iceNot ice

If the source database is a self-managed MySQL database, you must enable
binary logging and set binlog_format to row and binlog_row_image to full.

If the self-managed MySQL database is deployed in a dual-primary cluster,
you must set log_slave_updates to ON. This ensures that DTS can obtain all
binary logs. For more information, see Create an account for a user-created
MySQL database and configure binary logging.

For an incremental data synchronization task, the binary logs of the source database are
retained for at least 24 hours. For a full data and incremental data synchronization task,
the binary logs of the source database are retained for at least seven days. After full
data synchronization is complete, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that you set
the retention period of binary logs in accordance with the preceding requirements.
Otherwise, the SLA of DTS does not guarantee service reliability and performance. For
more information about binary log files and log backup files of an ApsaraDB RDS for
MySQL instance, see Introduction to binary log files and log backup files of an ApsaraDB
RDS for MySQL instance.

During data synchronization, do not perform DDL operations to modify the primary key or
add comments such as  ALTER TABLE table_name COMMENT='Table comments'; 
because the operations cannot take effect.
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Other
limits

Requirements for the objects to synchronize:

Only tables can be selected as the objects to synchronize.

DTS does not synchronize the following data types: BIT , VARBIT , GEOMETRY, ARRAY,
UUID, TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

Prefix indexes cannot be synchronized. If the source database contains prefix indexes,
data may fail to be synchronized.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the loads
on the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data synchronization is complete, the size of
the used tablespace of the destination database is larger than that of the source
database.

If you select one or more tables instead of an entire database as the objects to
synchronize, do not use gh-ost or pt-online-schema-change to perform DDL operations on
the tables during data synchronization. Otherwise, data may fail to be synchronized.
If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.

Special
cases

If the source database is a self-managed MySQL database, take note of the following items:

If you perform a primary/secondary switchover on the source database when the data
synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest synchronized
data in the destination database and the current t imestamp in the source database. If no
DML operation is performed on the source database for a long time, the synchronization
latency may be inaccurate. If the synchronization latency is too high, you can perform a
DML operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to synchronize, you can
create a heartbeat table. The heartbeat table is updated or receives data every
second.

Category Description

Synchronize data from a MySQL database to a DataHub projectSynchronize data from a MySQL database to a DataHub project
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Category Description

Limits on
the source
database

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to synchronize and you want to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature is enabled. For more information about how to enable binary
logging, see Modify the parameters of an ApsaraDB RDS for MySQL instance. In addition,
the binlog_row_image parameter must be set to full. Otherwise, error messages are
returned during precheck and the data synchronization task cannot be started.

Not iceNot ice

If the source database is a self-managed MySQL database, you must enable
binary logging and set binlog_format to row and binlog_row_image to full.

If the self-managed MySQL database is deployed in a dual-primary cluster,
you must set log_slave_updates to ON. This ensures that DTS can obtain all
binary logs. For more information, see Create an account for a user-created
MySQL database and configure binary logging.

For an incremental data synchronization task, the binary logs of the source database are
retained for at least 24 hours. For a schema and incremental data synchronization task,
the binary logs of the source database are retained for at least seven days. After the
schema is synchronized, you can set the retention period to more than 24 hours.
Otherwise, DTS may fail to obtain the binary logs and the task may fail. In exceptional
circumstances, data inconsistency or loss may occur. Make sure that you set the
retention period of binary logs in accordance with the preceding requirements.
Otherwise, the SLA of DTS does not ensure service reliability and performance. For more
information about binary log files and log backup files of an ApsaraDB RDS for MySQL
instance, see Introduction to binary log files and log backup files of an ApsaraDB RDS for
MySQL instance.

Other
limits

Init ial full data synchronization is not supported. DTS does not synchronize the historical
data of required objects from the source ApsaraDB RDS for MySQL instance to the
destination DataHub instance.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.
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Special
cases

If the source database is a self-managed MySQL database, take note of the following items:

If you perform a primary/secondary switchover on the source database when the data
synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest synchronized
data in the destination database and the current t imestamp in the source database. If no
DML operation is performed on the source database for a long time, the synchronization
latency may be inaccurate. If the synchronization latency is too high, you can perform a
DML operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to synchronize, you can
create a heartbeat table. The heartbeat table is updated or receives data every
second.

Category Description

Synchronize data from a MySQL database to an Elasticsearch clusterSynchronize data from a MySQL database to an Elasticsearch cluster

Category Description
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Limits on
the source
database

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to synchronize and you want to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature is enabled. For more information about how to enable binary
logging, see Modify the parameters of an ApsaraDB RDS for MySQL instance. In addition,
the binlog_row_image parameter must be set to full. Otherwise, error messages are
returned during precheck and the data synchronization task cannot be started.

Not iceNot ice

If the source database is a self-managed MySQL database, you must enable
binary logging and set binlog_format to row and binlog_row_image to full.

If the self-managed MySQL database is deployed in a dual-primary cluster,
you must set log_slave_updates to ON. This ensures that DTS can obtain all
binary logs. For more information, see Create an account for a user-created
MySQL database and configure binary logging.

For an incremental data synchronization task, the binary logs of the source database are
retained for at least 24 hours. For a full data and incremental data synchronization task,
the binary logs of the source database are retained for at least seven days. After full
data synchronization is complete, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that you set
the retention period of binary logs in accordance with the preceding requirements.
Otherwise, the Service Level Agreement (SLA) of DTS does not ensure service reliability
and performance. For more information about binary log files and log backup files of an
ApsaraDB RDS for MySQL instance, see Introduction to binary log files and log backup
files of an ApsaraDB RDS for MySQL instance.

Category Description
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Other
limits

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the loads
on the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data synchronization is complete, the size of
the used tablespace of the destination database is larger than that of the source
database.

If you select one or more tables instead of an entire database as the objects to
synchronize, do not use gh-ost or pt-online-schema-change to perform DDL operations on
the tables during data synchronization. Otherwise, data may fail to be synchronized.
If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

To add columns to a table that you want to synchronize, perform the following steps:
Modify the mappings of the table in the Elasticsearch cluster, perform DDL operations in
the source MySQL database, and then pause and start the data synchronization task.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.

Special
cases

If the source database is a self-managed MySQL database, take note of the following items:

If you perform a primary/secondary switchover on the source database when the data
synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest synchronized
data in the destination database and the current t imestamp in the source database. If no
DML operation is performed on the source database for a long time, the synchronization
latency may be inaccurate. If the synchronization latency is too high, you can perform a
DML operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to synchronize, you can
create a heartbeat table. The heartbeat table is updated or receives data every
second.

Category Description

Synchronize data from a MySQL database to a MaxCompute projectSynchronize data from a MySQL database to a MaxCompute project

Category Description
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Limits on
the source
database

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to synchronize and you want to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature is enabled. For more information about how to enable binary
logging, see Modify the parameters of an ApsaraDB RDS for MySQL instance. In addition,
the binlog_row_image parameter must be set to full. Otherwise, error messages are
returned during precheck and the data synchronization task cannot be started.

Not iceNot ice

If the source database is a self-managed MySQL database, you must enable
binary logging and set binlog_format to row and binlog_row_image to full.

If the self-managed MySQL database is deployed in a dual-primary cluster,
you must set log_slave_updates to ON. This ensures that DTS can obtain all
binary logs. For more information, see Create an account for a user-created
MySQL database and configure binary logging.

For an incremental data synchronization task, the binary logs of the source database are
retained for at least 24 hours. For a full data and incremental data synchronization task,
the binary logs of the source database are retained for at least seven days. After full
data synchronization is complete, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that you set
the retention period of binary logs in accordance with the preceding requirements.
Otherwise, the Service Level Agreement (SLA) of DTS does not ensure service reliability
and performance. For more information about binary log files and log backup files of an
ApsaraDB RDS for MySQL instance, see Introduction to binary log files and log backup
files of an ApsaraDB RDS for MySQL instance.

Category Description
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Other
limits

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the loads
on the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data synchronization is complete, the size of
the used tablespace of the destination database is larger than that of the source
database.

If you select one or more tables instead of an entire database as the objects to
synchronize, do not use gh-ost or pt-online-schema-change to perform DDL operations on
the tables during data synchronization. Otherwise, data may fail to be synchronized.
If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

MaxCompute does not support PRIMARY KEY constraints. If network errors occur, DTS may
synchronize duplicate data records to the MaxCompute project.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.

Special
cases

If the source database is a self-managed MySQL database, take note of the following items:

If you perform a primary/secondary switchover on the source database when the data
synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest synchronized
data in the destination database and the current t imestamp in the source database. If no
DML operation is performed on the source database for a long time, the synchronization
latency may be inaccurate. If the synchronization latency is too high, you can perform a
DML operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to synchronize, you can
create a heartbeat table. The heartbeat table is updated or receives data every
second.

Category Description

Synchronize data from a MySQL database to an ApsaraDB forSynchronize data from a MySQL database to an ApsaraDB for
ClickHouse clusterClickHouse cluster

Category Description
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Limits on
the source
database

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to synchronize and you want to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature is enabled. For more information about how to enable binary
logging, see Modify the parameters of an ApsaraDB RDS for MySQL instance. In addition,
the binlog_row_image parameter must be set to full. Otherwise, error messages are
returned during precheck and the data synchronization task cannot be started.

Not iceNot ice

If the source database is a self-managed MySQL database, you must enable
binary logging and set binlog_format to row and binlog_row_image to full.

If the self-managed MySQL database is deployed in a dual-primary cluster,
you must set log_slave_updates to ON. This ensures that DTS can obtain all
binary logs. For more information, see Create an account for a user-created
MySQL database and configure binary logging.

For an incremental data synchronization task, the binary logs of the source database are
retained for at least 24 hours. For a full data and incremental data synchronization task,
the binary logs of the source database are retained for at least seven days. After full
data synchronization is complete, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that you set
the retention period of binary logs in accordance with the preceding requirements.
Otherwise, the Service Level Agreement (SLA) of DTS does not ensure service reliability
and performance. For more information about binary log files and log backup files of an
ApsaraDB RDS for MySQL instance, see Introduction to binary log files and log backup
files of an ApsaraDB RDS for MySQL instance.

Category Description
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Precaution
s

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the loads
on the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data synchronization is complete, the size of
the used tablespace of the destination database is larger than that of the source
database.

If you select one or more tables instead of an entire database as the objects to
synchronize, do not use gh-ost or pt-online-schema-change to perform DDL operations on
the tables during data synchronization. Otherwise, data may fail to be synchronized.
If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.

The names of the databases, tables, and columns to synchronize must comply with the
naming conventions of ApsaraDB for ClickHouse. For more information, see the "Object
naming conventions" section of the Limits topic.

Special
cases

If the source database is a self-managed MySQL database, take note of the following items:

If you perform a primary/secondary switchover on the source database when the data
synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest synchronized
data in the destination database and the current t imestamp in the source database. If no
DML operation is performed on the source database for a long time, the synchronization
latency may be inaccurate. If the synchronization latency is too high, you can perform a
DML operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to synchronize, you can
create a heartbeat table. The heartbeat table is updated or receives data every
second.

Category Description

Synchronize data from a MySQL database to a Tablestore instanceSynchronize data from a MySQL database to a Tablestore instance

Category Description
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Limits on
the source
database

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to synchronize and you want to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature is enabled. For more information about how to enable binary
logging, see Modify the parameters of an ApsaraDB RDS for MySQL instance. In addition,
the binlog_row_image parameter must be set to full. Otherwise, error messages are
returned during precheck and the data synchronization task cannot be started.

Not iceNot ice

If the source database is a self-managed MySQL database, you must enable
binary logging and set binlog_format to row and binlog_row_image to full.

If the self-managed MySQL database is deployed in a dual-primary cluster,
you must set log_slave_updates to ON. This ensures that DTS can obtain all
binary logs. For more information, see Create an account for a user-created
MySQL database and configure binary logging.

For an incremental data synchronization task, the binary logs of the source database are
retained for at least 24 hours. For a full data and incremental data synchronization task,
the binary logs of the source database are retained for at least seven days. After full
data synchronization is complete, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that you set
the retention period of binary logs in accordance with the preceding requirements.
Otherwise, the Service Level Agreement (SLA) of DTS does not ensure service reliability
and performance. For more information about binary log files and log backup files of an
ApsaraDB RDS for MySQL instance, see Introduction to binary log files and log backup
files of an ApsaraDB RDS for MySQL instance.

Category Description
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Other
limits

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the loads
on the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data synchronization is complete, the size of
the used tablespace of the destination database is larger than that of the source
database.

If you select one or more tables instead of an entire database as the objects to
synchronize, do not use gh-ost or pt-online-schema-change to perform DDL operations on
the tables during data synchronization. Otherwise, data may fail to be synchronized.
If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.

The names of the tables and columns to synchronize must comply with the naming
conventions of Tablestore.

The name of a table or an index can contain letters, digits, and underscores (_). The
name must start with a letter or underscore (_).

The name of a table or an index must be 1 to 255 characters in length.

Special
cases

If the source database is a self-managed MySQL database, take note of the following items:

If you perform a primary/secondary switchover on the source database when the data
synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest synchronized
data in the destination database and the current t imestamp in the source database. If no
DML operation is performed on the source database for a long time, the synchronization
latency may be inaccurate. If the synchronization latency is too high, you can perform a
DML operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to synchronize, you can
create a heartbeat table. The heartbeat table is updated or receives data every
second.

Category Description

Synchronize data from a MySQL database to a Message Queue forSynchronize data from a MySQL database to a Message Queue for
Apache Kafka instance or a self-managed Kafka clusterApache Kafka instance or a self-managed Kafka cluster

Category Description
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Limits on
the source
database

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to synchronize and you want to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature is enabled. For more information about how to enable binary
logging, see Modify the parameters of an ApsaraDB RDS for MySQL instance. In addition,
the binlog_row_image parameter must be set to full. Otherwise, error messages are
returned during precheck and the data synchronization task cannot be started.

Not iceNot ice

If the source database is a self-managed MySQL database, you must enable
binary logging and set binlog_format to row and binlog_row_image to full.

If the self-managed MySQL database is deployed in a dual-primary cluster,
you must set log_slave_updates to ON. This ensures that DTS can obtain all
binary logs. For more information, see Create an account for a user-created
MySQL database and configure binary logging.

For an incremental data synchronization task, the binary logs of the source database are
retained for at least 24 hours. For a full data and incremental data synchronization task,
the binary logs of the source database are retained for at least seven days. After full
data synchronization is complete, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that you set
the retention period of binary logs in accordance with the preceding requirements.
Otherwise, the Service Level Agreement (SLA) of DTS does not ensure service reliability
and performance. For more information about binary log files and log backup files of an
ApsaraDB RDS for MySQL instance, see Introduction to binary log files and log backup
files of an ApsaraDB RDS for MySQL instance.

Category Description

Dat a Synchronizat ion··Precaut ions a
nd limit s

Dat a Transmission Service

61 > Document  Version: 20220712

https://www.alibabacloud.com/help/doc-detail/96063.htm#concept-lfl-xmn-wdb
https://www.alibabacloud.com/help/doc-detail/125728.htm#concept-1198525
https://www.alibabacloud.com/help/doc-detail/290878.htm#concept-2101409


Precaution
s

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the loads
on the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data synchronization is complete, the size of
the used tablespace of the destination database is larger than that of the source
database.

If you select one or more tables instead of an entire database as the objects to
synchronize, do not use gh-ost or pt-online-schema-change to perform DDL operations on
the tables during data synchronization. Otherwise, data may fail to be synchronized.
If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.

Special
cases

If the source database is a self-managed MySQL database, take note of the following items:

If you perform a primary/secondary switchover on the source database when the data
synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest synchronized
data in the destination database and the current t imestamp in the source database. If no
DML operation is performed on the source database for a long time, the synchronization
latency may be inaccurate. If the synchronization latency is too high, you can perform a
DML operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to synchronize, you can
create a heartbeat table. The heartbeat table is updated or receives data every
second.

Category Description

Synchronize data from a MySQL database to a PolarDB-X 2.0Synchronize data from a MySQL database to a PolarDB-X 2.0
instanceinstance

Category Description
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Limits on
the source
database

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to synchronize and you want to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature is enabled. For more information about how to enable binary
logging, see Modify the parameters of an ApsaraDB RDS for MySQL instance. In addition,
the binlog_row_image parameter must be set to full. Otherwise, error messages are
returned during precheck and the data synchronization task cannot be started.

Not iceNot ice

If the source database is a self-managed MySQL database, you must enable
binary logging and set binlog_format to row and binlog_row_image to full.

If the self-managed MySQL database is deployed in a dual-primary cluster,
you must set log_slave_updates to ON. This ensures that DTS can obtain all
binary logs. For more information, see Create an account for a user-created
MySQL database and configure binary logging.

For an incremental data synchronization task, the binary logs of the source database are
retained for at least 24 hours. For a full data and incremental data synchronization task,
the binary logs of the source database are retained for at least seven days. After full
data synchronization is complete, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that you set
the retention period of binary logs in accordance with the preceding requirements.
Otherwise, the Service Level Agreement (SLA) of DTS does not ensure service reliability
and performance. For more information about binary log files and log backup files of an
ApsaraDB RDS for MySQL instance, see Introduction to binary log files and log backup
files of an ApsaraDB RDS for MySQL instance.

Category Description
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Precaution
s

Schema synchronization is not supported in this scenario. Before you configure a data
synchronization task, you must create databases and tables in the destination instance.

Requirements for the objects to synchronize:

DTS does not synchronize the following data types: BIT , VARBIT , GEOMETRY, ARRAY,
UUID, TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

Prefix indexes cannot be synchronized. If the source database contains prefix indexes,
data may fail to be synchronized.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the loads
on the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data synchronization is complete, the size of
the used tablespace of the destination database is larger than that of the source
database.

If you select one or more tables instead of an entire database as the objects to
synchronize, do not use gh-ost or pt-online-schema-change to perform DDL operations on
the tables during data synchronization. Otherwise, data may fail to be synchronized.
If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.

Special
cases

If the source database is a self-managed MySQL database, take note of the following items:

If you perform a primary/secondary switchover on the source database when the data
synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest synchronized
data in the destination database and the current t imestamp in the source database. If no
DML operation is performed on the source database for a long time, the synchronization
latency may be inaccurate. If the synchronization latency is too high, you can perform a
DML operation on the source database to update the latency.

Not e Not e If you select an entire database as the object to synchronize, you can
create a heartbeat table. The heartbeat table is updated or receives data every
second.

Category Description

3.2. Precautions and limits for3.2. Precautions and limits for
synchronizing data from a PolarDB forsynchronizing data from a PolarDB for
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This topic describes the precautions and limits that you must take note of when you synchronize data
from a PolarDB for MySQL cluster. To ensure that your data synchronization task runs as expected, you
must read the precautions and limits before you configure the task.

Scenarios of synchronizing data from a PolarDB for MySQL clusterScenarios of synchronizing data from a PolarDB for MySQL cluster
You can view the precautions and limits based on the following synchronization scenarios:

Not eNot e
By default , Data Transmission Service (DTS) disables FOREIGN KEY constraints for the dest ination
database in a data synchronization task. Therefore, the cascade and delete operations of the
source database are not synchronized to the following types of dest ination databases:

MySQL (ApsaraDB RDS for MySQL and self-managed MySQL databases)

PolarDB for MySQL

PolarDB-X 1.0

Analyt icDB for MySQL

Analyt icDB for PostgreSQL

Elast icsearch

Synchronize data between PolarDB for MySQL clusters

Synchronize data from a PolarDB for MySQL cluster to an ApsaraDB RDS for MySQL instance or a self-
managed MySQL database

Synchronize data from a PolarDB for MySQL cluster to a PolarDB-X V1.0 instance

Synchronize data from a PolarDB for MySQL cluster to an Analyt icDB for MySQL cluster

Synchronize data from a PolarDB for MySQL cluster to an Analyt icDB for PostgreSQL instance

Synchronize data from a PolarDB for MySQL cluster to a DataHub project

Synchronize data from a PolarDB for MySQL cluster to an Elast icsearch cluster

Synchronize data from a PolarDB for MySQL cluster to a Message Queue for Apache Kafka instance or
a self-managed Kafka cluster

Synchronize data from a PolarDB for MySQL cluster to an Analyt icDB for PostgreSQL instance

Synchronize data between PolarDB for MySQL clustersSynchronize data between PolarDB for MySQL clusters
The following table describes the precautions and limits.

Category Description

MySQL clusterMySQL cluster
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Limits on
the source
database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to be synchronized and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables, configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled. The value of the loose_polar_log_bin
parameter must be set to on. Otherwise, error messages are returned during precheck
and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the binary logs of the source
database must be stored for more than 24 hours. If you perform both full data
synchronization and incremental data synchronization, the binary logs of the source
database must be stored for at least seven days. After full data synchronization is
completed, you can set the retention period to more than 24 hours. Otherwise, DTS may
fail to obtain the binary logs and the task may fail. In extreme cases, data may be
inconsistent or lost. Make sure that you set the retention period of binary logs based on
the preceding requirements. Otherwise, the Service Level Agreement (SLA) of DTS does
not guarantee service reliability and performance.

Other
limits

Read-only nodes of the source cluster cannot be synchronized.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the loads
of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data synchronization is completed, the
tablespace of the destination database is larger than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
operations on source tables during data synchronization. Otherwise, data synchronization
may fail.

If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, we recommend that you do not use DMS to perform online DDL operations.
Otherwise, data loss may occur in the destination database.

Category Description

Dat a Transmission Service Dat a Synchronizat ion··Precaut ions a
nd limit s

> Document  Version: 20220712 66

file:///home/admin/dita-files/output/21702202/task19030682/~~98373~~


Special
cases

If you want to configure two-way data synchronization between PolarDB for MySQL clusters,
take note of the following limits:

DTS supports two-way data synchronization only between two PolarDB for MySQL clusters.
DTS does not support two-way data synchronization between multiple PolarDB for MySQL
clusters.

Limits on DDL synchronization direction: To ensure data consistency and the stability of
two-way data synchronization, you can synchronize DDL operations only in the forward
direction.

When DTS runs a two-way data synchronization task, DTS creates a database named dts in
the destination database to prevent circular synchronization. When the task is running, do
not modify the dts database.

If the source or destination instance of a two-way data synchronization task resides in a
region outside the Chinese mainland, data can be synchronized only within this region.
Cross-region two-way synchronization is not supported. For example, if the source
instance resides in the Japan (Tokyo) region, data can be synchronized only within the Japan
(Tokyo) region and cannot be synchronized to the Germany (Frankfurt) region.

Category Description

Synchronize data from a PolarDB for MySQL cluster to an ApsaraDBSynchronize data from a PolarDB for MySQL cluster to an ApsaraDB
RDS for MySQL instance or a self-managed MySQL databaseRDS for MySQL instance or a self-managed MySQL database
The following table describes the precautions and limits.

Category Description
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Limits on
the source
database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to be synchronized and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables, configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled. The value of the loose_polar_log_bin
parameter must be set to on. Otherwise, error messages are returned during precheck
and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the binary logs of the source
database must be stored for more than 24 hours. If you perform both full data
synchronization and incremental data synchronization, the binary logs of the source
database must be stored for at least seven days. After full data synchronization is
completed, you can set the retention period to more than 24 hours. Otherwise, DTS may
fail to obtain the binary logs and the task may fail. In extreme cases, data may be
inconsistent or lost. Make sure that you set the retention period of binary logs based on
the preceding requirements. Otherwise, the Service Level Agreement (SLA) of DTS does
not guarantee service reliability and performance.

Other
limits

Read-only nodes of the source cluster cannot be synchronized.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the loads
of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data synchronization is completed, the
tablespace of the destination database is larger than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
operations on source tables during data synchronization. Otherwise, data synchronization
may fail.

If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.

Category Description
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Synchronize data from a PolarDB for MySQL cluster to a PolarDB-XSynchronize data from a PolarDB for MySQL cluster to a PolarDB-X
V1.0 instanceV1.0 instance
The following table describes the precautions and limits.

Category Description

Limits on
the source
database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to be synchronized and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables, configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled. The value of the loose_polar_log_bin
parameter must be set to on. Otherwise, error messages are returned during precheck
and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the binary logs of the source
database must be stored for more than 24 hours. If you perform both full data
synchronization and incremental data synchronization, the binary logs of the source
database must be stored for at least seven days. After full data synchronization is
completed, you can set the retention period to more than 24 hours. Otherwise, DTS may
fail to obtain the binary logs and the task may fail. In extreme cases, data may be
inconsistent or lost. Make sure that you set the retention period of binary logs based on
the preceding requirements. Otherwise, the Service Level Agreement (SLA) of DTS does
not guarantee service reliability and performance.

Dat a Synchronizat ion··Precaut ions a
nd limit s

Dat a Transmission Service

69 > Document  Version: 20220712



Other
limits

Requirements for the objects to be synchronized:

DTS does not synchronize the following data types: BIT , VARBIT , GEOMETRY, ARRAY,
UUID, TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

Prefix indexes cannot be synchronized. If the source database contains prefix indexes,
data may fail to be synchronized.

Read-only nodes of the source cluster cannot be synchronized.

Schema synchronization is not supported. Before you configure a data synchronization
task, you must create databases and tables in the destination instance.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the loads
of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data synchronization is completed, the
tablespace of the destination database is larger than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
operations on source tables during data synchronization. Otherwise, data synchronization
may fail.

If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.

Category Description

Synchronize data from a PolarDB for MySQL cluster to an AnalyticDBSynchronize data from a PolarDB for MySQL cluster to an AnalyticDB
for MySQL clusterfor MySQL cluster
The following table describes the precautions and limits.

Category Description
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Limits on
the source
database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to be synchronized and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables, configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled. The value of the loose_polar_log_bin
parameter must be set to on. Otherwise, error messages are returned during precheck
and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the binary logs of the source
database must be stored for more than 24 hours. If you perform both full data
synchronization and incremental data synchronization, the binary logs of the source
database must be stored for at least seven days. After full data synchronization is
completed, you can set the retention period to more than 24 hours. Otherwise, DTS may
fail to obtain the binary logs and the task may fail. In extreme cases, data may be
inconsistent or lost. Make sure that you set the retention period of binary logs based on
the preceding requirements. Otherwise, the Service Level Agreement (SLA) of DTS does
not guarantee service reliability and performance.

During data synchronization, do not perform DDL operations to modify the primary key or
add comments, for example,  ALTER TABLE table_name COMMENT='Table
comments'; . The operations do not take effect.

Category Description
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Other
limits

Prefix indexes cannot be synchronized. If the source database contains prefix indexes, data
may fail to be synchronized.

Read-only nodes of the source cluster cannot be synchronized.

Due to the limits of , if the disk space usage of the nodes in an cluster reaches 80%, the
task is delayed and error messages are returned. We recommend that you estimate the
required disk space based on the objects that you want to synchronize. You must ensure
that the destination cluster has sufficient storage space.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the loads
of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data synchronization is completed, the
tablespace of the destination database is larger than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
operations on source tables during data synchronization. Otherwise, data synchronization
may fail.

If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.

Category Description

Synchronize data from a PolarDB for MySQL cluster to an AnalyticDBSynchronize data from a PolarDB for MySQL cluster to an AnalyticDB
for PostgreSQL instancefor PostgreSQL instance
The following table describes the precautions and limits.

Category Description
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Limits on
the source
database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to be synchronized and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables, configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled. The value of the loose_polar_log_bin
parameter must be set to on. Otherwise, error messages are returned during precheck
and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the binary logs of the source
database must be stored for more than 24 hours. If you perform both full data
synchronization and incremental data synchronization, the binary logs of the source
database must be stored for at least seven days. After full data synchronization is
completed, you can set the retention period to more than 24 hours. Otherwise, DTS may
fail to obtain the binary logs and the task may fail. In extreme cases, data may be
inconsistent or lost. Make sure that you set the retention period of binary logs based on
the preceding requirements. Otherwise, the Service Level Agreement (SLA) of DTS does
not guarantee service reliability and performance.

During data synchronization, do not perform DDL operations to modify the primary key or
add comments, for example,  ALTER TABLE table_name COMMENT='Table
comments'; . The operations do not take effect.

Category Description
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Other
limits

Requirements for the objects to be synchronized:

Only tables can be selected as the objects to be synchronized.

DTS does not synchronize the following data types: BIT , VARBIT , GEOMETRY, ARRAY,
UUID, TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

Prefix indexes cannot be synchronized. If the source database contains prefix indexes,
data may fail to be synchronized.

Read-only nodes of the source cluster cannot be synchronized.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the loads
of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data synchronization is completed, the
tablespace of the destination database is larger than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
operations on source tables during data synchronization. Otherwise, data synchronization
may fail.

If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.

Category Description

Synchronize data from a PolarDB for MySQL cluster to a DataHubSynchronize data from a PolarDB for MySQL cluster to a DataHub
projectproject
The following table describes the precautions and limits.

Category Description
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Limits on
the source
database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to be synchronized and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables, configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled. The value of the loose_polar_log_bin
parameter must be set to on. Otherwise, error messages are returned during precheck
and the data synchronization task cannot be started.

The binary logs of the source database must be stored for more than 24 hours.

Other
limits

Full data synchronization is not supported. DTS does not synchronize historical data of the
required objects from the source RDS instance to the destination DataHub instance.

Only tables and databases can be selected as the objects to be synchronized.

Read-only nodes of the source cluster cannot be synchronized.

We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
operations on source tables during data synchronization. Otherwise, data synchronization
may fail.

If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.

Category Description

Synchronize data from a PolarDB for MySQL cluster to anSynchronize data from a PolarDB for MySQL cluster to an
Elasticsearch clusterElasticsearch cluster
The following table describes the precautions and limits.

Category Description
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Limits on
the source
database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to be synchronized and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables, configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled. The value of the loose_polar_log_bin
parameter must be set to on. Otherwise, error messages are returned during precheck
and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the binary logs of the source
database must be stored for more than 24 hours. If you perform both full data
synchronization and incremental data synchronization, the binary logs of the source
database must be stored for at least seven days. After full data synchronization is
completed, you can set the retention period to more than 24 hours. Otherwise, DTS may
fail to obtain the binary logs and the task may fail. In extreme cases, data may be
inconsistent or lost. Make sure that you set the retention period of binary logs based on
the preceding requirements. Otherwise, the Service Level Agreement (SLA) of DTS does
not guarantee service reliability and performance.

Other
limits

Read-only nodes of the source cluster cannot be synchronized.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the loads
of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data synchronization is completed, the
tablespace of the destination database is larger than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
operations on source tables during data synchronization. Otherwise, data synchronization
may fail.

If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

To add columns to a table that you want to synchronize, you must perform the following
steps: Modify the mappings of the table in the Elasticsearch cluster, perform DDL
operations in the source MySQL database, and then pause and start the data
synchronization task.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.

Category Description
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Synchronize data from a PolarDB for MySQL cluster to a MessageSynchronize data from a PolarDB for MySQL cluster to a Message
Queue for Apache Kafka instance or a self-managed Kafka clusterQueue for Apache Kafka instance or a self-managed Kafka cluster
The following table describes the precautions and limits.

Category Description

Limits on
the source
database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints and all fields
must be unique. Otherwise, the destination database may contain duplicate data records.

If you select tables as the objects to be synchronized and you need to edit  tables (such as
renaming tables or columns) in the destination database, up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to synchronize more
than 1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables, configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled. The value of the loose_polar_log_bin
parameter must be set to on. Otherwise, error messages are returned during precheck
and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the binary logs of the source
database must be stored for more than 24 hours. If you perform both full data
synchronization and incremental data synchronization, the binary logs of the source
database must be stored for at least seven days. After full data synchronization is
completed, you can set the retention period to more than 24 hours. Otherwise, DTS may
fail to obtain the binary logs and the task may fail. In extreme cases, data may be
inconsistent or lost. Make sure that you set the retention period of binary logs based on
the preceding requirements. Otherwise, the Service Level Agreement (SLA) of DTS does
not guarantee service reliability and performance.

Other
limits

Read-only nodes of the source cluster cannot be synchronized.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses read
and write resources of the source and destination databases. This may increase the loads
of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the destination database. After full data synchronization is completed, the
tablespace of the destination database is larger than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
operations on source tables during data synchronization. Otherwise, data synchronization
may fail.

If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on source tables during data
synchronization. For more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to the
destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the destination
database, data loss may occur in the destination database when you use DMS to perform
online DDL operations.

3.3. Precautions and limits for3.3. Precautions and limits for
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This topic describes the precautions and limits that you must take note of when you synchronize data
from a instance. To ensure that your data synchronization task runs as expected, read the precautions
and limits before you configure the task.

Scenarios of synchronizing data from a Scenarios of synchronizing data from a instanceinstance
You can view the precautions and limits based on the following synchronization scenarios:

Not eNot e
By default , Data Transmission Service (DTS) disables FOREIGN KEY constraints for the dest ination
database in a data synchronization task. Therefore, the cascade and delete operations of the
source database are not synchronized to the following dest ination databases:

MySQL (ApsaraDB RDS for MySQL instances and self-managed MySQL databases)

PolarDB for MySQL

PolarDB-X V2.0

Analyt icDB for MySQL

Analyt icDB for PostgreSQL

Elast icsearch

Synchronize data from a PolarDB-X V2.0 instance to an ApsaraDB RDS for MySQL instance or a self-
managed MySQL database

Synchronize data from a PolarDB-X V2.0 instance to a PolarDB for MySQL cluster

Synchronize data between PolarDB-X V2.0 instances

Synchronize data from a PolarDB-X V2.0 instance to an Analyt icDB for MySQL cluster

Synchronize data from a PolarDB-X V2.0 instance to a Message Queue for Apache Kafka instance

Synchronize data from a PolarDB-X V2.0 instance to a DataHub project

Synchronize data from a PolarDB-X V2.0 instance to an Elast icsearch cluster

Synchronize data from a PolarDB-X V2.0 instance to an ApsaraDBSynchronize data from a PolarDB-X V2.0 instance to an ApsaraDB
RDS for MySQL instance or a self-managed MySQL databaseRDS for MySQL instance or a self-managed MySQL database

Category Description

3.3. Precautions and limits for3.3. Precautions and limits for
synchronizing data from a PolarDB-Xsynchronizing data from a PolarDB-X
V2.0 instanceV2.0 instance
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Limits on the
source database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to synchronize more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables
and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled in the PolarDB-X console. For more
information, see Parameter settings. The value of the binlog_row_image
parameter must be set to full. Otherwise, error messages are returned during
precheck and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the binary logs of the
source database are retained for at least 24 hours. If you perform both full data
synchronization and incremental data synchronization, the binary logs of the
source database are retained for at least seven days. After full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of binary logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not
ensure service reliability and performance.

The instance must be compatible with MySQL V5.7.

Other limits

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. After full data synchronization is
completed, the tablespace of the destination database is larger than that of the
source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform data definit ion language (DDL) operations on source tables during data
synchronization. Otherwise, data synchronization may fail.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, we recommend that you do not use Data Management (DMS)
to perform online DDL operations. Otherwise, data loss may occur in the destination
database.

Category Description

Synchronize data from a PolarDB-X V2.0 instance to a PolarDB forSynchronize data from a PolarDB-X V2.0 instance to a PolarDB for
MySQL clusterMySQL cluster
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Category Description

Limits on the
source database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to synchronize more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables
and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled in the PolarDB-X console. For more
information, see Parameter settings. The value of the binlog_row_image
parameter must be set to full. Otherwise, error messages are returned during
precheck and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the binary logs of the
source database are retained for at least 24 hours. If you perform both full data
synchronization and incremental data synchronization, the binary logs of the
source database are retained for at least seven days. After full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of binary logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not
ensure service reliability and performance.

The instance must be compatible with MySQL V5.7.

Other limits

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. After full data synchronization is
completed, the tablespace of the destination database is larger than that of the
source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform data definit ion language (DDL) operations on source tables during data
synchronization. Otherwise, data synchronization may fail.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, we recommend that you do not use Data Management (DMS)
to perform online DDL operations. Otherwise, data loss may occur in the destination
database.

Synchronize data between PolarDB-X V2.0 instancesSynchronize data between PolarDB-X V2.0 instances
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Category Description

Limits on the
source database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to synchronize more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables
and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled in the PolarDB-X console. For more
information, see Parameter settings. The value of the binlog_row_image
parameter must be set to full. Otherwise, error messages are returned during
precheck and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the binary logs of the
source database are retained for at least 24 hours. If you perform both full data
synchronization and incremental data synchronization, the binary logs of the
source database are retained for at least seven days. After full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of binary logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not
ensure service reliability and performance.

The instance must be compatible with MySQL V5.7.

Other limits

Schema synchronization is not supported in this scenario. Before you configure a
data synchronization task, you must create databases and tables in the destination
instance.

The destination instance must be compatible with MySQL 5.7.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. After full data synchronization is
completed, the tablespace of the destination database is larger than that of the
source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform data definit ion language (DDL) operations on source tables during data
synchronization. Otherwise, data synchronization may fail.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, we recommend that you do not use DMS to perform online
DDL operations. Otherwise, data loss may occur in the destination database.
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Synchronize data from a PolarDB-X V2.0 instance to an AnalyticDBSynchronize data from a PolarDB-X V2.0 instance to an AnalyticDB
for MySQL clusterfor MySQL cluster

Category Description

Limits on the
source database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to synchronize more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables
and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled in the PolarDB-X console. For more
information, see Parameter settings. The value of the binlog_row_image
parameter must be set to full. Otherwise, error messages are returned during
precheck and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the binary logs of the
source database are retained for at least 24 hours. If you perform both full data
synchronization and incremental data synchronization, the binary logs of the
source database are retained for at least seven days. After full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of binary logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not
ensure service reliability and performance.

The instance must be compatible with MySQL V5.7.
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Other limits

Prefix indexes cannot be synchronized. If the source database contains prefix
indexes, data may fail to be synchronized.

Due to the limits of , if the disk space usage of the nodes in an cluster reaches 80%,
the task is delayed and error messages are returned. We recommend that you
estimate the required disk space based on the objects that you want to
synchronize. You must ensure that the destination cluster has sufficient storage
space.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. After full data synchronization is
completed, the tablespace of the destination database is larger than that of the
source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform data definit ion language (DDL) operations on source tables during data
synchronization. Otherwise, data synchronization may fail.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, we recommend that you do not use DMS to perform online
DDL operations. Otherwise, data loss may occur in the destination database.

Category Description

Synchronize data from a PolarDB-X V2.0 instance to a MessageSynchronize data from a PolarDB-X V2.0 instance to a Message
Queue for Apache Kafka instanceQueue for Apache Kafka instance

Category Description
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Limits on the
source database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to synchronize more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables
and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled in the PolarDB-X console. For more
information, see Parameter settings. The value of the binlog_row_image
parameter must be set to full. Otherwise, error messages are returned during
precheck and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the binary logs of the
source database are retained for at least 24 hours. If you perform both full data
synchronization and incremental data synchronization, the binary logs of the
source database are retained for at least seven days. After full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of binary logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not
ensure service reliability and performance.

The instance must be compatible with MySQL V5.7.

Category Description
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Other limits

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. After full data synchronization is
completed, the tablespace of the destination database is larger than that of the
source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform data definit ion language (DDL) operations on source tables during data
synchronization. Otherwise, data synchronization may fail.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, we recommend that you do not use DMS to perform online
DDL operations. Otherwise, data loss may occur in the destination database.

Only tables can be selected as the objects to be synchronized.

DTS does not synchronize the data in a renamed table to the destination Kafka
cluster. This applies if the new table name is not included in the objects to be
synchronized. To synchronize the data in a renamed table to the destination Kafka
cluster, you must reselect  t he object s t o be synchroniz edreselect  t he object s t o be synchroniz ed. For more
information, see Add an object to a data synchronization task.

Category Description

Synchronize data from a PolarDB-X V2.0 instance to a DataHubSynchronize data from a PolarDB-X V2.0 instance to a DataHub
projectproject

Category Description
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Limits on the
source database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to synchronize more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables
and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled in the PolarDB-X console. For more
information, see Parameter settings. The value of the binlog_row_image
parameter must be set to full. Otherwise, error messages are returned during
precheck and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the binary logs of the
source database are retained for at least 24 hours. If you perform both full data
synchronization and incremental data synchronization, the binary logs of the
source database are retained for at least seven days. After full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of binary logs in accordance with the preceding
requirements. Otherwise, the SLA of DTS does not ensure service reliability and
performance.

The instance must be compatible with MySQL V5.7.

Other limits

Limits on the objects to be synchronized:

Only tables can be selected as the objects to be synchronized.

After a data synchronization task is started, DTS does not synchronize columns
that are created in the source database to the destination project.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform data definit ion language (DDL) operations on source tables during data
synchronization. Otherwise, data synchronization may fail.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, we recommend that you do not use DMS to perform online
DDL operations. Otherwise, data loss may occur in the destination database.

Full data synchronization is not supported. DTS does not synchronize the historical
data in the source instance to the destination project.

Category Description

Synchronize data from a PolarDB-X V2.0 instance to an ElasticsearchSynchronize data from a PolarDB-X V2.0 instance to an Elasticsearch
clustercluster
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Category Description

Limits on the
source database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to synchronize more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables
and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled in the PolarDB-X console. For more
information, see Parameter settings. The value of the binlog_row_image
parameter must be set to full. Otherwise, error messages are returned during
precheck and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the binary logs of the
source database are retained for at least 24 hours. If you perform both full data
synchronization and incremental data synchronization, the binary logs of the
source database are retained for at least seven days. After full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of binary logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not
ensure service reliability and performance.

The instance must be compatible with MySQL V5.7.
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Other limits

DTS cannot be used to synchronize DDL operations. If a DDL operation is performed
on a source table during data synchronization, you must remove the table from the
data synchronization task. Then, you must remove the index that corresponds to
the table from your cluster, and add the table to the data synchronization task
again. For more information, see Remove an object from a data synchronization
task and Add an object to a data synchronization task.

If you want to add columns to a source table, modify the mappings of the index
that corresponds to the table in the cluster. Then, perform DDL operations on the
source table, pause the data synchronization task, and start the task again.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. After full data synchronization is
completed, the tablespace of the destination database is larger than that of the
source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform data definit ion language (DDL) operations on source tables during data
synchronization. Otherwise, data synchronization may fail.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, we recommend that you do not use DMS to perform online
DDL operations. Otherwise, data loss may occur in the destination database.

Category Description

Synchronize data from a PolarDB-X V2.0 instance to a MaxComputeSynchronize data from a PolarDB-X V2.0 instance to a MaxCompute
projectproject

Category Description
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Limits on the
source database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to synchronize more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables
and configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

The following requirements for binary logs must be met:

The binary logging feature must be enabled in the PolarDB-X console. For more
information, see Parameter settings. The value of the binlog_row_image
parameter must be set to full. Otherwise, error messages are returned during
precheck and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the binary logs of the
source database are retained for at least 24 hours. If you perform both full data
synchronization and incremental data synchronization, the binary logs of the
source database are retained for at least seven days. After full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the binary logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of binary logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not
ensure service reliability and performance.

The instance must be compatible with MySQL V5.7.

Other limits

Only tables can be selected as the objects to be synchronized.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. After full data synchronization is
completed, the tablespace of the destination database is larger than that of the
source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform data definit ion language (DDL) operations on source tables during data
synchronization. Otherwise, data synchronization may fail.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, we recommend that you do not use DMS to perform online
DDL operations. Otherwise, data loss may occur in the destination database.

MaxCompute does not support the PRIMARY KEY constraint. If network errors occur,
DTS may synchronize duplicate data records to MaxCompute.

Category Description

3.4. Limits for using PolarDB-X as the3.4. Limits for using PolarDB-X as the
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does not provide binary logs. To ensure data quality, we recommend that you take note of the limits
when you perform business design, business development, and O&M changes.

OverviewOverview
Limits related to business design

Limits related to database architecture

Limits related to O&M changes

Potential risks related to data quality

Suggestions to ensure data quality

Limits related to business designLimits related to business design
All tables must have primary keys. Otherwise, data inconsistency may occur (the dest ination database
may contain duplicate data records).

We recommend that you do not use the global secondary indexes (GSIs) of because they are
updated asynchronously. If  you use GSIs, DTS can guarantee only eventual consistency of data.

The databases that you want to synchronize cannot be deployed in mixed mode (where the unit
mode and the copy mode are mixed).

Not e Not e In unit  mode, users perform read and write operations in their respective unit  nodes.
Two-way synchronization is implemented between the databases in each unit  node and those in
the central node. In copy mode, users write data to the databases in the central node. The data
is then synchronized to the databases in each unit  node.

If  you use the underlying MySQL databases of to configure two-way data synchronization tasks, you
must convert  the Float and Double data types into Decimal for business tables. If  you use as the
source instance of a one-way data synchronization task, a data migration task, or a change tracking
task, you do not need to convert  the Float and Double data types.

Data synchronization tasks, data migration tasks, and change tracking tasks do not support  the
following objects of : stored procedures, triggers, functions, views, and events.

DTS does not support  schema synchronization for . You must manually create objects such as
databases and tables in the dest ination instance.

The source instance must have sufficient  capacity to support  business growth.

If  MySQL databases of version 5.7 and 8.0 run on the instance, you cannot use the instance as the
source instance of a change tracking task. You must configure a change tracking task for each MySQL
database to track and consume data from the instance.

Limits related to database architectureLimits related to database architecture
The ApsaraDB RDS for MySQL instances used by a instance cannot be used by other instances.

For data synchronization or migration between instances, the source and dest ination ApsaraDB RDS
for MySQL instances must have equivalent deployment. For example, if  the source instance uses four
ApsaraDB RDS for MySQL instances, the dest ination instance must also use four ApsaraDB RDS for
MySQL instances with the same specificat ions.

3.4. Limits for using PolarDB-X as the3.4. Limits for using PolarDB-X as the
source instancesource instance
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The sharding rules of the source and dest ination instances must be the same. Otherwise, the data
synchronization or migration task cannot be created.

You can synchronize, migrate, or track the data of business tables in an instance. You cannot
synchronize, migrate, or track the data of metadata tables or system tables in the instance.

Limits related to O&M changesLimits related to O&M changes

Category Description Impact and solution

Change a sharding rule, for
example, change the shard
key of a database or table or
change the number of
shards.

Not supported. You must perform the following
steps to recreate the task:

1. Stop and delete the original DTS task.

2. Wait until the changes are completed in the
source database. Then, clear the data that has
been synchronized or migrated to the
destination database.

3. Configure a data synchronization or migration
task for each ApsaraDB RDS for MySQL instance
in the instance.

Change the number of
instances at the storage
layer, for example, scale out
instances and migrate
frequently-accessed tables.

Storage layer

Change the specifications of
instances and switch
workloads at the storage
layer.

DTS tasks are not affected.

Change parameter settings.

The parameter settings of the source and
destination databases must be the same. To
change the parameter settings of instances at the
storage layer, you must make sure that new
parameters do not affect previous parameters.

Not e Not e If you are not sure about the
impact of changing parameter settings, you can
contact technical support of Database Expert
Service.

Change backup and recovery
policies, and enable auditing
and diagnostics for instances
at the storage layer.

The change takes effect only on the current instance
and does not affect other instances with replication
relationships.

DTS task Perform DDL operations.

If you configure a DTS task to replicate data from
multiple ApsaraDB RDS for MySQL instances in a
instance to the destination database, performing
DDL operations may cause task latency.
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DDL operations at
the database or
table level

Add tables.

Not supported. You must perform the following
steps:

1. After you perform DDL operations to create
tables in the destination database, perform the
same DDL operations to create tables in the
source database.

2. Add the new tables to the objects of the data
synchronization task.

You can write data to the source database only
after the preceding operations are completed. If
you select tables as the objects of the data
synchronization task, you must add the new tables
to the synchronization queues on the source and
destination instances at the storage layer.

Add fields, add secondary
indexes, delete indexes, and
modify indexes (except for
replacing secondary indexes
with unique indexes).

If you configure a DTS task based on a instance,
you must perform DDL operations in the
destination database and then perform the same
DDL operations in the source database.

If you configure a DTS task based on ApsaraDB
RDS for MySQL instances attached to a instance,
DTS automatically updates the operations. The
following operations are supported: Add fields,
add secondary indexes, delete indexes, and
modify indexes (except for replacing secondary
indexes with unique indexes).

Perform other DDL
operations.

Only the preceding DDL operations are supported.

Category Description Impact and solution
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Switchover

Not eNot e
Switchover:
After you use
DTS to
synchronize
or migrate
data from the
source
database to
the
destination
database, you
switch
workloads
from the
source
database to
the
destination
database.

Perform a switchover.
Before you perform a switchover, make sure that
the DTS task is not delayed. Otherwise, data quality
issues occur.

Perform a failover that meets
the requirements of recovery
point objective (RPO).

Not e Not e RPO
represents the maximum
amount of data that can
be lost after a recovery
from a failure. RPO is
measured by t ime.

Warning Warning Failover:
If the source instance or
the data center where
the source instance
resides fails, you can
switch workloads to a
backup system. A
failover is a lossy
operation.

If a failure (such as network interruption, equipment
failure, or Internet data center failure) occurs and
the DTS task is delayed, you may need to perform a
failover. In this case, if the difference between the
time when the last data entry is updated to the
destination database and the time when the failure
occurs is less than the RPO, you can perform a
failover to recover your business. For example, if the
RPO is 5 minutes, the quality of the data within the 5
minutes cannot be guaranteed after you perform a
failover. You may need to revise the data to ensure
consistency.

Perform a failover that does
not meet the requirements of
RPO.

The DTS task may be delayed because of the
following reasons: a large number of DDL
operations is performed in the source database, a
network failure occurs, and the performance of the
destination database is unfavorable. In this case, if
the data center fails and the difference between the
time when the last data entry is updated to the
destination database and the time when the failure
occurs is greater than the RPO, we recommend that
you wait until the data center recovers before you
perform a failover. For example, if the RPO is 5
minutes, the quality of the data within the 5 minutes
cannot be guaranteed after you perform a failover.
You may need to revise the data to ensure
consistency.

Category Description Impact and solution

Potential risks related to data qualityPotential risks related to data quality
Some changes or switchover operations may cause data quality issues such as schema inconsistency
between the source and dest ination databases.

If  data latency occurs between the primary and secondary databases of the source instance, the
data written to the primary database is not updated to the secondary database in a t imely manner.
In this case, if  you perform a primary/secondary switchover in the source instance, DTS uses the
secondary database of the source instance as the source database for data synchronization, data
migration, or change tracking. As a result , the data that is not updated to the secondary database is
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lost.

If  the DTS task is resumed from a network failure after you perform a switchover, DTS attempts to
synchronize, migrate, or track the data generated before the failure occurs. This mechanism prevents
data loss in the dest ination database. In this case, if  the dest ination tables do not have primary keys,
data will be inconsistent between the source and dest ination databases. If  the dest ination tables
have primary keys, data may not be consistent when DTS implements the retry mechanism, but data
will remain consistent after the retry ends.

The DTS task may be delayed due to network failures and DDL operations.

The DTS task may be delayed or interrupted due to changes to the source database, unfavorable
performance of the dest ination database, and schema inconsistency.

Alibaba Cloud cannot solve the preceding issues. You must recreate a DTS task or adjust  the source and
destination databases.

Suggestions to ensure data qualitySuggestions to ensure data quality
You must perform all DDL operations with caution. All DDL operations must be confirmed by the
technical engineers to comply with the preceding limits.

Do not directly perform DDL operations in your program code.

Data Transmission Service (DTS) allows you to synchronize or migrate data from a instance to the
destination database. However, if  you directly use a instance as the source instance of a DTS task and
more than two ApsaraDB RDS for MySQL instances are attached to the DRDS instance, performance
bott lenecks and stability risks may occur. Your business may be affected. To achieve higher
performance and stability, we recommend that you configure a task for each ApsaraDB RDS for MySQL
instance that is attached to the instance.

PrerequisitesPrerequisites
You have read the Limits for using PolarDB-X as the source instance and have made sure to follow the
relevant conventions and precautions.

SolutionsSolutions

Solutio
n

Configuration method Description

Solutio
n 1

Configure a DTS task for each ApsaraDB RDS for MySQL instance
that is attached to the instance. When you configure DTS tasks,
you must map the database and table names of all the
ApsaraDB RDS for MySQL instances to the database and table
names of the destination instance.
Compared with directly using the instance as the source
instance of a DTS task, this solution ensures higher
performance and stability.

Not ice Not ice If you use this solution, you can select only
tables as the objects to be synchronized.

We recommend that you use
Solution 1, which provides
higher performance and
stability than Solution 2. In
addition, the number of
ApsaraDB RDS for MySQL
instances attached to the
instance is unlimited.

3.5. Solutions for using PolarDB-X as3.5. Solutions for using PolarDB-X as
the source instancethe source instance
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Solutio
n 2

Directly use the instance as the source instance to configure a
data synchronization or migration task. If more than two
ApsaraDB RDS for MySQL instances are attached to the DRDS
instance, the stability and operability of the DTS task may be
affected. Your business may also be affected.

If you use Solution 2 and
more than two ApsaraDB RDS
for MySQL instances are
attached to the source
instance, the performance
and stability of the DTS task
may be compromised.

Solutio
n

Configuration method Description

Comparison between Solution 1 and Solution 2Comparison between Solution 1 and Solution 2

Item Solution 1 Solution 2

Performance
Multiple DTS tasks provide higher
performance and support large amounts
of data writes to the instance.

Only one DTS task is configured to
migrate or synchronize data from the
instance. When the business system
writes large amounts of data to the
source instance, performance
bottlenecks occur.

Stability

High.
Multiple DTS tasks are configured to
migrate or synchronize data from the
ApsaraDB RDS for MySQL instances
attached to the instance. If one of the
DTS tasks fails, the other DTS tasks are
not affected. You only need to recover
the failed DTS task.

Medium.
Only one DTS task is configured to
migrate or synchronize data from the
instance. If the DTS task fails, you must
troubleshoot the entire task to resume
data transmission.

Ease of use

You must configure multiple DTS tasks.
You must configure database and table
name mapping for each task. You must
map the database and table names of
multiple ApsaraDB RDS for MySQL
instances in the source instance to the
names of the databases and tables in
the destination instance.

You need to configure only one DTS task
for the source instance.

Resource usage Multiple DTS instances are required. Only one DTS instance is required.

How do the two solutions implement synchronization or incrementalHow do the two solutions implement synchronization or incremental
migration of DDL operationsmigration of DDL operations
DTS does not support  synchronization or incremental migration of DDL operations from a instance. If
DDL operations are performed in the source instance during data synchronization or migration, you can
perform the following steps to ensure that data can be written to the dest ination database:

1. Release the DTS task.

2. Clear the dest ination database.

3. Reconfigure the task.
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In some scenarios where is the source instance, you can synchronize or migrate DDL operations without
releasing the DTS task. The following table describes specific scenarios and corresponding operations.

Scenario Operation

You use Solution 1 and
select tables as the
objects to be
synchronized.

You can add tables to the objects that you select for the data
synchronization task.

You can add or remove columns only when you synchronize data between
two instances. To do this, perform the following steps:

i. Add columns to or remove columns from the objects that you select for
the data synchronization task.

ii. Add or remove columns in the destination database, and then perform
the same operations in the source database. When DTS detects that a
column already exists in the destination database, DTS ignores the error
and does not display a write failure.

You use Solution 2 and
select an entire
database as the object
to be migrated or
synchronized.

You can only add tables. To do this, you must add tables in the destination
database and then perform the same operations in the source database.

You cannot add or remove columns.

Warning Warning If you add a column in the source instance, some physical
tables at the underlying layer may contain the column whereas some
physical tables do not contain the column. When DTS assembles the SQL
statement, DTS may fail to find the column or lose the data in the
column.

You use Solution 2 and
do not select an entire
database as the object
to be migrated or
synchronized.

You can only add tables. To do this, perform the following steps:

i. Add tables to the objects that you select for the data synchronization
task.

ii. Add tables in the destination database, and then perform the same
operations in the source database.

You cannot add or remove columns.

This topic describes the precautions and limits that you must take note of when you synchronize data
from a self-managed Oracle database. To ensure that your data synchronization task runs as expected,
you must read the precautions and limits before you configure the task.

Scenarios for synchronizing data from an Oracle databaseScenarios for synchronizing data from an Oracle database
You can view the precautions and limits based on the following synchronization scenarios:

3.6. Precautions and limits for3.6. Precautions and limits for
synchronizing data from an Oraclesynchronizing data from an Oracle
databasedatabase
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Not eNot e
By default , Data Transmission Service (DTS) disables FOREIGN KEY constraints for the dest ination
database in a data synchronization task. Therefore, the cascade and delete operations of the
source database are not synchronized to Analyt icDB for PostgreSQL.

Synchronize data from a self-managed Oracle database to an Analyt icDB for PostgreSQL instance

Synchronize data from a self-managed Oracle database to a Message Queue for Apache Kafka
instance or a self-managed Kafka cluster

Synchronize data from a self-managed Oracle database to a DataHub project

Synchronize data from a self-managed Oracle database to anSynchronize data from a self-managed Oracle database to an
AnalyticDB for PostgreSQL instanceAnalyticDB for PostgreSQL instance

Category Description
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Limits on the
source database

Requirements for the objects to be synchronized:

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If the version of your Oracle database is 12c or later, the names of the tables to be
synchronized cannot exceed 30 bytes in length.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to synchronize more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the
tables, configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

If the source database is an Oracle Real Application Cluster (RAC) database connected
over Express Connect, you must specify a virtual IP address (VIP) for the database
when you configure the data synchronization task.

If the self-managed Oracle database is an Oracle RAC database, you can only use a
VIP rather than a Single Client Access Name (SCAN) IP address when you configure the
data synchronization task. After you specify the VIP, node failover of the Oracle RAC
database is not supported.

The following requirements must be met:

The redo logging and archive logging features must be enabled.

If you perform only incremental data synchronization, the redo logs and archive
logs of the source database must be stored for more than 24 hours. If you
perform both full data and incremental data synchronization, the redo logs and
archive logs of the source database must be stored for at least seven days. After
full data synchronization is completed, you can set the retention period to more
than 24 hours. Otherwise, DTS may fail to obtain the redo logs and archive logs
and the task may fail. In exceptional circumstances, data inconsistency or loss may
occur. Make sure that you set the retention period of redo logs and archive logs in
accordance with the preceding requirements. Otherwise, the Service Level
Agreement (SLA) of DTS does not ensure service reliability and performance.

If you perform a primary/secondary switchover on the source database when the
data synchronization task is running, the task fails.

Category Description

Dat a Transmission Service Dat a Synchronizat ion··Precaut ions a
nd limit s

> Document  Version: 20220712 98



Other limits

DTS supports schema synchronization for the following types of objects: table,
index, constraint, function, sequence, and view.

WarningWarning

Oracle and AnalyticDB for PostgreSQL are heterogeneous databases. DTS
does not ensure that the schemas of the source and destination
databases are consistent after schema synchronization. We recommend
that you evaluate the impact of data type conversion on your business.
For more information, see Data type mappings for schema
synchronization.

In this scenario, DTS is incompatible with triggers. We recommend that
you delete the triggers of the source database to prevent data
inconsistency caused by triggers. For more information, see Configure a
data synchronization task for a source database that contains a trigger.

For partit ioned tables, DTS discards the partit ion definit ions. You must
define partit ions in the destination database.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may increase
the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation in
the tables of the destination database. After full data synchronization is completed,
the tablespace of the destination database is larger than that of the source
database.

We recommend that you do not use gh-ost or pt-online-schema-change to perform
DDL operations on objects. Otherwise, data synchronization may fail.

DTS calculates synchronization latency based on the t imestamp of the latest
synchronized data in the destination database and the current t imestamp in the
source database. If no DML operation is performed on the source database for a long
time, the synchronization latency may be inaccurate. If the latency of the
synchronization task is too high, you can perform a DML operation on the source
database to update the latency.

Not e Not e If you select an entire database as the object to be synchronized,
you can create a heartbeat table. The heartbeat table is updated or receives
data every second.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. For example, if you use tools other than DTS to write data to
the destination database, data loss may occur in the destination database when you
use Data Management (DMS) to perform online DDL operations.

Category Description

Synchronize data from a self-managed Oracle database to aSynchronize data from a self-managed Oracle database to a
Message Queue for Apache Kafka instance or a self-managed KafkaMessage Queue for Apache Kafka instance or a self-managed Kafka
clustercluster
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Category Description

Limits on the
source database

Requirements for the objects to be synchronized:

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints,
and all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If the version of your Oracle database is 12c or later, the names of the tables to
be synchronized cannot exceed 30 bytes in length.

If you select tables as the objects to be synchronized and you want to edit
tables (such as renaming tables or columns), up to 1,000 tables can be
synchronized in a single data synchronization task. If you run a task to
synchronize more than 1,000 tables, a request error occurs. In this case, we
recommend that you split  the tables, configure multiple tasks to synchronize the
tables, or configure a task to synchronize the entire database.

If the source database is an Oracle Real Application Cluster (RAC) database
connected over Express Connect, you must specify a virtual IP address (VIP) for the
database when you configure the data synchronization task.

If the self-managed Oracle database is an Oracle RAC database, you can only use a
VIP rather than a Single Client Access Name (SCAN) IP address when you configure
the data synchronization task. After you specify the VIP, node failover of the Oracle
RAC database is not supported.

The following requirements must be met:

The redo logging and archive logging features must be enabled.

If you perform only incremental data synchronization, the redo logs and archive
logs of the source database must be stored for more than 24 hours. If you
perform both full data and incremental data synchronization, the redo logs and
archive logs of the source database must be stored for at least seven days.
After full data synchronization is completed, you can set the retention period to
more than 24 hours. Otherwise, DTS may fail to obtain the redo logs and archive
logs and the task may fail. In exceptional circumstances, data inconsistency or
loss may occur. Make sure that you set the retention period of redo logs and
archive logs in accordance with the preceding requirements. Otherwise, the
Service Level Agreement (SLA) of DTS does not ensure service reliability and
performance.

If you perform a primary/secondary switchover on the source database when the
data synchronization task is running, the task fails.
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Other limits

DTS does not synchronize the data in a renamed table to the destination Kafka
cluster. This applies if the new table name is not included in the objects to be
synchronized. To synchronize the data in a renamed table to the destination Kafka
cluster, you must reselect  t he object s t o be synchroniz edreselect  t he object s t o be synchroniz ed. For more
information, see Add an object to a data synchronization task.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. After full data synchronization is
completed, the tablespace of the destination database is larger than that of the
source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform DDL operations on objects. Otherwise, data synchronization may fail.

DTS calculates synchronization latency based on the t imestamp of the latest
synchronized data in the destination database and the current t imestamp in the
source database. If no DML operation is performed on the source database for a
long time, the synchronization latency may be inaccurate. If the latency of the
synchronization task is too high, you can perform a DML operation on the source
database to update the latency.

Not e Not e If you select an entire database as the object to be synchronized,
you can create a heartbeat table. The heartbeat table is updated or receives
data every second.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. For example, if you use tools other than DTS to write data
to the destination database, data loss may occur in the destination database when
you use Data Management (DMS) to perform online DDL operations.

Category Description

Synchronize data from a self-managed Oracle database to aSynchronize data from a self-managed Oracle database to a
DataHub projectDataHub project
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Dat a Synchronizat ion··Precaut ions a
nd limit s

Dat a Transmission Service

101 > Document  Version: 20220712

https://www.alibabacloud.com/help/doc-detail/26634.htm#concept-628273


Limits on the
source database

Requirements for the objects to be synchronized:

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If the version of your Oracle database is 12c or later, the names of the tables to be
synchronized cannot exceed 30 bytes in length.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to synchronize more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the
tables, configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

If the source database is an Oracle Real Application Cluster (RAC) database connected
over Express Connect, you must specify a virtual IP address (VIP) for the database
when you configure the data synchronization task.

If the self-managed Oracle database is an Oracle RAC database, you can only use a
VIP rather than a Single Client Access Name (SCAN) IP address when you configure the
data synchronization task. After you specify the VIP, node failover of the Oracle RAC
database is not supported.

The following requirements must be met:

The redo logging and archive logging features must be enabled.

If you perform only incremental data synchronization, the redo logs and archive
logs of the source database must be stored for more than 24 hours. If you
perform both schema synchronization and incremental data synchronization, the
redo logs and archive logs of the source database must be stored for at least
seven days. After schema synchronization is completed, you can set the retention
period to more than 24 hours. Otherwise, DTS may fail to obtain the redo logs and
archive logs and the task may fail. In exceptional circumstances, data inconsistency
or loss may occur. Make sure that you set the retention period of redo logs and
archive logs in accordance with the preceding requirements. Otherwise, the SLA of
DTS does not ensure service reliability and performance.

If you perform a primary/secondary switchover on the source database when the
data synchronization task is running, the task fails.

Category Description
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Other limits

The objects of schema synchronization must be tables.

Warning Warning In this scenario, DTS is incompatible with triggers. We
recommend that you delete the triggers of the source database to prevent data
inconsistency caused by triggers. For more information, see Configure a data
synchronization task for a source database that contains a trigger.

Full data synchronization is not supported. DTS does not synchronize historical data
of the required objects from the source database to the destination DataHub project.

Only tables can be selected as the objects to be synchronized.

We recommend that you do not use gh-ost or pt-online-schema-change to perform
DDL operations on objects. Otherwise, data synchronization may fail.

DTS calculates synchronization latency based on the t imestamp of the latest
synchronized data in the destination database and the current t imestamp in the
source database. If no DML operation is performed on the source database for a long
time, the synchronization latency may be inaccurate. If the latency of the
synchronization task is too high, you can perform a DML operation on the source
database to update the latency.

Not e Not e If you select an entire database as the object to be synchronized,
you can create a heartbeat table. The heartbeat table is updated or receives
data every second.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. For example, if you use tools other than DTS to write data to
the destination database, data loss may occur in the destination database when you
use Data Management (DMS) to perform online DDL operations.

Category Description

This topic describes the precautions and limits that you must take note of when you synchronize data
from a PostgreSQL database, such as a self-managed PostgreSQL database and an ApsaraDB RDS for
PostgreSQL database. To ensure that your data synchronization task runs as expected, read the
precautions and limits before you configure the task.

Scenarios of synchronizing data from a PostgreSQL databaseScenarios of synchronizing data from a PostgreSQL database
You can view the precautions and limits based on the following synchronization scenarios:

3.7. Precautions and limits for3.7. Precautions and limits for
synchronizing data from a PostgreSQLsynchronizing data from a PostgreSQL
databasedatabase
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Not eNot e
By default , Data Transmission Service (DTS) disables FOREIGN KEY constraints for the dest ination
database in a data synchronization task. Therefore, the cascade and delete operations of the
source database are not synchronized to the following dest ination databases:

ApsaraDB RDS for PostgreSQL

Analyt icDB for PostgreSQL

PolarDB for Oracle

ApsaraDB RDS for MySQL

Synchronize data between PostgreSQL databases

Synchronize data from a self-managed PostgreSQL database or an ApsaraDB RDS for PostgreSQL
instance to an Analyt icDB for PostgreSQL instance

Synchronize data from a self-managed PostgreSQL database to a PolarDB for Oracle cluster

Synchronize data from an ApsaraDB RDS for PostgreSQL instance to an ApsaraDB RDS for MySQL
instance

Synchronize data between PostgreSQL databasesSynchronize data between PostgreSQL databases
Configure one-way data synchronization between ApsaraDB RDS for PostgreSQL instances

Category Description
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Limits on the
source database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to be synchronized more than
1,000 tables, a request error occurs. In this case, we recommend that you split
the tables and configure multiple tasks to synchronize the tables, or configure a
task to synchronize the entire database.

The following requirements for write-ahead logging (WAL) logs must be met:

The value of the wal_level parameter must be set to logical.

If you perform only incremental data synchronization, the WAL logs of the
source database must be stored for more than 24 hours. If you perform both
full data synchronization and incremental data synchronization, the WAL logs
of the source database must be stored for at least seven days. After full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the WAL logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure
that you set the retention period of WAL logs based on the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not
guarantee service reliability or performance.

Limits on operations:
If you want to perform a primary/secondary switchover on the source ApsaraDB
RDS for PostgreSQL instance, the Logical Replication Slot Failover feature must be
enabled. This prevents logical subscriptions from being interrupted and ensures
that your data synchronization task can run as expected. For more information,
see Logical Replication Slot Failover.

A single data synchronization task can synchronize data from only one database.
To synchronize data from multiple databases, you must create a data
synchronization task for each database.

Category Description
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Other limits

If the schema is selected as the object to be synchronized, you must execute the
 ALTER TABLE schema.table REPLICA IDENTITY FULL; statement in the

destination table before the data synchronization starts. This ensures data
consistency. When you execute this statement, we recommend that you do not
lock the table. Otherwise, a deadlock occurs.

Not eNot e

Replace the  schema  and  table  in the preceding sample
statement with the actual schema name and table name.

We recommend that you perform this operation during off-peak
hours.

DTS does not check the validity of metadata such as sequences. You must
manually check the validity of metadata.

After your workloads are switched to the destination database, newly written
sequences do not increment from the maximum value of the sequences in the
source database. Therefore, you must query the maximum value of the
sequences in the source database before you switch your workloads to the
destination database. Then, you must specify the queried maximum value as the
starting value of the sequences in the destination database. You can run the
following statements to query the maximum value of the sequences in the source
database:

do language plpgsql $$
declare
  nsp name;
  rel name;
  val int8;
begin
  for nsp,rel in select nspname,relname from pg_class t2 , 
pg_namespace t3 where t2.relnamespace=t3.oid and t2.relkind='S'
  loop
    execute format($_$select last_value from %I.%I$_$, nsp, rel) 
into val;
    raise notice '%',
    format($_$select setval('%I.%I'::regclass, %s);$_$, nsp, rel, 
val+1);
  end loop;
end;
$$;

DTS creates the following temporary tables in the source database to obtain the
DDL statements of incremental data, the schemas of incremental tables, and the
heartbeat information. During data synchronization, do not delete temporary
tables in the source database. Otherwise, exceptions occur. After the DTS
instance is released, temporary tables are automatically deleted.
 public.DTS_PG_CLASS ,  public.DTS_PG_ATTRIBUTE ,  public.DTS_PG_TY
PE ,  public.DTS_PG_ENUM ,  public.DTS_POSTGRES_HEARTBEAT ,  public
.DTS_DDL_COMMAND , and  public.DTS_ARGS_SESSION .

To ensure that the latency of data synchronization is accurate, DTS adds a
heartbeat table to the source database. The name of the heartbeat table is dts_
postgres_heartbeat.

Category Description
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Other limits During data synchronization, DTS creates a replication slot for the source
database. The replication slot is prefixed with  dts_sync_ . DTS automatically
clears historical replication slots every 90 minutes to reduce storage usage.

Not eNot e

After the DTS instance is released, the replication slot is
automatically deleted. If you modify the password of the source
database or delete the IP address whitelist  of DTS, the replication
slot cannot be automatically deleted. In this case, you must delete
the replication slot in the source database to prevent it  from piling
up.

If the data synchronization task is released or fails, DTS automatically
clears the replication slot. If a primary/secondary switchover is
performed on the source ApsaraDB RDS for PostgreSQL instance, you
must log on to the secondary database to clear the replication slot.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS
uses read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause
fragmentation in the tables of the destination database. Therefore, after full
data synchronization is completed, the size of the used tablespace of the
destination database is larger than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform DDL operations on source tables during data synchronization. Otherwise,
data synchronization may fail.

If you use only DTS to write data to the destination database, you can use DMS to
perform online DDL operations on source tables during data synchronization. For
more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data
to the destination database. This prevents data inconsistency between the
source and destination databases. If you use tools other than DTS to write data
to the destination database, data loss may occur in the destination database
when you use Data Management (DMS) to perform online DDL operations.

If you perform both full data synchronization and incremental data
synchronization and the tables to be synchronized in the source database contain
foreign keys, triggers, or event triggers (PostgreSQL V11.5 and later), the
session_replication_role parameter in the destination database must be set to
replica. After the data synchronization task is released, you can change the value
of the session_replication_role parameter back to origin.

Category Description
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Special cases

If the source instance is an ApsaraDB RDS for PostgreSQL instance, take note of the
following limits:
During data synchronization, do not modify the endpoint and zone of the ApsaraDB
RDS for PostgreSQL instance. Otherwise, the data synchronization task fails.

Category Description

Synchronize data from a self-managed PostgreSQL database to an ApsaraDB RDS for PostgreSQL
instance

Category Description
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Limits on the
source database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to be synchronized more than
1,000 tables, a request error occurs. In this case, we recommend that you split
the tables and configure multiple tasks to synchronize the tables, or configure a
task to synchronize the entire database.

The following requirements for write-ahead logging (WAL) logs must be met:

The value of the wal_level parameter must be set to logical.

If you perform only incremental data synchronization, the WAL logs of the
source database must be stored for more than 24 hours. If you perform both
full data synchronization and incremental data synchronization, the WAL logs
of the source database must be stored for at least seven days. After full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the WAL logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure
that you set the retention period of WAL logs based on the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not
guarantee service reliability or performance.

If you perform a primary/secondary switchover on a self-managed PostgreSQL
database, the data synchronization task fails.

A single data synchronization task can synchronize data from only one database.
To synchronize data from multiple databases, you must create a data
synchronization task for each database.

Category Description
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Other limits

If the schema is selected as the object to be synchronized, you must execute the
 ALTER TABLE schema.table REPLICA IDENTITY FULL; statement in the

destination table before the data synchronization starts. This ensures data
consistency. When you execute this statement, we recommend that you do not
lock the table. Otherwise, a deadlock occurs.

Not eNot e

Replace the  schema  and  table  in the preceding sample
statement with the actual schema name and table name.

We recommend that you perform this operation during off-peak
hours.

DTS does not check the validity of metadata such as sequences. You must
manually check the validity of metadata.

After your workloads are switched to the destination database, newly written
sequences do not increment from the maximum value of the sequences in the
source database. Therefore, you must query the maximum value of the
sequences in the source database before you switch your workloads to the
destination database. Then, you must specify the queried maximum value as the
starting value of the sequences in the destination database. You can run the
following statements to query the maximum value of the sequences in the source
database:

do language plpgsql $$
declare
  nsp name;
  rel name;
  val int8;
begin
  for nsp,rel in select nspname,relname from pg_class t2 , 
pg_namespace t3 where t2.relnamespace=t3.oid and t2.relkind='S'
  loop
    execute format($_$select last_value from %I.%I$_$, nsp, rel) 
into val;
    raise notice '%',
    format($_$select setval('%I.%I'::regclass, %s);$_$, nsp, rel, 
val+1);
  end loop;
end;
$$;

DTS creates the following temporary tables in the source database to obtain the
DDL statements of incremental data, the schemas of incremental tables, and the
heartbeat information. During data synchronization, do not delete temporary
tables in the source database. Otherwise, exceptions occur. After the DTS
instance is released, temporary tables are automatically deleted.
 public.DTS_PG_CLASS ,  public.DTS_PG_ATTRIBUTE ,  public.DTS_PG_TY
PE ,  public.DTS_PG_ENUM ,  public.DTS_POSTGRES_HEARTBEAT ,  public
.DTS_DDL_COMMAND , and  public.DTS_ARGS_SESSION .

To ensure that the latency of data synchronization is accurate, DTS adds a
heartbeat table to the source database. The name of the heartbeat table is dts_
postgres_heartbeat.

Category Description
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During data synchronization, DTS creates a replication slot for the source
database. The replication slot is prefixed with  dts_sync_ . DTS automatically
clears historical replication slots every 90 minutes to reduce storage usage.

Not e Not e If the data synchronization task is released or fails, DTS
automatically clears the replication slot. If a primary/secondary switchover is
performed on the source ApsaraDB RDS for PostgreSQL instance, you must
log on to the secondary database to clear the replication slot.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS
uses read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause
fragmentation in the tables of the destination database. Therefore, after full
data synchronization is completed, the size of the used tablespace of the
destination database is larger than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform DDL operations on source tables during data synchronization. Otherwise,
data synchronization may fail.

If you use only DTS to write data to the destination database, you can use DMS to
perform online DDL operations on source tables during data synchronization. For
more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data
to the destination database. This prevents data inconsistency between the
source and destination databases. If you use tools other than DTS to write data
to the destination database, data loss may occur in the destination database
when you use DMS to perform online DDL operations.

If you perform both full data synchronization and incremental data
synchronization and the tables to be synchronized in the source database contain
foreign keys, triggers, or event triggers (PostgreSQL V11.5 and later), the
session_replication_role parameter in the destination database must be set to
replica. After the data synchronization task is released, you can change the value
of the session_replication_role parameter back to origin.

Category Description

Configure two-way data synchronization between ApsaraDB RDS for PostgreSQL instances

Category Description
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Limits on the
source and
destination
databases

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to be synchronized more than
1,000 tables, a request error occurs. In this case, we recommend that you split
the tables and configure multiple tasks to synchronize the tables, or configure a
task to synchronize the entire database.

The following requirements for write-ahead logging (WAL) logs must be met:

The value of the wal_level parameter must be set to logical.

If you perform only incremental data synchronization, the WAL logs of the
source database must be stored for more than 24 hours. If you perform both
full data synchronization and incremental data synchronization, the WAL logs
of the source database must be stored for at least seven days. After full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the WAL logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure
that you set the retention period of WAL logs based on the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not
guarantee service reliability or performance.

If you want to perform a primary/secondary switchover on the source ApsaraDB
RDS for PostgreSQL instance, the Logical Replication Slot Failover feature must be
enabled. This prevents logical subscriptions from being interrupted and ensures
that your data synchronization task can run as expected. For more information,
see Logical Replication Slot Failover.

You can configure data synchronization tasks only in the China (Hangzhou), China
(Shanghai), and China (Qingdao) region.

A single data synchronization task can synchronize data from only one database.
To synchronize data from multiple databases, you must create a data
synchronization task for each database.

If the schema is selected as the object to be synchronized, you must execute the
 ALTER TABLE schema.table REPLICA IDENTITY FULL; statement in the

destination table before the data synchronization starts. This ensures data
consistency. When you execute this statement, we recommend that you do not
lock the table. Otherwise, a deadlock occurs.

Not eNot e

Replace the  schema  and  table  in the preceding sample
statement with the actual schema name and table name.

We recommend that you perform this operation during off-peak
hours.

DTS does not check the validity of metadata such as sequences. You must
manually check the validity of metadata.

Category Description
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Other limits

After your workloads are switched to the destination database, newly written
sequences do not increment from the maximum value of the sequences in the
source database. Therefore, you must query the maximum value of the
sequences in the source database before you switch your workloads to the
destination database. Then, you must specify the queried maximum value as the
starting value of the sequences in the destination database. You can run the
following statements to query the maximum value of the sequences in the source
database:

do language plpgsql $$
declare
  nsp name;
  rel name;
  val int8;
begin
  for nsp,rel in select nspname,relname from pg_class t2 , 
pg_namespace t3 where t2.relnamespace=t3.oid and t2.relkind='S'
  loop
    execute format($_$select last_value from %I.%I$_$, nsp, rel) 
into val;
    raise notice '%',
    format($_$select setval('%I.%I'::regclass, %s);$_$, nsp, rel, 
val+1);
  end loop;
end;
$$;

DTS creates the following temporary tables in the source database to obtain the
DDL statements of incremental data, the schemas of incremental tables, and the
heartbeat information. During data synchronization, do not delete temporary
tables in the source database. Otherwise, exceptions occur. After the DTS
instance is released, temporary tables are automatically deleted.
 public.DTS_PG_CLASS ,  public.DTS_PG_ATTRIBUTE ,  public.DTS_PG_TY
PE ,  public.DTS_PG_ENUM ,  public.DTS_POSTGRES_HEARTBEAT ,  public
.DTS_DDL_COMMAND , and  public.DTS_ARGS_SESSION .

To ensure that the latency of data synchronization is accurate, DTS adds a
heartbeat table to the source database. The name of the heartbeat table is dts_
postgres_heartbeat.

Category Description
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During data synchronization, DTS creates a replication slot for the source
database. The replication slot is prefixed with  dts_sync_ . DTS automatically
clears historical replication slots every 90 minutes to reduce storage usage.

Not eNot e

After the DTS instance is released, the replication slot is
automatically deleted. If you modify the password of the source
database or delete the IP address whitelist  of DTS, the replication
slot cannot be automatically deleted. In this case, you must delete
the replication slot in the source database to prevent it  from piling
up.

If the data synchronization task is released or fails, DTS automatically
clears the replication slot. If a primary/secondary switchover is
performed on the source ApsaraDB RDS for PostgreSQL instance, you
must log on to the secondary database to clear the replication slot.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS
uses read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause
fragmentation in the tables of the destination database. Therefore, after full
data synchronization is completed, the size of the used tablespace of the
destination database is larger than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform DDL operations on source tables during data synchronization. Otherwise,
data synchronization may fail.

If you use only DTS to write data to the destination database, you can use DMS to
perform online DDL operations on source tables during data synchronization. For
more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data
to the destination database. This prevents data inconsistency between the
source and destination databases. If you use tools other than DTS to write data
to the destination database, data loss may occur in the destination database
when you use DMS to perform online DDL operations.

If you perform both full data synchronization and incremental data
synchronization and the tables to be synchronized in the source database contain
foreign keys, triggers, or event triggers (PostgreSQL V11.5 and later), the
session_replication_role parameter in the destination database must be set to
replica. After the data synchronization task is released, you can change the value
of the session_replication_role parameter back to origin.

Category Description
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Special cases

If the source instance is an ApsaraDB RDS for PostgreSQL instance, take note of the
following limits:
During data synchronization, do not modify the endpoint and zone of the ApsaraDB
RDS for PostgreSQL instance. Otherwise, the data synchronization task fails.

Category Description

Synchronize data from a self-managed PostgreSQL database or anSynchronize data from a self-managed PostgreSQL database or an
ApsaraDB RDS for PostgreSQL instance to an AnalyticDB forApsaraDB RDS for PostgreSQL instance to an AnalyticDB for
PostgreSQL instancePostgreSQL instance

Category Description

Limits on the
source database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to be synchronized more than
1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables and configure multiple tasks to synchronize the tables, or configure a task
to synchronize the entire database.

The following requirements for write-ahead logging (WAL) logs must be met:

The value of the wal_level parameter must be set to logical.

If you perform only incremental data synchronization, the WAL logs of the source
database must be stored for more than 24 hours. If you perform both full data
synchronization and incremental data synchronization, the WAL logs of the
source database must be stored for at least seven days. After full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the WAL logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of WAL logs based on the preceding requirements.
Otherwise, the Service Level Agreement (SLA) of DTS does not guarantee service
reliability or performance.

Limits on operations:

If you perform a primary/secondary switchover on a self-managed PostgreSQL
database, the data synchronization task fails.

If you want to perform a primary/secondary switchover on the source ApsaraDB
RDS for PostgreSQL instance, the Logical Replication Slot Failover feature must
be enabled. This prevents logical subscriptions from being interrupted and
ensures that your data synchronization task can run as expected. For more
information, see Logical Replication Slot Failover.
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Other limits

Schema synchronization is not supported. Before you configure a data
synchronization task, you must create databases and tables in the destination
instance.

Requirements for the objects to be synchronized:

Only tables can be selected as the objects to be synchronized.

DTS does not synchronize the following types of data: BIT , VARBIT , GEOMETRY,
UUID, TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

A single data synchronization task can synchronize data from only one database.
To synchronize data from multiple databases, you must create a data
synchronization task for each database.

If the schema is selected as the object to be synchronized, you must execute the  
ALTER TABLE schema.table REPLICA IDENTITY FULL; statement in the
destination table before the data synchronization starts. This ensures data
consistency. When you execute this statement, we recommend that you do not lock
the table. Otherwise, a deadlock occurs.

Not eNot e

Replace the  schema  and  table  in the preceding sample
statement with the actual schema name and table name.

We recommend that you perform this operation during off-peak hours.

DTS creates the following temporary tables in the source database to obtain the
DDL statements of incremental data, the schemas of incremental tables, and the
heartbeat information. During data synchronization, do not delete temporary
tables in the source database. Otherwise, exceptions occur. After the DTS instance
is released, temporary tables are automatically deleted.
 public.DTS_PG_CLASS ,  public.DTS_PG_ATTRIBUTE ,  public.DTS_PG_TYP
E ,  public.DTS_PG_ENUM ,  public.DTS_POSTGRES_HEARTBEAT ,  public.DT
S_DDL_COMMAND , and  public.DTS_ARGS_SESSION .

To ensure that the latency of data synchronization is accurate, DTS adds a
heartbeat table to the source database. The name of the heartbeat table is dts_po
stgres_heartbeat.

During data synchronization, DTS creates a replication slot for the source database.
The replication slot is prefixed with  dts_sync_ . DTS automatically clears
historical replication slots every 90 minutes to reduce storage usage.

Not e Not e If the data synchronization task is released or fails, DTS
automatically clears the replication slot. If a primary/secondary switchover is
performed on the source ApsaraDB RDS for PostgreSQL instance, you must log
on to the secondary database to clear the replication slot.

During data synchronization, DTS creates a replication slot for the source database.
The replication slot is prefixed with  dts_sync_ . DTS automatically clears
historical replication slots every 90 minutes to reduce storage usage.

Category Description
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Not eNot e

After the DTS instance is released, the replication slot is automatically
deleted. If you modify the password of the source database or delete
the IP address whitelist  of DTS, the replication slot cannot be
automatically deleted. In this case, you must delete the replication slot
in the source database to prevent it  from piling up.

If the data synchronization task is released or fails, DTS automatically
clears the replication slot. If a primary/secondary switchover is
performed on the source ApsaraDB RDS for PostgreSQL instance, you
must log on to the secondary database to clear the replication slot.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. Therefore, after full data synchronization
is completed, the size of the used tablespace of the destination database is larger
than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform DDL operations on source tables during data synchronization. Otherwise,
data synchronization may fail.

If you use only DTS to write data to the destination database, you can use DMS to
perform online DDL operations on source tables during data synchronization. For
more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, data loss may occur in the destination database when you
use DMS to perform online DDL operations.

Special cases

If the source instance is an ApsaraDB RDS for PostgreSQL instance, take note of the
following limits:
During data synchronization, do not modify the endpoint and zone of the ApsaraDB
RDS for PostgreSQL instance. Otherwise, the data synchronization task fails.

Category Description

Synchronize data from a self-managed PostgreSQL database to aSynchronize data from a self-managed PostgreSQL database to a
PolarDB for Oracle clusterPolarDB for Oracle cluster
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Category Description

Limits on the
source database

If you perform a primary/secondary switchover on a self-managed PostgreSQL
database, the data synchronization task fails.

Schema synchronization is not supported. Before you configure a data
synchronization task, you must create databases and tables in the destination
instance.

A single data synchronization task can synchronize data from only one database.
To synchronize data from multiple databases, you must create a data
synchronization task for each database.

If the schema is selected as the object to be synchronized, you must execute the  
ALTER TABLE schema.table REPLICA IDENTITY FULL; statement in the
destination table before the data synchronization starts. This ensures data
consistency. When you execute this statement, we recommend that you do not lock
the table. Otherwise, a deadlock occurs.

Not eNot e

Replace the  schema  and  table  in the preceding sample
statement with the actual schema name and table name.

We recommend that you perform this operation during off-peak hours.

DTS does not check the validity of metadata such as sequences. You must manually
check the validity of metadata.

After your workloads are switched to the destination database, newly written
sequences do not increment from the maximum value of the sequences in the
source database. Therefore, you must query the maximum value of the sequences
in the source database before you switch your workloads to the destination
database. Then, you must specify the queried maximum value as the starting value
of the sequences in the destination database. You can run the following
statements to query the maximum value of the sequences in the source database:
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Other limits

do language plpgsql $$
declare
  nsp name;
  rel name;
  val int8;
begin
  for nsp,rel in select nspname,relname from pg_class t2 , 
pg_namespace t3 where t2.relnamespace=t3.oid and t2.relkind='S'
  loop
    execute format($_$select last_value from %I.%I$_$, nsp, rel) 
into val;
    raise notice '%',
    format($_$select setval('%I.%I'::regclass, %s);$_$, nsp, rel, 
val+1);
  end loop;
end;
$$;

DTS creates the following temporary tables in the source database to obtain the
DDL statements of incremental data, the schemas of incremental tables, and the
heartbeat information. During data synchronization, do not delete temporary
tables in the source database. Otherwise, exceptions occur. After the DTS instance
is released, temporary tables are automatically deleted.
 public.DTS_PG_CLASS ,  public.DTS_PG_ATTRIBUTE ,  public.DTS_PG_TYP
E ,  public.DTS_PG_ENUM ,  public.DTS_POSTGRES_HEARTBEAT ,  public.DT
S_DDL_COMMAND , and  public.DTS_ARGS_SESSION .

To ensure that the latency of data synchronization is accurate, DTS adds a
heartbeat table to the source database. The name of the heartbeat table is dts_po
stgres_heartbeat.

During data synchronization, DTS creates a replication slot for the source database.
The replication slot is prefixed with  dts_sync_ . DTS automatically clears
historical replication slots every 90 minutes to reduce storage usage.

Not e Not e If the data synchronization task is released or fails, DTS
automatically clears the replication slot. If a primary/secondary switchover is
performed on the source ApsaraDB RDS for PostgreSQL instance, you must log
on to the secondary database to clear the replication slot.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. Therefore, after full data synchronization
is completed, the size of the used tablespace of the destination database is larger
than that of the source database.

Category Description

Synchronize data from an ApsaraDB RDS for PostgreSQL instance toSynchronize data from an ApsaraDB RDS for PostgreSQL instance to
an ApsaraDB RDS for MySQL instancean ApsaraDB RDS for MySQL instance
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Category Description

Limits on the
source database

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to be synchronized more than
1,000 tables, a request error occurs. In this case, we recommend that you split  the
tables and configure multiple tasks to synchronize the tables, or configure a task
to synchronize the entire database.

The following requirements for write-ahead logging (WAL) logs must be met:

The value of the wal_level parameter must be set to logical.

If you perform only incremental data synchronization, the WAL logs of the source
database must be stored for more than 24 hours. If you perform both full data
synchronization and incremental data synchronization, the WAL logs of the
source database must be stored for at least seven days. After full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the WAL logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of WAL logs based on the preceding requirements.
Otherwise, the Service Level Agreement (SLA) of DTS does not guarantee service
reliability or performance.

Limits on operations:
If you want to perform a primary/secondary switchover on the source ApsaraDB
RDS for PostgreSQL instance, the Logical Replication Slot Failover feature must be
enabled. This prevents logical subscriptions from being interrupted and ensures
that your data synchronization task can run as expected. For more information, see
Logical Replication Slot Failover.

A single data synchronization task can synchronize data from only one database.
To synchronize data from multiple databases, you must create a data
synchronization task for each database.

If the schema is selected as the object to be synchronized, you must execute the  
ALTER TABLE schema.table REPLICA IDENTITY FULL; statement in the
destination table before the data synchronization starts. This ensures data
consistency. When you execute this statement, we recommend that you do not lock
the table. Otherwise, a deadlock occurs.

Not eNot e

Replace the  schema  and  table  in the preceding sample
statement with the actual schema name and table name.

We recommend that you perform this operation during off-peak hours.

DTS creates the following temporary tables in the source database to obtain the
DDL statements of incremental data, the schemas of incremental tables, and the
heartbeat information. During data synchronization, do not delete temporary
tables in the source database. Otherwise, exceptions occur. After the DTS instance
is released, temporary tables are automatically deleted.

 public.DTS_PG_CLASS ,  public.DTS_PG_ATTRIBUTE ,  public.DTS_PG_TYP
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Other limits

 public.DTS_PG_CLASS ,  public.DTS_PG_ATTRIBUTE ,  public.DTS_PG_TYP
E ,  public.DTS_PG_ENUM ,  public.DTS_POSTGRES_HEARTBEAT ,  public.DT
S_DDL_COMMAND , and  public.DTS_ARGS_SESSION .

To ensure that the latency of data synchronization is accurate, DTS adds a
heartbeat table to the source database. The name of the heartbeat table is dts_po
stgres_heartbeat.

During data synchronization, DTS creates a replication slot for the source database.
The replication slot is prefixed with  dts_sync_ . DTS automatically clears
historical replication slots every 90 minutes to reduce storage usage.

Not eNot e

After the DTS instance is released, the replication slot is automatically
deleted. If you modify the password of the source database or delete
the IP address whitelist  of DTS, the replication slot cannot be
automatically deleted. In this case, you must delete the replication slot
in the source database to prevent it  from piling up.

If the data synchronization task is released or fails, DTS automatically
clears the replication slot. If a primary/secondary switchover is
performed on the source ApsaraDB RDS for PostgreSQL instance, you
must log on to the secondary database to clear the replication slot.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. Therefore, after full data synchronization
is completed, the size of the used tablespace of the destination database is larger
than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform DDL operations on source tables during data synchronization. Otherwise,
data synchronization may fail.

If you use only DTS to write data to the destination database, you can use DMS to
perform online DDL operations on source tables during data synchronization. For
more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, data loss may occur in the destination database when you
use DMS to perform online DDL operations.

Special cases

If the source instance is an ApsaraDB RDS for PostgreSQL instance, take note of the
following limits:
During data synchronization, do not modify the endpoint and zone of the ApsaraDB
RDS for PostgreSQL instance. Otherwise, the data synchronization task fails.

Category Description
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This topic describes the precautions and limits when you synchronize data from an SQL Server
database, such as a self-managed SQL Server database and an database. To ensure that your data
synchronization task runs as expected, you must read the precautions and limits before you configure
the task.

Scenarios of synchronizing data from an SQL Server databaseScenarios of synchronizing data from an SQL Server database
You can click one of the following synchronization scenarios to view its precautions and limits.

Not eNot e
By default , Data Transmission Service (DTS) disables foreign key constraints for the dest ination
database in a data synchronization task. Therefore, the cascade and delete operations of the
source database are not synchronized to the following dest ination databases:

SQL Server

MySQL (ApsaraDB RDS for MySQL and self-managed MySQL databases)

PolarDB MySQL

Analyt icDB for MySQL

Analyt icDB for PostgreSQL

Synchronize data between SQL Server databases

Synchronize data from an ApsaraDB RDS for SQL Server instance to a MySQL database

Synchronize data from an SQL Server database to a PolarDB for MySQL cluster

Synchronize data from an SQL Server database to an Analyt icDB for MySQL cluster

Synchronize data from an SQL Server database to an Analyt icDB for PostgreSQL instance

Synchronize data between SQL Server databasesSynchronize data between SQL Server databases
The following table describes the precautions and limits.

Category Description

3.8. Precautions and limits for3.8. Precautions and limits for
synchronizing data from an SQLsynchronizing data from an SQL
Server databaseServer database
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Limits on the
source database

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all
fields must be unique. Otherwise, the destination database may contain duplicate
data records.

If you select tables as the objects to synchronize and you want to edit  tables (such
as renaming tables or columns), up to 1,000 tables can be synchronized in a single
data synchronization task. If you run a task to synchronize more than 1,000 tables,
a request error occurs. In this case, we recommend that you split  the tables,
configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

A single data synchronization task can synchronize up to 10 databases. If you want
to synchronize more than 10 databases, we recommend that you split  the tables to
synchronize or configure multiple tasks to synchronize the databases. Otherwise,
the performance and stability of your data synchronization task may be
compromised.

The following requirements for data logs must be met:

The data logging feature must be enabled. The backup mode must be set to
Full, and full logical backup must be performed.

If you perform only incremental data synchronization, the data logs of the
source database must be stored for more than 24 hours. If you perform both full
data synchronization and incremental data synchronization, the data logs of the
source database must be stored for at least seven days. After the full data
synchronization is complete, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the data logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of data logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not
ensure service reliability and performance.

Category Description
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Other limits

DTS does not synchronize data of the following types: CURSOR, ROWVERSION,
SQL_VARIANT, HIERACHYID, and GEOMETRY.

If you synchronize data between different versions of databases, make sure that
the database versions are compatible.

If you set SQL Server Increment al Synchroniz at ion ModeSQL Server Increment al Synchroniz at ion Mode to Increment alIncrement al
Synchroniz at ion Based on Logs of  Source Dat abaseSynchroniz at ion Based on Logs of  Source Dat abase in the Conf igureConf igure
Object s and Advanced Set t ingsObject s and Advanced Set t ings  step, the tables to synchronize must have
clustered indexes that contain primary key columns. In addition, the table to
synchronize cannot be compressed tables and cannot contain computed columns.
Ignore the preceding limits in the mixed log-based parsing mode.

In the Incremental Synchronization Based on Logs of Source Database mode, DTS
adds a heartbeat table named dts_log_heart_beat to the source database to
ensure that the latency of data synchronization is accurate. In the mixed log-based
parsing incremental synchronization mode, DTS creates a trigger named dts_cdc_sy
nc_ddl, a heartbeat table named dts_sync_progress, and a storage table named dt
s_cdc_ddl_history by using DDL and enables Change Data Capture (CDC) for the
database and some tables.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. Therefore, after the full data
synchronization is complete, the tablespace of the destination database is larger
than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform DDL operations on source tables during data synchronization. Otherwise,
data synchronization may fail.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, data loss may occur in the destination database when you
use Data Management (DMS) to perform online DDL operations.

Category Description

Synchronize data from an ApsaraDB RDS for SQL Server instance to aSynchronize data from an ApsaraDB RDS for SQL Server instance to a
MySQL databaseMySQL database
The following table describes the precautions and limits when you synchronize data from an ApsaraDB
RDS for SQL Server instance to a MySQL database, such as a self-managed MySQL database or an
ApsaraDB RDS for MySQL database.

Category Description
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Limits on the
source database

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all
fields must be unique. Otherwise, the destination database may contain duplicate
data records.

If you select tables as the objects to synchronize and you want to edit  tables (such
as renaming tables or columns), up to 1,000 tables can be synchronized in a single
data synchronization task. If you run a task to synchronize more than 1,000 tables,
a request error occurs. In this case, we recommend that you split  the tables,
configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

A single data synchronization task can synchronize up to 10 databases. If you want
to synchronize more than 10 databases, we recommend that you split  the tables to
synchronize or configure multiple tasks to synchronize the databases. Otherwise,
the performance and stability of your data synchronization task may be
compromised.

The following requirements for data logs must be met:

The data logging feature must be enabled. The backup mode must be set to
Full, and full logical backup must be performed.

If you perform only incremental data synchronization, the data logs of the
source database must be stored for more than 24 hours. If you perform both full
data synchronization and incremental data synchronization, the data logs of the
source database must be stored for at least seven days. After the full data
synchronization is complete, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the data logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of data logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not
ensure service reliability and performance.

Category Description
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Other limits

Requirements for the objects to synchronize:

DTS supports init ial schema synchronization for the following types of objects:
database, schema, and table.

DTS does not synchronize data of the following types: T IMESTAMP, CURSOR,
ROWVERSION, HIERACHYID, SQL_VARIANT, SPATIAL GEOMETRY, SPATIAL
GEOGRAPHY, and TABLE.

If you set SQL Server Increment al Synchroniz at ion ModeSQL Server Increment al Synchroniz at ion Mode to Increment alIncrement al
Synchroniz at ion Based on Logs of  Source Dat abaseSynchroniz at ion Based on Logs of  Source Dat abase in the Conf igureConf igure
Object s and Advanced Set t ingsObject s and Advanced Set t ings  step, the tables to synchronize must have
clustered indexes that contain primary key columns. In addition, the table to
synchronize cannot be compressed tables and cannot contain computed columns.
Ignore the preceding limits in the mixed log-based parsing mode.

Complex synchronous DDL operations are not supported at present.

In the Incremental Synchronization Based on Logs of Source Database mode, DTS
adds a heartbeat table named dts_log_heart_beat to the source database to
ensure that the latency of data synchronization is accurate. In the mixed log-based
parsing incremental synchronization mode, DTS creates a trigger named dts_cdc_sy
nc_ddl, a heartbeat table named dts_sync_progress, and a storage table named dt
s_cdc_ddl_history by using DDL and enables Change Data Capture (CDC) for the
database and some tables.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. Therefore, after the full data
synchronization is complete, the tablespace of the destination database is larger
than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform DDL operations on source tables during data synchronization. Otherwise,
data synchronization may fail.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, data loss may occur in the destination database when you
use DMS to perform online DDL operations.

Category Description

Synchronize data from an SQL Server database to a PolarDB forSynchronize data from an SQL Server database to a PolarDB for
MySQL clusterMySQL cluster
The following table describes the precautions and limits.

Category Description
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Limits on the
source database

Other limits

Requirements for the objects to synchronize:

DTS supports init ial schema synchronization for the following types of objects:
database, schema, and table.

DTS does not synchronize data of the following types: T IMESTAMP, CURSOR,
ROWVERSION, HIERACHYID, SQL_VARIANT, SPATIAL GEOMETRY, SPATIAL
GEOGRAPHY, and TABLE.

Complex synchronous DDL operations are not supported at present.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, data loss may occur in the destination database when you
use DMS to perform online DDL operations.

Category Description

Synchronize data from an SQL Server database to an AnalyticDB forSynchronize data from an SQL Server database to an AnalyticDB for
MySQL clusterMySQL cluster

Category Description
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Limits on the
source database

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all
fields must be unique. Otherwise, the destination database may contain duplicate
data records.

If you select tables as the objects to synchronize and you want to edit  tables (such
as renaming tables or columns), up to 1,000 tables can be synchronized in a single
data synchronization task. If you run a task to synchronize more than 1,000 tables,
a request error occurs. In this case, we recommend that you split  the tables,
configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

A single data synchronization task can synchronize up to 10 databases. If you want
to synchronize more than 10 databases, we recommend that you split  the tables to
synchronize or configure multiple tasks to synchronize the databases. Otherwise,
the performance and stability of your data synchronization task may be
compromised.

The following requirements for data logs must be met:

The data logging feature must be enabled. The backup mode must be set to
Full, and full logical backup must be performed.

If you perform only incremental data synchronization, the data logs of the
source database must be stored for more than 24 hours. If you perform both full
data synchronization and incremental data synchronization, the data logs of the
source database must be stored for at least seven days. After the full data
synchronization is complete, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the data logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of data logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not
ensure service reliability and performance.

Requirements for the objects to synchronize:

DTS supports init ial schema synchronization for the following types of objects:
schema, table, view, function, and procedure.

Warning Warning ApsaraDB RDS for SQL Server and AnalyticDB for PostgreSQL
are heterogeneous databases. The data types that they support do not
have one-to-one correspondence. We recommend that you evaluate the
impact of data type conversion on your business. For more information, see
Data type mappings for schema synchronization.

DTS does not synchronize the schemas of assemblies, service brokers, full-text
indexes, full-text catalogs, distributed schemas, distributed functions, CLR
stored procedures, CLR scalar-valued functions, CLR table-valued functions,
internal tables, systems, or aggregate functions.

DTS does not synchronize data of the following types: T IMESTAMP, CURSOR,
ROWVERSION, HIERACHYID, SQL_VARIANT, SPATIAL GEOMETRY, SPATIAL
GEOGRAPHY, and TABLE.

DTS does not synchronize tables that contain computed columns.

If you set SQL Server Increment al Synchroniz at ion ModeSQL Server Increment al Synchroniz at ion Mode to Increment alIncrement al
Synchroniz at ion Based on Logs of  Source Dat abaseSynchroniz at ion Based on Logs of  Source Dat abase in the Conf igureConf igure
Object s and Advanced Set t ingsObject s and Advanced Set t ings  step, the tables to synchronize must have

Category Description

Dat a Transmission Service Dat a Synchronizat ion··Precaut ions a
nd limit s

> Document  Version: 20220712 128

https://www.alibabacloud.com/help/doc-detail/131282.htm#concept-1813784


Other limits

clustered indexes that contain primary key columns. In addition, the table to
synchronize cannot be compressed tables and cannot contain computed columns.
Ignore the preceding limits in the mixed log-based parsing mode.

In the Incremental Synchronization Based on Logs of Source Database mode, DTS
adds a heartbeat table named dts_log_heart_beat to the source database to
ensure that the latency of data synchronization is accurate. In the mixed log-based
parsing incremental synchronization mode, DTS creates a trigger named dts_cdc_sy
nc_ddl, a heartbeat table named dts_sync_progress, and a storage table named dt
s_cdc_ddl_history by using DDL and enables Change Data Capture (CDC) for the
database and some tables.

Due to the limits of , if the disk space usage of the nodes in an cluster reaches 80%,
the performance of data writ ing to the destination database is compromised and
the DTS task is delayed. If the usage reaches 90%, data cannot be written to the
destination database and error messages are returned. We recommend that you
estimate the required disk space based on the objects that you want to
synchronize. You must ensure that the destination cluster has sufficient storage
space.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. Therefore, after the full data
synchronization is complete, the tablespace of the destination database is larger
than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform DDL operations on source tables during data synchronization. Otherwise,
data synchronization may fail.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, data loss may occur in the destination database when you
use DMS to perform online DDL operations.

Category Description

Synchronize data from an SQL Server database to an AnalyticDB forSynchronize data from an SQL Server database to an AnalyticDB for
PostgreSQL instancePostgreSQL instance
The following table describes the precautions and limits.

Category Description
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Limits on the
source database

The tables to synchronize must have PRIMARY KEY or UNIQUE constraints, and all
fields must be unique. Otherwise, the destination database may contain duplicate
data records.

If you select tables as the objects to synchronize and you want to edit  tables (such
as renaming tables or columns), up to 1,000 tables can be synchronized in a single
data synchronization task. If you run a task to synchronize more than 1,000 tables,
a request error occurs. In this case, we recommend that you split  the tables,
configure multiple tasks to synchronize the tables, or configure a task to
synchronize the entire database.

A single data synchronization task can synchronize up to 10 databases. If you want
to synchronize more than 10 databases, we recommend that you split  the tables to
synchronize or configure multiple tasks to synchronize the databases. Otherwise,
the performance and stability of your data synchronization task may be
compromised.

The following requirements for data logs must be met:

The data logging feature must be enabled. The backup mode must be set to
Full, and full logical backup must be performed.

If you perform only incremental data synchronization, the data logs of the
source database must be stored for more than 24 hours. If you perform both full
data synchronization and incremental data synchronization, the data logs of the
source database must be stored for at least seven days. After the full data
synchronization is complete, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the data logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of data logs in accordance with the preceding
requirements. Otherwise, the Service Level Agreement (SLA) of DTS does not
ensure service reliability and performance.

Category Description
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Other limits

Requirements for the objects to synchronize:

DTS supports init ial schema synchronization for the following types of objects:
schema, table, view, function, and procedure.

Warning Warning ApsaraDB RDS for SQL Server and AnalyticDB for PostgreSQL
are heterogeneous databases. The data types that they support do not
have one-to-one correspondence. We recommend that you evaluate the
impact of data type conversion on your business. For more information, see
Data type mappings for schema synchronization.

DTS does not synchronize the schemas of assemblies, service brokers, full-text
indexes, full-text catalogs, distributed schemas, distributed functions, CLR
stored procedures, CLR scalar-valued functions, CLR table-valued functions,
internal tables, systems, or aggregate functions.

DTS does not synchronize data of the following types: T IMESTAMP, CURSOR,
ROWVERSION, HIERACHYID, SQL_VARIANT, SPATIAL GEOMETRY, SPATIAL
GEOGRAPHY, and TABLE.

DTS does not synchronize tables that contain computed columns.

If you set SQL Server Increment al Synchroniz at ion ModeSQL Server Increment al Synchroniz at ion Mode to Increment alIncrement al
Synchroniz at ion Based on Logs of  Source Dat abaseSynchroniz at ion Based on Logs of  Source Dat abase in the Conf igureConf igure
Object s and Advanced Set t ingsObject s and Advanced Set t ings  step, the tables to synchronize must have
clustered indexes that contain primary key columns. In addition, the table to
synchronize cannot be compressed tables and cannot contain computed columns.
Ignore the preceding limits in the mixed log-based parsing mode.

In the Incremental Synchronization Based on Logs of Source Database mode, DTS
adds a heartbeat table named dts_log_heart_beat to the source database to
ensure that the latency of data synchronization is accurate. In the mixed log-based
parsing incremental synchronization mode, DTS creates a trigger named dts_cdc_sy
nc_ddl, a heartbeat table named dts_sync_progress, and a storage table named dt
s_cdc_ddl_history by using DDL and enables Change Data Capture (CDC) for the
database and some tables.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. Therefore, after the full data
synchronization is complete, the tablespace of the destination database is larger
than that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform DDL operations on source tables during data synchronization. Otherwise,
data synchronization may fail.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, data loss may occur in the destination database when you
use DMS to perform online DDL operations.

Category Description

3.9. Precautions and limits for3.9. Precautions and limits for
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This topic describes the precautions and limits when you synchronize data from a MongoDB database,
such as a self-managed MongoDB database and an ApsaraDB for MongoDB instance. To ensure that
your data synchronization task runs as expected, you must read the precautions and limits before you
configure the task.

Scenarios of synchronizing data from a MongoDB databaseScenarios of synchronizing data from a MongoDB database
You can click one of the following synchronization scenarios to view its precautions and limits:

Synchronize data from a ApsaraDB for MongoDB instance (replica set  architecture) to another
ApsaraDB for MongoDB instance (replica set  architecture or sharded cluster architecture)

Configure two-way data synchronization between ApsaraDB for MongoDB sharded cluster instances

Synchronize data from a ApsaraDB for MongoDB instance (replicaSynchronize data from a ApsaraDB for MongoDB instance (replica
set architecture) to another ApsaraDB for MongoDB instance (replicaset architecture) to another ApsaraDB for MongoDB instance (replica
set architecture or sharded cluster architecture)set architecture or sharded cluster architecture)
The following table describes the precautions and limits when you synchronize data to a MongoDB
database, such as a self-managed MongoDB database or an ApsaraDB for MongoDB instance.

Category Description

3.9. Precautions and limits for3.9. Precautions and limits for
synchronizing data from a MongoDBsynchronizing data from a MongoDB
databasedatabase
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Limits on the
source database

Bandwidth requirements: The server to which the source database belongs must
have a sufficient egress bandwidth. Otherwise, the data synchronization speed is
affected.

The collections to be synchronized must have PRIMARY KEY or UNIQUE constraints
and all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select collections as the objects to synchronize and you want to edit
collections (such as renaming collections), up to 1,000 collections can be
synchronized in a single data synchronization task. If you run a task to synchronize
more than 1,000 collections, a request error occurs. In this case, we recommend
that you split  the collections to synchronize, configure multiple tasks to
synchronize the tables, or configure a task to synchronize the entire database.

The following requirements must be met:

The oplog feature must be enabled.

For an incremental data synchronization task, the oplogs of the source database
must be stored for more than 24 hours. If you perform both full data
synchronization and incremental data synchronization, the oplogs of the source
database must be stored for at least 7 days. After the full data synchronization
is complete, you can set the retention period to more than 24 hours. Otherwise,
Data Transmission Service (DTS) may fail to obtain the oplogs and the task may
fail. In exceptional circumstances, data inconsistency or loss may occur. Make
sure that you set the retention period of oplogs in accordance with the
preceding requirements. Otherwise, the Service Level Agreement (SLA) of DTS
does not ensure service reliability and performance

Other limits

To ensure compatibility, the version of the destination MongoDB database must be
the same as or later than the version of the source MongoDB database. If the
version of the destination database is earlier than the version of the source
database, database compatibility issues may occur.

DTS cannot synchronize data from the admin or local database.

Transaction information is not retained. When transactions are synchronized to the
destination database, they are converted into a single record.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the collections of the destination database. After the full data synchronization is
complete, the storage usage of collections in the destination database is larger
than that of collections in the source database.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, data loss may occur in the destination database when you
use Data Management (DMS) to perform online DDL operations.

Category Description
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Special cases

If the source database is a self-managed MongoDB database, take note of the
following limits:

If you perform a primary/secondary switchover on the source database when the
data synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest
synchronized data in the destination database and the current t imestamp in the
source database. If no update operation is performed on the source database for a
long time, the synchronization latency may be inaccurate. If the latency of the
synchronization task is too high, you can perform an update operation on the
source database to update the latency.

Not e Not e If you select an entire database as the object to synchronize, you can
create a heartbeat. The heartbeat is updated or receives data every second.

Category Description

Configure two-way data synchronization between ApsaraDB forConfigure two-way data synchronization between ApsaraDB for
MongoDB sharded cluster instancesMongoDB sharded cluster instances
The following table describes the precautions and limits when you synchronize data to a MongoDB
database, such as a self-managed MongoDB database or an ApsaraDB for MongoDB instance.

Category Description
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Limits on the
source and
destination
databases

Bandwidth requirements: The server to which the source database belongs must
have a sufficient egress bandwidth. Otherwise, the data synchronization speed is
affected.

The collections to be synchronized must have PRIMARY KEY or UNIQUE constraints
and all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select collections as the objects to synchronize and you want to edit
collections (such as renaming collections), up to 1,000 collections can be
synchronized in a single data synchronization task. If you run a task to synchronize
more than 1,000 collections, a request error occurs. In this case, we recommend
that you split  the collections to synchronize, configure multiple tasks to
synchronize the tables, or configure a task to synchronize the entire database.

The following requirements must be met:

The oplog feature must be enabled.

For an incremental data synchronization task, the oplogs of the source database
must be stored for more than 24 hours. If you perform both full data
synchronization and incremental data synchronization, the oplogs of the source
database must be stored for at least 7 days. After the full data synchronization
is complete, you can set the retention period to more than 24 hours. Otherwise,
Data Transmission Service (DTS) may fail to obtain the oplogs and the task may
fail. In exceptional circumstances, data inconsistency or loss may occur. Make
sure that you set the retention period of oplogs in accordance with the
preceding requirements. Otherwise, the Service Level Agreement (SLA) of DTS
does not ensure service reliability and performance

During a data synchronization task, ApsaraDB for MongoDB sharded cluster
instances involved in the task cannot be scaled. Otherwise, the task fails.

Category Description
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Other limits

To ensure compatibility, the version of the destination MongoDB database must be
the same as or later than the version of the source MongoDB database. If the
version of the destination database is earlier than the version of the source
database, database compatibility issues may occur.

If the source or the destination instance is located in a region outside the Chinese
mainland, two-way data synchronization is supported only between instances
located within the same region. For example, two-way data synchronization is
supported between instances within the Japan (Tokyo) region. Two-way data
synchronization between an instance in the Japan (Tokyo) region and another
instance in the Germany (Frankfurt) region is not supported.

DTS cannot synchronize data from the admin or local database.

Transaction information is not retained. When transactions are synchronized to the
destination database, they are converted into a single record.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the collections of the destination database. After the full data synchronization is
complete, the storage usage of collections in the destination database is larger
than that of collections in the source database.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, data loss may occur in the destination database when you
use DMS to perform online DDL operations.

Category Description

This topic describes the precautions and limits that you must take note of when you synchronize data
from a database. To ensure that your data synchronization task runs as expected, you must read the
precautions and limits before you configure the task.

Synchronize data from a Db2 for LUW database to a PolarDB-X 2.0Synchronize data from a Db2 for LUW database to a PolarDB-X 2.0
instanceinstance

Not e Not e By default , Data Transmission Service (DTS) disables FOREIGN KEY constraints for the
destination database in a data synchronization task. Therefore, the cascade and delete operations
of the source database are not synchronized to the dest ination databases.

3.10. Precautions and limits for3.10. Precautions and limits for
synchronizing data from a Db2 forsynchronizing data from a Db2 for
LUW databaseLUW database
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Category Description

Limits on the
source database

Bandwidth requirements: The server to which the source database belongs must
have a sufficient egress bandwidth. Otherwise, the data synchronization speed is
affected.

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you want to edit  tables
(such as renaming tables or columns), up to 1,000 tables can be synchronized in a
single data synchronization task. If you run a task to synchronize more than 1,000
tables, a request error occurs. In this case, we recommend that you split  the tables
to be synchronized, configure multiple tasks to synchronize the tables, or configure
a task to synchronize the entire database.

The following requirements for data logs must be met:

The data logging feature must be enabled. Otherwise, error messages are
returned during precheck and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the data logs of the
source database must be stored for more than 24 hours. If you perform both full
data synchronization and incremental data synchronization, the data logs of the
source database must be stored for at least seven days. After the full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the data logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of data logs based on the preceding requirements.
Otherwise, the Service Level Agreement (SLA) of DTS does not guarantee service
reliability and performance.
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Other limits

Schema synchronization is not supported. Before you configure a data
synchronization task, you must create databases and tables in the destination
instance.

DTS synchronizes incremental data from a database to the destination database
based on the Change Data Capture (CDC) replication technology of . However, the
CDC replication technology has its own limits. For more information, see General
data restrictions for SQL Replication.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. After full data synchronization is
completed, the tablespace of the destination database is larger than that of the
source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform DDL operations on objects. Otherwise, data synchronization may fail.

If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on the source tables. For
more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, data loss may occur in the destination database when you
use DMS to perform online DDL operations.

Special cases

You must take note of the following items because the source database is a self-
managed database:

If you perform a primary/secondary switchover on the source database when the
data synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest
synchronized data in the destination database and the current t imestamp in the
source database. If no DML operation is performed on the source database for a
long time, the synchronization latency may be inaccurate. If the latency of the
synchronization task is too high, you can perform a DML operation on the source
database to update the latency.

Not e Not e If you select an entire database as the object to be synchronized,
you can create a heartbeat table. The heartbeat table is updated or receives
data every second.

Category Description

Synchronize data from a DB2 for LUW database to an AnalyticDB forSynchronize data from a DB2 for LUW database to an AnalyticDB for
MySQLMySQL V3.0 V3.0 cluster cluster
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Not e Not e By default , Data Transmission Service (DTS) disables FOREIGN KEY constraints for the
destination database in a data synchronization task. Therefore, the cascade and delete operations
of the source database are not synchronized to the dest ination databases.

Category Description

Limits on the
source database

Bandwidth requirements: The server to which the source database belongs must
have a sufficient egress bandwidth. Otherwise, the data synchronization speed is
affected.

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you need to edit  tables
(such as renaming tables or columns) in the destination database, up to 1,000
tables can be synchronized in a single data synchronization task. If you run a task to
synchronize more than 1,000 tables, a request error occurs. In this case, we
recommend that you split  the tables and configure multiple tasks to synchronize
the tables, or configure a task to synchronize the entire database.

The following requirements for data logs must be met:

The data logging feature must be enabled. Otherwise, error messages are
returned during precheck and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the data logs of the
source database must be stored for more than 24 hours. If you perform both full
data synchronization and incremental data synchronization, the data logs of the
source database must be stored for at least seven days. After the full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the data logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of data logs based on the preceding requirements.
Otherwise, the Service Level Agreement (SLA) of DTS does not guarantee service
reliability and performance.
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Other limits

Schema synchronization is not supported. Before you configure a data
synchronization task, you must create databases and tables in the destination
instance.

DTS synchronizes incremental data from a database to the destination database
based on the Change Data Capture (CDC) replication technology of . However, the
CDC replication technology has its own limits. For more information, see General
data restrictions for SQL Replication.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may cause
the loads of the database servers to increase.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. After full data synchronization is
completed, the size of used tablespace of the destination database is larger than
that of the source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform DDL operations on objects. Otherwise, data synchronization may fail.

If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on the source tables. For
more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, data loss may occur in the destination database when you
use DMS to perform online DDL operations.

 V3.0 has limits on the usage of disk space. If the disk space usage of the nodes in
an V3.0 cluster reaches 80%, the DTS task is delayed and error messages are
returned. We recommend that you estimate the required disk space based on the
objects to be synchronized. You must ensure that the destination cluster has
sufficient storage space.

 V3.0 has strictly case-sensit ive data.

Special cases

You must take note of the following items because the source database is a self-
managed database:

If you perform a primary/secondary switchover on the source database when the
data synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest
synchronized data in the destination database and the current t imestamp in the
source database. If no DML operation is performed on the source database for a
long time, the synchronization latency may be inaccurate. If the latency of the
synchronization task is too high, you can perform a DML operation on the source
database to update the latency.

Not e Not e If you select an entire database as the object to be synchronized,
you can create a heartbeat table. The heartbeat table is updated or receives
data every second.

Category Description
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Synchronize data from a Db2 for LUW database to a PolarDB forSynchronize data from a Db2 for LUW database to a PolarDB for
MySQL clusterMySQL cluster

Not e Not e By default , DTS disables FOREIGN KEY constraints for the dest ination database in a
data synchronization task. Therefore, the cascade and delete operations of the source database
are not synchronized to the dest ination database.

Category Description

Limits on the
source database

Bandwidth requirements: The server to which the source database belongs must
have a sufficient egress bandwidth. Otherwise, the data synchronization speed is
affected.

The tables to be synchronized must have PRIMARY KEY or UNIQUE constraints, and
all fields must be unique. Otherwise, the destination database may contain
duplicate data records.

If you select tables as the objects to be synchronized and you need to edit  tables
(such as renaming tables or columns) in the destination database, up to 1,000
tables can be synchronized in a single data synchronization task. If you run a task to
synchronize more than 1,000 tables, a request error occurs. In this case, we
recommend that you split  the tables and configure multiple tasks to synchronize
the tables, or configure a task to synchronize the entire database.

The following requirements for data logs must be met:

The data logging feature must be enabled. Otherwise, error messages are
returned during precheck and the data synchronization task cannot be started.

If you perform only incremental data synchronization, the data logs of the
source database must be stored for more than 24 hours. If you perform both full
data synchronization and incremental data synchronization, the data logs of the
source database must be stored for at least seven days. After the full data
synchronization is completed, you can set the retention period to more than 24
hours. Otherwise, DTS may fail to obtain the data logs and the task may fail. In
exceptional circumstances, data inconsistency or loss may occur. Make sure that
you set the retention period of data logs based on the preceding requirements.
Otherwise, the Service Level Agreement (SLA) of DTS does not guarantee service
reliability and performance.
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Other limits

Schema synchronization is not supported. Before you configure a data
synchronization task, you must create databases and tables in the destination
instance.

DTS synchronizes incremental data from a database to the destination database
based on the Change Data Capture (CDC) replication technology of . However, the
CDC replication technology has its own limits. For more information, see General
data restrictions for SQL Replication.

Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and destination databases. We recommend that you
synchronize data during off-peak hours. During full data synchronization, DTS uses
read and write resources of the source and destination databases. This may
increase the loads of the database servers.

During full data synchronization, concurrent INSERT operations cause fragmentation
in the tables of the destination database. After full data synchronization is
completed, the tablespace of the destination database is larger than that of the
source database.

We recommend that you do not use gh-ost or pt-online-schema-change to
perform DDL operations on objects. Otherwise, data synchronization may fail.

If you use only DTS to write data to the destination database, you can use Data
Management (DMS) to perform online DDL operations on the source tables. For
more information, see Change schemas without locking tables.

During data synchronization, we recommend that you use only DTS to write data to
the destination database. This prevents data inconsistency between the source and
destination databases. If you use tools other than DTS to write data to the
destination database, data loss may occur in the destination database when you
use DMS to perform online DDL operations.

Special cases

You must take note of the following items because the source database is a self-
managed database:

If you perform a primary/secondary switchover on the source database when the
data synchronization task is running, the task fails.

DTS calculates synchronization latency based on the t imestamp of the latest
synchronized data in the destination database and the current t imestamp in the
source database. If no DML operation is performed on the source database for a
long time, the synchronization latency may be inaccurate. If the latency of the
synchronization task is too high, you can perform a DML operation on the source
database to update the latency.

Not e Not e If you select an entire database as the object to be synchronized,
you can create a heartbeat table. The heartbeat table is updated or receives
data every second.

Category Description
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When you configure a data synchronization task, you must specify the database accounts for the
source and dest ination databases. The database accounts are used for data synchronization. Different
databases and synchronization types require different permissions. You must create and authorize
database accounts before you configure a data synchronization task.

Permissions required for the source database accountPermissions required for the source database account

Database Required permission References

ApsaraDB RDS for
MySQL instance

Read permissions on the objects to
synchronize

Create databases and accounts for an
ApsaraDB RDS for MySQL instance and
Modify the permissions of a standard
account on an ApsaraDB RDS for MySQL
instance

Self-managed
MySQL database

The SELECT permission on the objects to
synchronize
The REPLICATION CLIENT, REPLICATION
SLAVE, and SHOW VIEW permissions
Permissions to create databases and
tables. The permissions allow Data
Transmission Service (DTS) to create a
database named dts to record heartbeat
data during synchronization.

Create an account for a user-created
MySQL database and configure binary
logging

PolarDB for MySQL
cluster

Read permissions on the objects to
synchronize

Create a database account

PolarDB for Oracle
cluster

Permissions of a privileged account Create database accounts

PolarDB-X 1.0
instance

Read permissions on the objects to
synchronize

Manage database accounts

ApsaraDB RDS for
SQL Server
instance

The owner permission on the source
database

Not e Not e A privileged account
has the required permissions.

Modify the permissions of a standard
account on an ApsaraDB RDS for SQL
Server instance

Self-managed SQL
Server database

The permissions of the sysadmin role CREATE USER and GRANT (Transact-SQL)

4.Prepare the database4.Prepare the database
accounts for dataaccounts for data
synchronizationsynchronization
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ApsaraDB RDS for
PostgreSQL
instance

Permissions of a privileged account. The
account must be the owner of the
database.

Not e Not e If the source database
runs on an ApsaraDB RDS for
PostgreSQL instance V9.4 and you
synchronize only DML operations,
the database account must have the
REPLICATION permission.

Create an account on an ApsaraDB RDS
for PostgreSQL instance and Create a
database on an ApsaraDB RDS for
PostgreSQL instance

Self-managed
PostgreSQL
database

Permissions of the superuser role CREATE USER and GRANT

ApsaraDB for
Redis instance

Read permissions on the objects to
synchronize

Create and manage database accounts

Self-managed
Redis database

The  PSYNC  or  SYNC  statement
can be executed on the source Redis
database.

None

ApsaraDB for
MongoDB instance

Full data migration: read permissions
on the source database

Incremental data migration: read
permissions on the source database,
the admin database, and the local
database

For more information, see Manage user
permissions on MongoDB databases.

Self-managed
MongoDB
database

Full data migration: the read
permissions on the source database

Incremental data migration: the read
permissions on the source database,
the admin database, and the local
database

For more information, see
db.createUser().

Self-managed
TiDB database

The SELECT permission on objects to
migrate and the SHOW VIEW permission

Privilege Management

Database Required permission References

Permissions required for the destination database accountPermissions required for the destination database account

Database Required permission References

ApsaraDB RDS for
MySQL instance

Read and write permissions on the
destination database

Create databases and accounts for an
ApsaraDB RDS for MySQL instance and
Modify the permissions of a standard
account on an ApsaraDB RDS for MySQL
instance
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Self-managed
MySQL database

The ALL permission on the destination
database

Create an account for a user-created
MySQL database and configure binary
logging

PolarDB for MySQL
cluster

The ALL permission on the destination
database

Create a database account

PolarDB for Oracle
cluster

The permissions of the dat abasedat abase
ownerowner

You can specify the dat abase ownerdat abase owner
when you create a database.

PolarDB-X 1.0
instance

Write permissions on the objects to
synchronize

Manage database accounts

ApsaraDB for
Redis instance

If you use the instance password, no
authorization is required.

None

If you use a custom account, read and
write permissions are required.

Create and manage database accounts

Self-managed
Redis database

The database password must be valid. None

ApsaraDB for
MongoDB instance

The dbAdminAnyDatabase permission,
read and write permissions on the
destination database, and read
permissions on the local database

For more information, see Manage user
permissions on MongoDB databases.

Self-managed
MongoDB
database

The dbAdminAnyDatabase permission,
the read and write permissions on the
destination database, and the read
permissions on the local database

For more information, see
db.createUser().

AnalyticDB for
MySQL cluster

Version 2.0: DTS automatically creates
a database account and grants
permissions to the account. You do
not need to specify the database
account.

Version 3.0: Read and write
permissions are required.

Version 3.0: Create a database account

AnalyticDB for
PostgreSQL
instance

The init ial accountinit ial account  or an account that
has the RDS_SUPERUSER permission is
required.

Init ial account: Create a database
account

An account that has the
RDS_SUPERUSER permission: Manage
users and permissions

Database Required permission References

Dat a Synchronizat ion··Prepare t he d
at abase account s for dat a synchro
nizat ion

Dat a Transmission Service

145 > Document  Version: 20220712

https://www.alibabacloud.com/help/doc-detail/125728.htm#concept-1198525
https://www.alibabacloud.com/help/doc-detail/68508.htm#task-1580301
file:///home/admin/dita-files/output/21702202/task19030682/~~98664~~
https://www.alibabacloud.com/help/doc-detail/92665.htm#task-kth-pr4-hfb
https://www.alibabacloud.com/help/doc-detail/99142.htm#concept-cgg-qxh-1gb
https://docs.mongodb.com/manual/reference/method/db.createUser/
https://www.alibabacloud.com/help/doc-detail/122280.htm#multiTask1262
https://www.alibabacloud.com/help/doc-detail/50206.htm#task-bhh-2mr-52b
https://www.alibabacloud.com/help/doc-detail/35430.htm#concept-gbr-cty-52b


Message Queue
for Apache Kafka
instance

N/A

Not e Not e If the instance type of
the Message Queue for Apache
Kafka instance is VPC Inst anceVPC Inst ance, you
do not need to specify the
dat abase accountdat abase account  or dat abasedat abase
passwordpassword. None

Self-managed
Kafka cluster

N/A

Not e Not e If no authentication is
enabled for the Kafka cluster, you
do not need to enter the username
or password.

None

DataHub project
You do not need to specify the
dat abase accountdat abase account  when you configure
the task.

None

Elasticsearch
cluster

The logon name and logon password
that are specified when you create the
Elasticsearch cluster. The default logon
name is elastic.

Create an Elasticsearch cluster

MaxCompute
project

The CREATE TABLE, CREATE INSTANCE,
CREATE RESOURCE, CREATE JOB, and List
permissions on the project to
synchronize

When you configure the data
synchronization task, DTS automatically
authorizes the database account.

Tablestore
You do not need to specify the
dat abase accountdat abase account  when you configure
the task.

None

ClickHouse cluster
Read and write permissions on the
objects to synchronize

Create an account

Database Required permission References

Permissions required for the database accounts in two-way dataPermissions required for the database accounts in two-way data
synchronization taskssynchronization tasks
The following table lists the permissions that are required for the source and dest ination database
accounts in two-way data synchronization tasks. The permissions allow DTS to create a database
named dts in the source and dest ination databases to prevent circular data replicat ion.
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Database Required permission References

ApsaraDB RDS for
MySQL instance

Permissions of a privileged account
Create databases and accounts for an
ApsaraDB RDS for MySQL instance

Self-managed
MySQL database

The SELECT permission on the objects to
synchronize
The REPLICATION CLIENT, REPLICATION
SLAVE, and SHOW VIEW permissions
The permissions to create databases
and tables. The permissions allow DTS
to create a database named dts to
prevent circular data replication.

Create an account for a user-created
MySQL database and configure binary
logging

ApsaraDB RDS for
PostgreSQL
instance

Permissions of a privileged account. The
account must be the owner of the
database.

Create an account on an ApsaraDB RDS
for PostgreSQL instance and Create a
database on an ApsaraDB RDS for
PostgreSQL instance

Self-managed
PostgreSQL
database

Permissions of the superuser role CREATE USER and GRANT

PolarDB for MySQL
cluster

Permissions of a privileged account Create a database account

ApsaraDB for
Redis instance

If you use the instance password, no
authorization is required.

None

If you use a custom account, the read
and write permissions are required.

Create and manage database accounts

Self-managed
Redis database

The  PSYNC  or  SYNC  statement
can be executed on the source Redis
database.

None

Dat a Synchronizat ion··Prepare t he d
at abase account s for dat a synchro
nizat ion

Dat a Transmission Service

147 > Document  Version: 20220712

https://www.alibabacloud.com/help/doc-detail/87038.htm#concept-jyq-tc5-q2b
https://www.alibabacloud.com/help/doc-detail/125728.htm#concept-1198525
https://www.alibabacloud.com/help/doc-detail/96753.htm#concept-kxw-k1p-ydb
https://www.alibabacloud.com/help/doc-detail/96758.htm#concept-cg3-ljq-wdb
https://www.postgresql.org/docs/10/sql-createuser.html
https://www.postgresql.org/docs/10/sql-grant.html
https://www.alibabacloud.com/help/doc-detail/68508.htm#task-1580301
https://www.alibabacloud.com/help/doc-detail/92665.htm#task-kth-pr4-hfb


By default , after an object  (such as a database or table) is synchronized from the source instance to
the dest ination instance, the name of the object  remains unchanged. You can use the object  name
mapping feature provided by Data Transmission Service (DTS) to rename the object  in the dest ination
instance.

PrecautionsPrecautions
You can rename an object  only in the Select  Object s t o SynchronizeSelect  Object s t o Synchronize step when you configure a
data synchronization task.

Not e Not e We recommend that you do not rename objects after the data synchronization task is
started. Otherwise, the task may fail.

ProcedureProcedure
1. In the Select  Object s t o SynchronizeSelect  Object s t o Synchronize step, move the required objects to the Select edSelect ed sect ion,

move the pointer over a database or table, and then click EditEdit .

Not e Not e Different database types support  different objects. If  EditEdit  appears when you
move the pointer over an object, you can rename the object.

5.Synchronization task5.Synchronization task
managementmanagement
5.1. Rename an object to be5.1. Rename an object to be
synchronizedsynchronized
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2. In the dialog box that appears, specify a name for the object  in the dest ination instance.

Database name mapping
In the Edit  Dat abase NameEdit  Dat abase Name dialog box, enter the database name that you want to use in the
destination instance.
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Table name mapping
In the Edit  T ableEdit  T able dialog box, enter the table name that you want to use in the dest ination
instance.
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Column name mapping
In the Edit  T ableEdit  T able dialog box, enter a new name for each column.

Not e Not e In this step, you can clear the columns that do not need to be synchronized.

3. Click OKOK.

4. Configure other parameters that are required for the data synchronization task.

When you select  objects for a Data Transmission Service (DTS) task, you can specify SQL condit ions to
filter data. Only the data that meets the specified condit ions is synchronized or migrated to the
destination database. This feature is applicable to scenarios such as regular data synchronization or
migration and table part it ioning.

PrerequisitesPrerequisites
The task is being configured. The current step is Conf igure Object s and Advanced Set t ingsConf igure Object s and Advanced Set t ings. For
more information about how to create and configure a DTS task, see Configure a data synchronization
task.

LimitsLimits
You can filter only the fields in the current table. Cross-table filtering is not supported.

ProcedureProcedure
1. In the Conf igure Object s and Advanced Set t ingsConf igure Object s and Advanced Set t ings step, move a table to the Select ed Object sSelect ed Object s

sect ion and then right-click the table.

2. In the Edit  T able NameEdit  T able Name dialog box, enter one or more SQL condit ions in the Filt er Condit ionsFilt er Condit ions
field.

5.2. Use SQL conditions to filter data5.2. Use SQL conditions to filter data
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Not eNot e

An SQL condit ion is a standard SQL WHERE statement. The following operators are
supported:  = ,  != ,  < ,  > , and  in . Only the data that meets the WHERE
condit ion is synchronized or migrated to the dest ination database. In this example,
enter  order>100 .

You can specify a t ime condit ion in an SQL WHERE statement. However, you must make
sure that the specified t ime condit ion is valid. For example, to filter incremental data
created after 2020, you must enter  create_time>'2020-01-01'  or  create_time>'202
0-01-01 00:00:00' . You cannot enter  create_time>'2020' .

You can use apostrophes (') in an SQL condit ion if  necessary. For example, you can enter
 address in('hangzhou','shanghai') .

Filter condit ions are case-insensit ive. If  a table in the source database contains Column
A and Column a, you can use an SQL WHERE statement to filter only Column A. In this
case, you can enter  WHERE A=10  rather than  WHERE a=10 .

3. Click OKOK.

4. Configure other parameters that are required for the DTS task.

When you configure a Data Transmission Service (DTS) task, you can specify the capitalizat ion of
database names, table names, and column names in the dest ination instance.

LimitsLimits
When you specify the capitalizat ion of object  names in the dest ination instance, take note of the
following limits:

You cannot specify capitalizat ion rules for views, functions, or stored procedures. If  a table in the
destination database is renamed, the corresponding views, functions, and stored procedures may fail
to be created.

The objects cannot contain CHECK constraints or computed columns.

Capitalization rulesCapitalization rules
DTS supports the following capitalizat ion rules for object  names:

DTS default  policy
DTS configures the capitalizat ion of database names, table names, and column names in the
destination instance based on the database type and related parameters, such as  lower_case_tabl
e_names .

5.3. Specify the capitalization of5.3. Specify the capitalization of
object names in the destinationobject names in the destination
instanceinstance
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Destination database type Destination database parameter
Capitalization of object
names in the destination
instance

Self-managed MySQL database
or ApsaraDB RDS for MySQL
instance

ApsaraDB RDS for MariaDB TX

PolarDB for MySQL

PolarDB-X

AnalyticDB for MySQL V3.0

The  lower_case_table_names 
parameter is set to 1 or 2.

Database names and table
names in the destination
instance are in lowercase.
The capitalization of
column names in the
destination instance is the
same as that in the source
instance.

The  lower_case_table_names 
parameter is set to 0.

The capitalization of
database names, table
names, and column names
in the destination instance
is the same as that in the
source instance.

AnalyticDB for MySQL V2.0

DataHub

MaxCompute

HybridDB for MySQL

None

Database names, table
names, and column names
in the destination instance
are in lowercase.

Self-managed Oracle database None

Database names, table
names, and column names
in the destination instance
are in uppercase.

Self-managed SQL Server
database or ApsaraDB RDS for
SQL Server instance

PolarDB O Edition

Self-managed PostgreSQL
database or ApsaraDB RDS for
PostgreSQL instance

ApsaraDB RDS for PPAS

AnalyticDB for PostgreSQL

Self-managed Db2 database

Self-managed MongoDB
database or ApsaraDB for
MongoDB instance

Self-managed Redis database or
ApsaraDB for Redis instance

Tablestore

Elasticsearch

None

Database names and table
names in the destination
instance are in lowercase.
The capitalization of
column names in the
destination instance is the
same as that in the source
instance.

Consistent with the source database
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The capitalizat ion of database names, table names, and column names in the dest ination instance is
the same as that in the source instance.

Consistent with the default  policy of the dest ination database (uppercase)
The names of all the databases, tables, and columns that are migrated or synchronized to the
destination instance are in uppercase.

Consistent with the default  policy of the dest ination database (lowercase)
The names of all the databases, tables, and columns that are migrated or synchronized to the
destination instance are in lowercase.

DTS adds addit ional columns to the tables that are synchronized to MaxCompute. These addit ional
columns are used to manage metadata, sort  data, and remove duplicates. If  the names of addit ional
columns are the same as the names of exist ing columns in the dest ination table, data synchronization
fails. To avoid this issue, we recommend that you modify the naming rules for addit ional columns.

ContextContext
Before you modify the naming rules for addit ional columns, check whether addit ional columns and
exist ing columns in the dest ination table will have name conflicts. The following table lists the previous
and new naming rules for addit ional columns.

Not e Not e In step 2, you can specify whether to use the new naming rules for addit ional columns.

Naming rules for addit ional columns

Destination
instance

Previous additional
column name

New additional column name Reference

MaxCompute

record_id

operation_flag

utc_timestamp

before_flag

after_flag

modifytime_year

modifytime_mont
h

modifytime_day

modifytime_hour

modifytime_minut
e

new_dts_sync_record_id

new_dts_sync_operation_flag

new_dts_sync_utc_timestamp

new_dts_sync_before_flag

new_dts_sync_after_flag

new_dts_sync_modifytime_year

new_dts_sync_modifytime_mont
h

new_dts_sync_modifytime_day

new_dts_sync_modifytime_hour

new_dts_sync_modifytime_minu
te

For more information, see
Schema of an incremental
data table.

ProcedureProcedure
1. Create and configure a data synchronization task. For more information, see steps 1 to 7 in

Configure a data synchronization task（旧控制台）.

2. In the Select  Object s t o SynchronizeSelect  Object s t o Synchronize step, specify whether you want to use t he new naminguse t he new naming

5.4. Modify the naming rules for5.4. Modify the naming rules for
additional columnsadditional columns
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rules f or addit ional columnsrules f or addit ional columns.

Option Description

YesYes

If you select YesYes , the new naming rules for additional columns are used.

Not e Not e If the previous names of additional columns are the same as the
names of existing columns in the destination table, select YesYes  to avoid name
conflicts.

DTS adds the  new_dts_sync_  prefix to the previous names of additional
columns.
For example, if the previous name of an additional column is  record_id , the
new name of the additional column is  new_dts_sync_record_id .

NoNo If you select No, the previous naming rules for additional columns are used.

Not e Not e For more information about the naming rules for addit ional columns, see Naming
rules for addit ional columns.

3. Configure other parameters that are required for the data synchronization task.

Related topicsRelated topics
Overview of data synchronization scenarios

Overview of data synchronization scenarios

5.5. View the connection status and5.5. View the connection status and
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In the Data Transmission Service (DTS) console, you can view the performance of full data
synchronization and incremental data synchronization. DTS provides the connection and performance
metrics to help you manage data synchronization tasks.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

3. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the data synchronization
instance resides.

4. On the Synchronizat ion T asksSynchronizat ion T asks page, click the ID of the data synchronization instance.

5. Perform one of the following operations:

View the connection status and performance of full data synchronization

a. In the left-side navigation pane, choose Perf ormance Monit oringPerf ormance Monit oring >  > Perf ormance of  FullPerf ormance of  Full
Dat a Synchronizat ionDat a Synchronizat ion.

b. On the page that appears, the connection status and performance of full data
synchronization are displayed. You can select  a t ime range to view the trend charts of
performance metrics for full data synchronization.

Section Description

5.5. View the connection status and5.5. View the connection status and
performance of data synchronizationperformance of data synchronization
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Topology of Full
Data
Synchronization

In this section, you can view the read/write performance and network
information about the connections between DTS and the source and
destination databases. The following parameters are provided:

Connection between DTS and the source database

BPSBPS: the amount of data that DTS reads from the source database
per second. Unit: MB/s.

RPSRPS: the number of records that DTS reads from the source
database per second.

Net work Lat encyNet work Lat ency: the network latency between DTS and the
source database.

Connection between DTS and the destination database

BPSBPS: the amount of data that DTS writes to the destination
database per second. Unit: MB/s.

RPSRPS: the number of records that DTS writes to the destination
database per second.

Net work Lat encyNet work Lat ency: the network latency between DTS and the
destination database.

Performance of Full
Data
Synchronization

In this section, you can view the bandwidth, records per second (RPS),
read/write response time, and network latency.

Not e Not e To view the description of performance metrics, move
the pointer over the Indicat or MeaningIndicat or Meaning button at the upper-right
corner of a trend chart.

Section Description

View the connection status and performance of incremental data synchronization

a. In the left-side navigation pane, choose Perf ormance Monit oringPerf ormance Monit oring >  > Perf ormance ofPerf ormance of
Increment al Dat a Synchronizat ionIncrement al Dat a Synchronizat ion.

b. On the page that appears, the connection status and performance of incremental data
synchronization are displayed. You can select  a t ime range to view the trend charts of
performance metrics for incremental data synchronization.
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Section Description

Topology of
Incremental Data
Synchronization

In this section, you can view the data transmission status and network
latency between DTS modules and the source and destination
databases. DTS modules include the data collection module, the data
cache module, and the data writ ing module. The following parameters
are provided:

BPSBPS: the bandwidth between DTS modules. Unit: MB/s.

RPSRPS: the number of records that are transmitted between DTS
modules per second.

Net work Lat encyNet work Lat ency: the network latency between DTS modules and
the source and destination databases.

Dat a Synchronizat ion··Synchronizat i
on t ask management

Dat a Transmission Service

159 > Document  Version: 20220712



Performance of
Incremental Data
Synchronization

In this section, you can view performance information such as the
bandwidth, synchronization speed, and synchronization latency. You can
select metrics from the More Met ricsMore Met rics  drop-down list.
The following metrics are provided:

Bandwidt h (MB/s)Bandwidt h (MB/s): the bandwidth of data that the data writ ing
module pulls from the data pulling module per second.

Synchroniz at ion Speed (T PS)Synchroniz at ion Speed (T PS): the number of transactions that DTS
synchronizes to the destination database per second.

Synchroniz at ion Lat encySynchroniz at ion Lat ency: the difference between the timestamp of
the latest synchronized data in the destination database and the
current t imestamp in the source database. Unit: milliseconds.

Number of  DDL Operat ionsNumber of  DDL Operat ions : the number of data definit ion
language (DDL) operations that are executed in the destination
database within the selected time range.

Lat ency (ms)Lat ency (ms): the difference between the time when a data record is
generated in the source database and the time when the data record
is written to the destination database. For example, if a data record is
generated in the source database at 7 o'clock and DTS writes the data
record to the destination database at 8 o'clock, the task is delayed by
1 hour.

Slow SQL QueriesSlow SQL Queries : the number of slow SQL queries that are
generated in the destination database within the selected time range.

Section Description

This topic describes how to reset  a data synchronization task. You can reset  a data synchronization
task to stop data synchronization or configure the task again.

PrerequisitesPrerequisites
The data synchronization task is not in the Not  Conf iguredNot  Conf igured state.

Impacts on billingImpacts on billing
Subscript ion: no impact.

Pay-as-you-go: The state of the data synchronization task changes to Not  Conf iguredNot  Conf igured. You are
not billed for the task when it  is in this state. The billing restarts only after you configure and start
the data synchronization task.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

3. In the upper part  of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the data
synchronization instance resides.

4. Find the data synchronization task, and choose MoreMore >  > Reset  T askReset  T ask in the Act ionsAct ions column.

5.6. Reset a data synchronization task5.6. Reset a data synchronization task
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Warning Warning If  you reset  a data synchronization task, the following impacts take place.
Proceed with caution.

The data synchronization task stops. Incremental data and schema changes in the
source database are not synchronized to the dest ination database.

The configurations of the data synchronization task are deleted, and the state of the
task changes to Not  Conf iguredNot  Conf igured.

5. In the message that appears, click OKOK.

ReferencesReferences
For more information about how to configure a data synchronization task, see Overview of data
synchronization scenarios.

When a data synchronization task is running, you can add objects to the task or remove objects from
the task. You do not need to configure the task again. This topic describes how to add an object  to a
data synchronization task.

PrerequisitesPrerequisites
The data synchronization task is in the Synchroniz ingSynchroniz ing, PausedPaused, or Synchronizat ion FailedSynchronizat ion Failed state.

The source and dest ination databases are not in the process of upgrade, configuration change,
network switchover, or cross-zone migration. This ensures that DTS can connect to the source and
destination databases. This also ensures that DTS can read database and table information from the
source database.

PrecautionsPrecautions
The t ime when DTS synchronizes data of a new object  depends on whether init ial synchronizat ioninit ial synchronizat ion is
configured for the data synchronization task.

If  init ial synchronization is not configured, DTS synchronizes data after incremental data is generated
on the source instance.

If  init ial synchronization is configured, DTS synchronizes schemas and historical data, and then
synchronizes incremental data.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

3. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the data synchronization
instance resides.

4. Find the data synchronization task and choose MoreMore >  > Modif y Object s t o SynchronizeModif y Object s t o Synchronize in the
Act ionsAct ions column.

5.7. Add an object to a data5.7. Add an object to a data
synchronization tasksynchronization task
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5. In the AvailableAvailable sect ion, click the object  that you want to add, and click the  icon to move the

object  to the Select edSelect ed sect ion.

6. Click PrecheckPrecheck.

Not eNot e

After you reselect  the objects to be synchronized, DTS performs a precheck on the data
synchronization task. The data synchronization task can be started only after it  passes
the precheck.

If  the task fails to pass the precheck, click the  icon next  to each failed item to view

details. Troubleshoot the issues based on the causes and run a precheck again.

7. Start  the data synchronization task.

5.8. Remove an object from a data5.8. Remove an object from a data
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When a data synchronization task is running, you can add objects to the task or remove objects from
the task. You do not need to configure the task again. This topic describes how to remove an object
from a data synchronization task.

PrerequisitesPrerequisites
The data synchronization task is in the Synchroniz ingSynchroniz ing, PausedPaused, or Synchronizat ion FailedSynchronizat ion Failed state.

The source and dest ination databases are not in the process of upgrade, configuration change,
network switchover, or cross-zone migration. This ensures that DTS can connect to the source and
destination databases. This also ensures that DTS can read database and table information from the
source database.

PrecautionsPrecautions
After an object  is removed from a data synchronization task, the task no longer synchronizes
incremental data of the object  to the dest ination database.

ProcedureProcedure
1. Log on to the DTS console.

2. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

3. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the data synchronization
instance resides.

4. Find the data synchronization task and choose MoreMore >  > Modif y Object s t o SynchronizeModif y Object s t o Synchronize in the
Act ionsAct ions column.

5. In the Select edSelect ed sect ion, click the object  that you want to remove, and click the  icon to move

the object  to the AvailableAvailable sect ion.

5.8. Remove an object from a data5.8. Remove an object from a data
synchronization tasksynchronization task
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6. Click PrecheckPrecheck.

Not eNot e

After you reselect  the objects to be synchronized, DTS performs a precheck on the data
synchronization task. The data synchronization task can be started only after it  passes
the precheck.

If  the task fails to pass the precheck, click the  icon next  to each failed item to view

details. Troubleshoot the issues based on the causes and run a precheck again.

7. Start  the data synchronization task.

This topic describes how to stop a data synchronization task that you no longer need. After the data
synchronization task is stopped, incremental data will not  be synchronized to the dest ination
database.

PrerequisitesPrerequisites
The data synchronization task is in the Synchroniz ingSynchroniz ing, PausedPaused, Synchronizat ion FailedSynchronizat ion Failed, Perf ormingPerf orming
Init ial Synchronizat ionInit ial Synchronizat ion, or Init ial Synchronizat ion FailedInit ial Synchronizat ion Failed state.

PrecautionsPrecautions
If  a data synchronization task is stopped, the task enters the Complet edComplet ed state and no longer
synchronizes incremental data from the source database to the dest ination database.

5.9. Stop a data synchronization task5.9. Stop a data synchronization task
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If  a data synchronization task is stopped, the task cannot be restarted. To synchronize data again,
you must reconfigure the task.

ProcedureProcedure
1. Log on to the DTS console.

2. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the data synchronization
instance resides.

3. On the Synchronizat ion T asksSynchronizat ion T asks page, click the ID of the data synchronization instance.

4. Find the data synchronization task, and choose MoreMore >  > St op T askSt op T ask in the Act ionsAct ions column.

ReferencesReferences
Release pay-as-you-go instances

Before DTS runs a data synchronization task, DTS performs a precheck on the source and dest ination
databases. This topic describes how to troubleshoot precheck failures based on the causes.

Precheck item Cause of failure Solution

The database account or password
is invalid.

Obtain the valid password, and change
the password of the source or
destination database in the DTS
console. The password is specified
when you configure the data
synchronization task. For more
information, see Change the password
of a database account.

5.10. Troubleshoot precheck failures5.10. Troubleshoot precheck failures
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Source database
connectivity
Destination database
connectivity

The IP address that is used to access
the source or destination database is
disallowed to access the database.

For a MySQL database, authorize the
database account again. The CIDR
blocks of DTS servers must be
added to the IP whitelist. For more
information about the CIDR blocks
of DTS servers in each region, see
Add the CIDR blocks of DTS servers
to the security settings of on-
premises databases.

For an SQL Server database, disable
the firewall or trigger settings.

For an Oracle database, set the  TC
P.VALIDNODE_CHECKING 
parameter to  no  and restart the
process.

A firewall is configured on the server
where the source or destination
database resides.

Disable the firewall settings.

The network between DTS servers
and the source or destination
database is unavailable.

Contact Alibaba Cloud engineers for
technical support. For more
information, visit  submit a t icket .

Source database version

DTS does not support the current
database version. For more
information, see Overview of data
synchronization scenarios.

Upgrade or downgrade your database
version.

Database existence

If the destination database does not
exist in the destination instance, DTS
may fail to create a database
because of the following reasons:

The database name contains
special characters except letters,
digits, underscores (_), and
hyphens (-).

The character set of the database
is not UTF8, GBK, Latin1, or
UTF8MB4.

The account that is used to access
the destination database does not
have the required permissions.

Create a database in the destination
instance or grant the required
permissions to the database account.

Precheck item Cause of failure Solution
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Source database
permissions

The account that is used to access
the source or destination database
does not have the required
permissions.

Not e Not e The permissions
that are required for a database
vary with the database type. For
more information, see Overview
of data synchronization
scenarios.

Grant the required permissions to the
database account.

Destination database
permissions

Schema name conflict

The source and destination
databases have the same name, or
the source and destination tables
have the same name.

Log on to the destination database,
and change the database name or
table names.

Map the names of the conflicting
objects to other objects in the
destination database by using the
object name mapping feature. For
more information, see Rename an
object to be synchronized.

Remove the conflicting objects. For
more information, see Remove an
object from a data synchronization
task.

Value of server_id in the
source database

The value of the  server-id 
parameter is not set to an integer
that is greater than or equal to 2.

Log on to the source database and
change the value of the  server-id 
parameter. For more information, see
Value of server_id in a source
database.

Whether binary logging
is enabled for the
source database

The binary logging feature is
disabled for the source database.

Log on to the source database and
enable the binary logging feature. For
more information, see Source
database binlogging.

Binary log format of the
source database

The binary log format of the source
database is set to ROW.

Log on to the source database, run the
 set global
binlog_format='ROW';  command,
and then restart the MySQL process.

Precheck item Cause of failure Solution
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Integrity of FOREIGN KEY
constraint

The parent table on which a child
table depends is not included in the
required objects. This impairs the
integrity of the FOREIGN KEY
constraint.

Remove the foreign key
dependencies from the child table
that fails to pass the precheck.

Add the parent table to the required
objects. For more information, see
Add an object to a data
synchronization task.

Remove the child table from the
required objects. For more
information, see Remove an object
from a data synchronization task.

Storage engine
The storage engine of the source
table is FEDERATED, MRG_MyISAM, or
TokuDB.

Log on to the source database and set
the storage engine of the source table
to InnoDB.

Character set
DTS does not support the character
set of the required objects, such as
UCS2.

Log on to the source database and set
the character set of source tables to
UTF8, GBK, Latin1, or UTF-8MB4.

Complicated topologies

DTS does not support the topology
that you use for the source and
destination instances. For more
information, see Synchronization
topologies.

Stop the conflicting task or wait for
the task to complete, and then
perform data synchronization again.

Format of MySQL
database password

The format of the password that is
used to access the source database
is no longer valid.

Change the format of the database
password. For more information, visit
old_passwords.

Precheck item Cause of failure Solution

When you use Data Transmission Service (DTS) to migrate or synchronize data to a Kafka cluster, you
can select  the format in which data records are stored. This topic describes the definit ion of the data
formats to facilitate your data parsing.

Data formatsData formats
DTS allows you to store data into a Kafka cluster in the following formats:

DTS Avro: A data serializat ion format into which data structures or objects can be converted.

Shareplex JSON: The format in which the data read from the source database by using the data
replicat ion software SharePlex is stored.

Canal JSON: The format in which data is stored in a Kafka cluster after Canal parses the logs about
the incremental data of the source database and transmits the incremental data to a Kafka cluster.

DTS AvroDTS Avro
DT S AvroDT S Avro is the default  data format. Data migrated or synchronized to a Kafka cluster by using DTS is
stored in the Avro format. You must parse the data based on the schema definit ion of DTS Avro. For
more information, visit  GitHub.

5.11. Data formats of a Kafka cluster5.11. Data formats of a Kafka cluster
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Shareplex JSONShareplex JSON
The following table describes the parameters related to the Shareplex JSON format.

Parameter Description

 time The UTC time when the transaction in the database is committed. It  is in the
yyyy-MM-ddTHH:mm:ssZ format.

 userid The ID of the user who commits the transaction.

 op The operation type. Valid values: INSERT, UPDATE, DELETE, TRUNCATE, DROP
COLUMN, UPDATE BEFORE, and UPDATE AFTER.

 scn 
The system change number (SCN) that identifies the version of the transaction
that the database commits at a specific t ime. Each committed transaction is
assigned a unique SCN.

 rowid A relatively unique address value that is used to identify a record in the
database.

 trans The ID of the transaction.

 seq The sequence number of the operation in the transaction. It  starts from 1.

 size The total number of operations in the transaction.

 table The table name.

 idx 
The index of the operation in the transaction. It  is in the  seq/size  format.
For example,  1/11  indicates that the sequence number of the operation is 1
in the transaction that contains a total number of 11 operations.

 posttime The time when the transaction is committed to the destination database.

Examples

Data inserted
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{
    "meta": {
        "time": "2017-06-16T14:24:34", 
        "userid": 84,                                    
        "op": "ins",                                   
          "scn": "14589063118712",                  
          "rowid": "AAATGpAAIAAItcIAAA",      
        "trans": "7.0.411499",                 
        "seq": 1,                                          
        "size": 11,                                         
        "table": "CL_BIZ1.MIO_LOG",       
          "idx": "1/11",                                       
        "posttime": "2017-06-16T14:33:52"
    },
    "data": {
        "MIO_LOG_ID": "32539737"
     }
}

Data updated

{
    "meta": {
        "time": "2017-06-16T15:38:13",
        "userid": 84,
        "op": "upd",                             
        "table": "CL_BIZ1.MIO_LOG"
        ...
    },
    "data": {                                          
        "CNTR_NO": "1171201606"
    },
    "key": {                                            
        "MIO_LOG_ID": "32537893",
        "PLNMIO_REC_ID": "31557806",
        "POL_CODE": null,
        "CNTR_TYPE": null,
        "CNTR_NO": "1171201606syui26"
    }
}

Data deleted
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{
    "meta": {
        "time": "2017-06-16T15:51:35",
        "userid": 84,
        "op": "del",                      
     },
    "data": {                                    
        "MIO_LOG_ID": "32539739",
        "PLNMIO_REC_ID": "31557806",
        "POL_CODE": null,
        "CNTR_TYPE": null,
        "CG_NO": null
     }
}

Canal JSONCanal JSON
The following table describes the parameters related to the Canal JSON format.

Parameter Description

 database The database name.

 es 

The time when the operation is performed on the database. The value is a 13-bit
UNIX timestamp. Unit: milliseconds.

Not e Not e You can use a search engine to obtain a UNIX timestamp
converter.

 id The serial number of the operation.

 isDdl 
Indicates whether the operation is a DDL operation.

true: The operation is a DDL operation.

false: The operation is not a DDL operation.

 mysqlType The data type of the field.

 old  and  data 

The data before update.

Not e Not e For change tracking instances that are created before March 20,
2022, the value of  old  is data and the value of  data  is NULL. To
keep consistent with the open source community, the  data  value is data
and the  old  value is NULL for change tracking instances that are created
or restarted as of March 20, 2022.

 pkNames The name of the primary key.

 sql The SQL statement.

Dat a Synchronizat ion··Synchronizat i
on t ask management

Dat a Transmission Service

171 > Document  Version: 20220712



 sqlType The data type of the field after conversion. For example, the type LONG is
converted from UNSIGNED INTEGER and BIGDECIMAL from UNSIGNED LONG.

 table The table name.

 ts 

The time when the data is written to the destination database. The value is in
the 13-bit  UNIX t imestamp format. Unit: milliseconds.

Not e Not e You can use a search engine to obtain a UNIX timestamp
converter.

 type The operation type. Valid values: DELETE, UPDATE, and INSERT.

Parameter Description

Examples of data updated

Not e Not e For change tracking instances that are created before March 20, 2022, after the
 DELETE  statements of the source table is synchronized, the  old  value is data and the  data 

value is NULL. To keep consistent with the open source community, the  data  value is data and
the  old  value is NULL for change tracking instances that are created or restarted as of March 20,
2022.

Change t racking inst ances t hat  are creat ed bef ore March 20, 2022Change t racking inst ances t hat  are creat ed bef ore March 20, 2022
{
    "old": [
        {
            "shipping_type": "aaa"
        }
    ], 
    "database": "dbname", 
    "es": 1600161894000, 
    "id": 58, 
    "isDdl": false, 
    "mysqlType": {
        "id": "bigint(20)", 
        "shipping_type": "varchar(50)"
    }, 
    "pkNames": [
        "id"
    ], 
    "sql": "", 
    "sqlType": {
        "id": -5, 
        "shipping_type": 12
    }, 
    "table": "tablename", 
    "ts": 1600161894771, 
    "type": "DELETE"
}
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Change t racking inst ances t hat  are creat ed or rest art ed as of  March 20, 2022Change t racking inst ances t hat  are creat ed or rest art ed as of  March 20, 2022
{
    "data": [
        {
            "id": "500000287", 
            "shipping_type": null
        }
    ], 
    "database": "dbname", 
    "es": 1600161894000, 
    "id": 58, 
    "isDdl": false, 
    "mysqlType": {
        "id": "bigint(20)", 
        "shipping_type": "varchar(50)"
    }, 
    "pkNames": [
        "id"
    ], 
    "sql": "", 
    "sqlType": {
        "id": -5, 
        "shipping_type": 12
    }, 
    "table": "tablename", 
    "ts": 1600161894771, 
    "type": "DELETE"
}
            

Example of a DDL operation

{  
    "database": "dbname",    The name of the source database.
    "es": 1600161894000,    The time when the data is written to the binary logs of the sou
rce database.
    "id": 58,      The offsets of DTS cache.
    "isDdl": true,       Indicates that the operation is a DDL operation.
    "sql": "eg: create xxx",      The DDL statements recorded in the binary logs.
    "table": "tablename",       The name of the table that is synchronized.
    "ts": 1600161894771,      The time when the data is written to the destination database
by using DTS.
    "type": "DDL"                 
}

5.12. Specify the policy for5.12. Specify the policy for
synchronizing data to Kafka partitionssynchronizing data to Kafka partitions
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When you configure a task to synchronize data to a Kafka cluster, you can specify the policy for
synchronizing data to Kafka part it ions. The policy allows you to improve the synchronization
performance. For example, you can synchronize data to different part it ions based on hash values.

Hash algorithmHash algorithm
Data Transmission Service (DTS) uses the hashCode() method in Java to calculate hash values.

Configuration methodConfiguration method
In the Select  Object s t o SynchronizeSelect  Object s t o Synchronize step of a task creating wizard, you can specify the policy for
synchronizing data to Kafka part it ions. For more information, see Synchronize data from an ApsaraDB RDS
for MySQL instance to a self-managed Kafka cluster and Overview of data synchronization scenarios.

Warning Warning After a data synchronization task is started, do not change the number of
part it ions in the dest ination topic. Otherwise, data synchronization fails.

Synchronization policiesSynchronization policies

Policy Description
Advantage and
disadvantage

Synchroniz e All Dat aSynchroniz e All Dat a
t o Part it ion 0t o Part it ion 0

DTS synchronizes all data and DDL statements to
Partit ion 0 of the destination topic.

Advantage: The
order in which all
objects are created
and changed is the
same as that in the
source database.

Disadvantage: This
policy provides
ordinary
synchronization
performance.

Synchroniz e Dat a t oSynchroniz e Dat a t o
Separat e Part it ionsSeparat e Part it ions
Based on HashBased on Hash
Values of  Dat abaseValues of  Dat abase
and T able Namesand T able Names

DTS uses the database and table names as the
partit ion key to calculate the hash value. Then, DTS
synchronizes the data and DDL statements of each
table to the corresponding partit ion of the
destination topic.

Not eNot e

The data and DDL statements of the
same table are synchronized to the
same partit ion.

If a DDL statement is irrelevant to a
table, for example, CREATE DATABASE,
the statement is synchronized to
Partit ion 0.

Advantage: The
order in which a
destination table is
created and changed
is the same as that
of the source table.
This policy provides
good synchronization
performance.

Disadvantage: Tables
are synchronized to
different partit ions.
After data
synchronization, the
order of data
changes on different
tables may become
inconsistent.
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Synchroniz e Dat a t oSynchroniz e Dat a t o
Separat e Part it ionsSeparat e Part it ions
Based on HashBased on Hash
Values of  PrimaryValues of  Primary
KeysKeys

DTS uses a table column as the partit ion key to
calculate the hash value. The table column is the
primary key by default. If a table does not have a
primary key, the unique key is used as the partit ion
key. DTS synchronizes each row to the
corresponding partit ion of the destination topic.
You can specify one or more columns as partit ion
keys to calculate the hash value.

Not eNot e

If you use this policy, DDL statements
are synchronized to Partit ion 0 of the
destination topic by default.

If a table does not have a primary key or
unique key, DTS synchronizes the data
and DDL statements of the table to
Partit ion 0 of the destination topic.

Advantage: This
policy provides the
best synchronization
performance.

Disadvantage: After
data synchronization,
the order of data
changes on each
data record remains
the same. However,
the order of data
changes on different
tables or tables
without a primary key
may become
inconsistent.

Policy Description
Advantage and
disadvantage
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Data Transmission Service (DTS) supports two-way data synchronization between two MySQL
databases. This feature is applicable to scenarios such as act ive geo-redundancy (unit-based) and geo-
disaster recovery. This topic describes how to configure two-way data synchronization between
ApsaraDB RDS for MySQL instances. You can also follow the procedure to configure data
synchronization tasks for self-managed MySQL databases.

PrerequisitesPrerequisites
The source and dest ination ApsaraDB RDS for MySQL instances are created. For more information, see
Create an ApsaraDB RDS for MySQL instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

We recommend that you do not use gh-ost  or pt-online-schema-change to perform DDL operations
on objects during data synchronization. Otherwise, data synchronization may fail.

If  you use only DTS to write data to the dest ination database, you can use Data Management (DMS)
to perform online DDL operations during data synchronization. For more information, see Change
schemas without locking tables.

Warning Warning If  you use tools other than DTS to write data to the dest ination database, we
recommend that you do not use DMS to perform online DDL operations. Otherwise, data loss may
occur in the dest ination database.

If  the source or dest ination instance of a two-way data synchronization task resides in a region
outside the Chinese mainland, data can be synchronized only within this region. Cross-region two-
way synchronization is not supported. For example, if  the source instance resides in the Japan (Tokyo)
region, data can be synchronized only within the Japan (Tokyo) region and cannot be synchronized to
the Germany (Frankfurt) region.

Supported synchronization topologiesSupported synchronization topologies

6.Synchronize data between6.Synchronize data between
MySQL databasesMySQL databases
6.1. Configure two-way data6.1. Configure two-way data
synchronization between MySQLsynchronization between MySQL
instancesinstances
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DTS supports two-way data synchronization only between two MySQL databases. DTS does not
support  two-way data synchronization between mult iple MySQL databases.

Supported databasesSupported databases
The following table lists the types of MySQL databases that are supported by two-way data
synchronization. This topic uses ApsaraDB RDS for MySQL instances as the data sources. You can also
follow the procedure to configure two-way data synchronization for other types of MySQL databases.

Source database Destination database

ApsaraDB RDS for MySQL instance

Self-managed database that is hosted on Elastic
Compute Service (ECS)

Self-managed database that is connected over
Express Connect, VPN Gateway, or Smart Access
Gateway

Self-managed database that is connected over
Database Gateway

Self-managed database that is connected over
Cloud Enterprise Network (CEN)

ApsaraDB RDS for MySQL instance

Self-managed database that is hosted on Elastic
Compute Service (ECS)

Self-managed database that is connected over
Express Connect, VPN Gateway, or Smart Access
Gateway

Self-managed database that is connected over
Database Gateway

Self-managed database that is connected over
Cloud Enterprise Network (CEN)

SQL operations that can be synchronizedSQL operations that can be synchronized

Conflict  detectionConflict  detection
To ensure data consistency, make sure that data records with the same primary key, business primary
key, or unique key are updated only on one of the synchronization nodes. If  data records are updated
on both nodes, DTS responds to conflicts based on the conflict  resolut ion policy that you specify for
the data synchronization task.

DTS checks and fixes conflicts to maximize the stability of two-way synchronization instances. DTS can
detect  the following types of conflicts:

Uniqueness conflicts caused by INSERT operations
INSERT operations that do not comply with the uniqueness constraint  cannot be synchronized. For
example, if  a record with the same primary key value is inserted into the two synchronization nodes at
almost the same t ime, one of the inserted records fails to be synchronized. The synchronization fails
because a record with the same primary key value already exists in the other node.

Inconsistent records caused by UPDATE operations
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If  the records to be updated do not exist  in the dest ination instance, DTS converts the UPDATE
operation into an INSERT operation. However, uniqueness conflicts may occur.

The primary keys or unique keys of the records to be inserted may conflict  with those of exist ing
records in the dest ination instance.

Non-existent records to be deleted
The records to be deleted do not exist  in the dest ination instance. In this case, DTS ignores the
DELETE operation regardless of the conflict  resolut ion policy that you specify.

Not iceNot ice

During two-way synchronization, the system t ime of the source and dest ination instances
may be different. Synchronization latency may occur. For these reasons, DTS cannot
guarantee that the conflict  detect ion mechanism can prevent all data conflicts. To perform
two-way synchronization, make sure that records with the same primary key, business
primary key, or unique key are updated only on one of the synchronization nodes.

DTS provides conflict  resolut ion policies to prevent conflicts that may occur during data
synchronization. You can select  a conflict  resolut ion policy when you configure two-way
data synchronization.

LimitsLimits
Incompatibility with triggers
If you select  a database as the object  to be synchronized and the database contains a trigger that
updates a table, data inconsistency may occur. For example, the source database contains Table A
and Table B. If  a data record is inserted into Table A, a trigger inserts a data record into Table B. In
this case, after an INSERT operation is performed on Table A in the source instance, the data in Table
B becomes inconsistent between the source and dest ination instances.
To prevent this situation, before you synchronize data in Table B from the source instance, delete
the trigger that is synchronized to the dest ination instance. For more information, see Configure a data
synchronization task for a source database that contains a trigger.

Limits on RENAME TABLE operations
RENAME TABLE operations may cause data inconsistency between the source and dest ination
databases. For example, if  you select  a table as the object  and rename the table during data
synchronization, the data of this table is not synchronized to the dest ination database. To prevent
this situation, you can select  the database to which this table belongs as the object  when you
configure the data synchronization task.

Limits on DDL synchronization direct ion
To ensure the stability of two-way data synchronization, you can synchronize DDL operations only in
one direct ion. If  DDL synchronization in a direct ion is configured, DDL synchronization in the opposite
direct ion is not supported. Only DML operations can be synchronized in the opposite direct ion.

ProcedureProcedure
1. Purchase an instance for two-way data synchronization. For more information, see Purchase a data

synchronization instance.

Not ice Not ice On the buy page, set  both Source Instance and Destination Instance to MySQLMySQL
and set  Synchronization Topology to T wo-way Synchronizat ionT wo-way Synchronizat ion.

2. Log on to the DTS console.

Dat a Transmission Service Dat a Synchronizat ion··Synchronize d
at a bet ween MySQL dat abases

> Document  Version: 20220712 178

https://www.alibabacloud.com/help/doc-detail/26655.htm#multiTask2397
https://www.alibabacloud.com/help/doc-detail/26604.htm#concept-26604-zh/section-39h-fto-gdl
https://dts-intl.console.aliyun.com/


3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column of the first  data synchronization task.

Not ice Not ice A two-way data synchronization instance contains two data synchronization
tasks. You must set  parameters for each task.

6. Configure source and dest ination instances.

Section Parameter Description

N/A
Synchronization Task
Name

DTS automatically generates a task name. We
recommend that you specify an informative name to
identify the task. You do not need to use a unique task
name.
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Source Instance
Details

Instance Type Select RDS Inst anceRDS Inst ance.

Instance Region
The source region that you selected on the buy page.
You cannot change the value of this parameter.

Instance ID Select the ID of the source RDS instance.

Database Account

Enter the database account of the source RDS instance.

Not ice Not ice If the database engine of the source
RDS instance is MySQL 5.5MySQL 5.5 or MySQL 5.6MySQL 5.6, you do
not need to configure the dat abase accountdat abase account  or
dat abase passworddat abase password.

Database Password Enter the password of the database account.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you
want to select SSL-encrypt edSSL-encrypt ed, you must enable SSL
encryption for the RDS instance before you configure
the data synchronization task. For more information,
see Configure SSL encryption on an ApsaraDB RDS for
MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is
available only for regions in the Chinese mainland
and the China (Hong Kong) region.

Destination
Instance Details

Instance Type Select RDS Inst anceRDS Inst ance.

Instance Region
The destination region that you selected on the buy
page. You cannot change the value of this parameter.

Instance ID Select the ID of the destination RDS instance.

Database Account

Enter the database account of the destination RDS
instance.

Not ice Not ice If the database engine of the
destination RDS instance is MySQL 5.5MySQL 5.5 or MySQLMySQL
5.65.6, you do not need to configure the dat abasedat abase
accountaccount  or dat abase passworddat abase password.

Database Password Enter the password of the database account.

Section Parameter Description

Dat a Transmission Service Dat a Synchronizat ion··Synchronize d
at a bet ween MySQL dat abases

> Document  Version: 20220712 180

https://www.alibabacloud.com/help/zh/doc-detail/96120.htm


Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you
want to select SSL-encrypt edSSL-encrypt ed, you must enable SSL
encryption for the RDS instance before you configure
the data synchronization task. For more information,
see Configure SSL encryption on an ApsaraDB RDS for
MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is
available only for regions in the Chinese mainland
and the China (Hong Kong) region.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

8. Select  the synchronization policy and the objects to be synchronized.
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Setting Parameter Description

Exclude DDL
Statements

To exclude DDL operations, select YesYes .

To include DDL operations, select NoNo .

Not ice Not ice Limits on DDL synchronization direction: To
ensure the stability of two-way data synchronization, you
can synchronize DDL operations only in the forward
direction.

DML
Statements
for
Synchronizatio
n

Select the types of DML operations that you want to synchronize.
By default, the INSERTINSERT , UPDAT EUPDAT E, and DELET EDELET E operations are
selected. You can select the DML operation types based on your
business requirements.

Conflict
Resolution
Policy

Select the resolution policy for synchronization conflicts. By
default, T askFailedT askFailed is selected. You can select a conflict
resolution policy based on your business requirements.

T askFailedT askFailed
The default conflict  resolution policy. If a conflict  occurs during
data synchronization, the synchronization task reports an error
and exits the process. The task enters a failed state and you
must manually resolve the conflict.

IgnoreIgnore
If a conflict  occurs during data synchronization, the
synchronization task ignores the current statement and
continues the process. The conflicting records in the
destination database are used.

Overwrit eOverwrit e
If a conflict  occurs during data synchronization, the conflicting
records in the destination database are overwritten.
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Select the
synchronizatio
n policy

Select the
processing
mode of
conflicting
tables

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination
database contains tables that have the same names as tables
in the source database. If the source and destination
databases do not contain identical table names, the precheck
is passed. Otherwise, an error is returned during precheck and
the data synchronization task cannot be started.

Not ice Not ice You can use the object name mapping
feature to rename the tables that are synchronized to the
destination database. You can use this feature if the
source and destination databases contain identical table
names and the tables in the destination database cannot
be deleted or renamed. For more information, see Rename
an object to be synchronized.

IgnoreIgnore: skips the precheck for identical table names in the
source and destination databases.

Warning Warning If you select IgnoreIgnore, data consistency is
not guaranteed and your business may be exposed to
potential risks.

During init ial data synchronization, DTS does not
synchronize the data records that have the same
primary keys as the data records in the destination
database. This occurs if the source and destination
databases have the same schema. However, DTS
synchronizes these data records during
incremental data synchronization.

If the source and destination databases have
different schemas, init ial data synchronization may
fail. In this case, only specific columns are
synchronized or the data synchronization task fails.

Setting Parameter Description
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Select the
objects to be
synchronized

N/A

Select one or more objects (tables or a database) from the

AvailableAvailable section and click the  icon to move the objects to

the Select edSelect ed section.

Not iceNot ice

If you select a database as the object to be
synchronized, all schema changes in the database are
synchronized to the destination database.

By default, after an object is synchronized to the
destination instance, the name of the object remains
unchanged. You can use the object name mapping
feature to rename the objects that are synchronized
to the destination instance. For more information,
see Rename an object to be synchronized.

Rename
Databases and
Tables

N/A
You can use the object name mapping feature to rename the
objects that are synchronized to the destination instance. For
more information, see Object name mapping.

Replicate
Temporary
Tables When
DMS Performs
DDL Operations

N/A

If you use Data Management (DMS) to perform online DDL
operations on the source database, you can specify whether to
synchronize temporary tables generated by online DDL
operations.

YesYes : DTS synchronizes the data of temporary tables
generated by online DDL operations.

Not e Not e If online DDL operations generate a large
amount of data, the data synchronization task may be
delayed.

NoNo : DTS does not synchronize the data of temporary tables
generated by online DDL operations. Only the original DDL data
of the source database is synchronized.

Not e Not e If you select No, the tables in the destination
database may be locked.

Setting Parameter Description
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Retry T ime for
Failed
Connections

N/A

By default, if DTS fails to connect to the source or destination
database, DTS retries within the next 720 minutes (12 hours). You
can specify the retry t ime based on your needs. If DTS reconnects
to the source and destination databases within the specified
time, DTS resumes the data synchronization task. Otherwise, the
data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged
for the DTS instance. We recommend that you specify the
retry t ime based on your business needs. You can also
release the DTS instance at your earliest opportunity after
the source and destination instances are released.

Setting Parameter Description

9. In the lower-right corner of the page, click NextNext .

10. Select  the init ial synchronization types.

During init ial synchronization, DTS synchronizes the schemas and data of the required objects from
the source instance to the dest ination instance. The schemas and data are the basis for
subsequent incremental synchronization. Init ial synchronization includes init ial schemainit ial schema
synchronizat ionsynchronizat ion and init ial f ull dat a synchronizat ioninit ial f ull dat a synchronizat ion. You must select  both Init ial SchemaInit ial Schema
Synchronizat ionSynchronizat ion and Init ial Full Dat a Synchronizat ionInit ial Full Dat a Synchronizat ion in most cases.

Not ice Not ice If  tables to be synchronized in one direct ion are also included in the objects to
be synchronized in the opposite direct ion, DTS does not synchronize these tables during init ial
synchronization.

11. In the lower part  of the page, click Next : Precheck and St art  T askNext : Precheck and St art  T ask.

Not iceNot ice

Before you can start  the data synchronization task, a precheck is performed. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
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passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task is in the
Synchroniz ingSynchroniz ing state.
You can view the status of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

14. Find the second data synchronization task and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column. Configure the task by following Steps 5 to 12.

15. After the second data synchronization task is configured, wait  until both tasks are in the
Synchroniz ingSynchroniz ing state. The two-way data synchronization tasks are configured.

Data Transmission Service (DTS) supports data synchronization between two MySQL databases. This
topic describes how to configure one-way data synchronization between two ApsaraDB RDS for MySQL
instances.

PrerequisitesPrerequisites
The source and dest ination ApsaraDB RDS instances are created. For more information, see Create an
ApsaraDB RDS for MySQL instance.

The database type of the source and dest ination ApsaraDB RDS instances is MySQL.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no

6.2. Configure one-way data6.2. Configure one-way data
synchronization between ApsaraDBsynchronization between ApsaraDB
RDS for MySQL instancesRDS for MySQL instances
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primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

We recommend that you do not use gh-ost  or pt-online-schema-change to perform DDL operations
on objects during data synchronization. Otherwise, data synchronization may fail.

If  you use only DTS to write data to the dest ination database, you can use Data Management (DMS)
to perform online DDL operations during data synchronization. For more information, see Change
schemas without locking tables.

Warning Warning If  you use tools other than DTS to write data to the dest ination database, we
recommend that you do not use DMS to perform online DDL operations. Otherwise, data loss may
occur in the dest ination database.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

During init ial full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the dest ination instance. After init ial full data synchronization is complete, the size of used
tablespace of the dest ination instance is larger than that of the source instance.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way cascade synchronization

One-way many-to-one synchronization

Two-way one-to-one synchronization

For more information about synchronization topologies, see Synchronization topologies.

SQL operations that can be synchronizedSQL operations that can be synchronized

LimitsLimits
Incompatibility with triggers
If you select  a database as the object  to synchronize and the database contains a trigger that
updates a table, data inconsistency may occur. For more information about how to solve this issue,
see Configure a data synchronization task for a source database that contains a trigger.

Limits on RENAME TABLE operations
RENAME TABLE operations may cause data inconsistency between the source and dest ination
databases. For example, if  only Table A is selected as the object  to synchronize and is renamed Table
B, Table B cannot be synchronized to the dest ination database. To prevent this situation, you can
select  the entire database where Table A is located as the object  to synchronize when you configure
the data synchronization task.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase a data synchronization

instance.
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Not e Not e Set  both Source Instance and Destination Instance to MySQLMySQL and set
Synchronization Topology to One-way Synchronizat ionOne-way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. In the upper part  of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the data
synchronization instance resides.

5. Find the data synchronization instance and click Conf igure T askConf igure T ask in the Act ions column.

6. Configure the source and dest ination instances.

Section Parameter Description

N/A
Synchronizatio
n Task Name

The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to use a unique task name.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The source region that you selected on the buy page. The value of
this parameter cannot be changed.

Instance ID The ID of the source RDS instance.
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Source
Instance
Details

Database
Account

The database account of the source RDS instance.

Not e Not e If the database engine of the source RDS instance
is MySQL 5.5MySQL 5.5 or MySQL 5.6MySQL 5.6, you do not need to configure
the dat abase accountdat abase account  or dat abase passworddat abase password.

Database
Password

The password of the database account.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the ApsaraDB
RDS instance before you configure the data synchronization task.
For more information, see Configure SSL encryption for an
ApsaraDB RDS for MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Destination
Instance
Details

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The destination region that you selected on the buy page. The
value of this parameter cannot be changed.

Instance ID The ID of the destination ApsaraDB RDS instance.

Database
Account

The database account of the destination ApsaraDB RDS instance.

Not e Not e If the database engine of the destination RDS
instance is MySQL 5.5MySQL 5.5 or MySQL 5.6MySQL 5.6, you do not need to
configure the dat abase accountdat abase account  or dat abase passworddat abase password.

Database
Password

The password of the database account.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the ApsaraDB
RDS instance before you configure the data synchronization task.
For more information, see Configure SSL encryption for an
ApsaraDB RDS for MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Section Parameter Description

7. 
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8. Select  the synchronization policy and the objects to synchronize.

Setting Description
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Select the objects
to be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon to

add the objects to the Select edSelect ed section.
You can select tables or databases as the objects to synchronize.

Not eNot e

If you select a database as the object to synchronize, all schema
changes in the database are synchronized to the destination
database.

By default, after an object is synchronized to the destination
database, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see
Rename an object to be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.

Replicate
Temporary Tables
When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online DDL
operations.

Not e Not e If online DDL operations generate a large amount of data,
the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database may
be locked.

Setting Description
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Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. In the lower-right corner of the page, click NextNext .

10. Select  the init ial synchronization types.

Not eNot e

During init ial synchronization, DTS synchronizes the schemas and data of required
objects from the source instance to the dest ination instance. The schemas and data are
the basis for subsequent incremental synchronization.

Init ial synchronization includes init ial schema synchronization and init ial full data
synchronization. In most cases, you need to select  both Init ial SchemaInit ial Schema
Synchronizat ionSynchronizat ion and Init ial Full Dat a Synchronizat ionInit ial Full Dat a Synchronizat ion.

11. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: Precheck PassedPrecheck Passed. Then,
the data synchronization task starts.
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13. Wait  until init ial synchronization is complete and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

This topic describes how to synchronize data from a self-managed MySQL database hosted on Elast ic
Compute Service (ECS) to an ApsaraDB RDS for MySQL instance by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The version of the self-managed MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

The dest ination RDS instance is created. For more information, see Create an ApsaraDB RDS for MySQL
instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

We recommend that you do not use gh-ost  or pt-online-schema-change to perform DDL operations
on objects during data synchronization. Otherwise, data synchronization may fail.

If  you use only DTS to write data to the dest ination database, you can use Data Management (DMS)
to perform online DDL operations during data synchronization. For more information, see Change
schemas without locking tables.

Warning Warning If  you use tools other than DTS to write data to the dest ination database, we
recommend that you do not use DMS to perform online DDL operations. Otherwise, data loss may
occur in the dest ination database.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

6.3. Synchronize data from a self-6.3. Synchronize data from a self-
managed MySQL database hosted onmanaged MySQL database hosted on
ECS to an ApsaraDB RDS for MySQLECS to an ApsaraDB RDS for MySQL
instanceinstance
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During init ial full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the dest ination cluster. After init ial full data synchronization, the tablespace of the
destination cluster is larger than that of the source database.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way many-to-one synchronization

One-way cascade synchronization

Two-way one-to-one synchronization

Not e Not e For more information about two-way synchronization, see Configure two-way data
synchronization between MySQL instances.

SQL operations that can be synchronizedSQL operations that can be synchronized

LimitsLimits
Incompatibility with triggers
If you select  a database as the object  to synchronize and the database contains a trigger that
updates a table, data inconsistency may occur. For more information about how to solve this issue,
see Configure a data synchronization task for a source database that contains a trigger.

Limits on RENAME TABLE operations
RENAME TABLE operations may cause data inconsistency between the source and dest ination
databases. For example, if  only Table A is selected as the object  to synchronize and is renamed Table
B, Table B cannot be synchronized to the dest ination database. To prevent this situation, you can
select  the entire database where Table A is located as the object  to synchronize when you configure
the data synchronization task.

Before you beginBefore you begin
Before you configure the data synchronization task, you must create a database account and
configure binary logging. For more information, see Create an account for a user-created MySQL database
and configure binary logging.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e Select  MySQLMySQL for both the source instance and the dest ination instance. Select
One-Way Synchronizat ionOne-Way Synchronizat ion as the synchronization topology.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.
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6. Configure the source and dest ination instances.

Section Parameter Description

N/A
Synchronizat
ion Task
Name

DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need to
use a unique task name.

Source
Instance
Details

Instance
Type

Select User-Creat ed Dat abase in ECS Inst anceUser-Creat ed Dat abase in ECS Inst ance.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

ECS Instance
ID

Select the ID of the ECS instance that hosts the self-managed MySQL
database.

Database
Type

The value of this parameter is set to MySQLMySQL and cannot be changed.

Port Number
Enter the service port number of the self-managed MySQL database.
The default port number is 33063306.
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Database
Account

Enter the account of the self-managed MySQL database. The account
must have the SELECT permission on the required objects, the
REPLICATION CLIENT permission, the REPLICATION SLAVE permission, and
the SHOW VIEW permission.

Database
Password

Enter the password for the account of the self-managed MySQL
database.

Destination
Instance
Details

Instance
Type

Select RDS Inst anceRDS Inst ance.

Instance
Region

The destination region that you selected on the buy page. You cannot
change the value of this parameter.

Instance ID Select the ID of the destination RDS instance.

Database
Account

Enter the database account of the destination RDS instance.

Not e Not e If the database engine of the destination RDS
instance is MySQL 5.5MySQL 5.5 or MySQL 5.6MySQL 5.6, you do not need to
configure the dat abase accountdat abase account  or dat abase passworddat abase password.

Database
Password

Enter the password of the destination database account.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select SSL-SSL-
encrypt edencrypt ed, you must enable SSL encryption for the RDS instance
before you configure the data synchronization task. For more
information, see Configure SSL encryption for an ApsaraDB RDS for
MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong) region.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

8. Select  the synchronization policy and the objects to be synchronized.
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Setting Description
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Select the objects
to be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon to

add the objects to the Select edSelect ed section.
You can select tables or databases as the objects to synchronize.

Not eNot e

If you select a database as the object to synchronize, all schema
changes in the database are synchronized to the destination
database.

By default, after an object is synchronized to the destination
database, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see
Rename an object to be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.

Replicate
Temporary Tables
When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online DDL
operations.

Not e Not e If online DDL operations generate a large amount of data,
the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database may
be locked.

Setting Description
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Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. In the lower-right corner of the page, click NextNext .

10. Configure init ial synchronization.

During init ial synchronization, DTS synchronizes the schemas and data of the required objects
from the source instance to the dest ination instance. The schemas and data are the basis for
subsequent incremental synchronization.

Init ial synchronization includes init ial schema synchronization and init ial full data synchronization.
In most cases, you need to select  both Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion and Init ial Full Dat aInit ial Full Dat a
Synchronizat ionSynchronizat ion.

11. In the lower part  of the page, click Next : Precheck and St art  T askNext : Precheck and St art  T ask.

Not iceNot ice

Before you can start  the data synchronization task, a precheck is performed. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until the init ial synchronization is complete and the data synchronization task is in the
Synchroniz ingSynchroniz ing state.
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You can view the status of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

This topic describes how to synchronize data from a self-managed MySQL database connected over
Express Connect, VPN Gateway, or Smart  Access Gateway to an ApsaraDB RDS for MySQL instance by
using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The dest ination RDS instance is created. For more information, see Create an ApsaraDB RDS for MySQL
instance.

The version of the self-managed MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

The self-managed MySQL database is connected to Alibaba Cloud VPC over Express Connect, VPN
Gateway, or Smart  Access Gateway. For more information, see Connect an on-premises database to
DTS by using CEN.

Not e Not e DTS is allowed to access the VPC to which the self-managed MySQL database
belongs. For more information, see Configure a route between DTS and Express Connect, VPN
Gateway, or Smart  Access Gateway.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

We recommend that you do not use gh-ost  or pt-online-schema-change to perform DDL operations
on objects during data synchronization. Otherwise, data synchronization may fail.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and

6.4. Synchronize data from a self-6.4. Synchronize data from a self-
managed MySQL database connectedmanaged MySQL database connected
over Express Connect, VPN Gateway,over Express Connect, VPN Gateway,
or Smart Access Gateway to anor Smart Access Gateway to an
ApsaraDB RDS for MySQL instanceApsaraDB RDS for MySQL instance

Dat a Transmission Service Dat a Synchronizat ion··Synchronize d
at a bet ween MySQL dat abases

> Document  Version: 20220712 200

https://www.alibabacloud.com/help/doc-detail/148036.htm#concept-wzp-ncf-vdb
https://www.alibabacloud.com/help/doc-detail/166220.htm#task-2498689
https://www.alibabacloud.com/help/doc-detail/117525.htm#concept-227432


all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

During init ial full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the dest ination instance. After init ial full data synchronization, the tablespace of the
destination instance is larger than that of the source instance.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way cascade synchronization

One-way many-to-one synchronization

Two-way one-to-one synchronization

For more information about synchronization topologies, see Synchronization topologies.

SQL operations that can be synchronizedSQL operations that can be synchronized

LimitsLimits
Incompatibility with triggers
If you select  a database as the object  to synchronize and the database contains a trigger that
updates a table, data inconsistency may occur. For more information about how to solve this issue,
see Configure a data synchronization task for a source database that contains a trigger.

Limits on RENAME TABLE operations
RENAME TABLE operations may cause data inconsistency between the source and dest ination
databases. For example, if  only Table A is selected as the object  to synchronize and is renamed Table
B, Table B cannot be synchronized to the dest ination database. To prevent this situation, you can
select  the entire database where Table A is located as the object  to synchronize when you configure
the data synchronization task.

Before you beginBefore you begin
Before you configure the data synchronization task, you must create a database account and
configure binary logging. For more information, see Create an account for a user-created MySQL database
and configure binary logging.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e Select  MySQLMySQL for both the source instance and the dest ination instance. Select
One-Way Synchronizat ionOne-Way Synchronizat ion as the synchronization topology.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.
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6. Configure the source and dest ination instances.

Section Parameter Description

N/A
Synchronizat
ion Task
Name

DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need to
use a unique task name.

Source
Instance
Details

Instance
Type

Select User-Creat ed Dat abase Connect ed over Express Connect ,User-Creat ed Dat abase Connect ed over Express Connect ,
VPN Gat eway, or Smart  Access Gat ewayVPN Gat eway, or Smart  Access Gat eway.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

Peer VPC
Select the ID of the VPC that is connected to the self-managed MySQL
database.

Database
Type

The value of this parameter is set to MySQL and cannot be changed.

IP Address Enter the server IP address of the self-managed MySQL database.
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Details

Port Number
Enter the service port number of the self-managed MySQL database.
The default port number is 33063306.

Database
Account

Enter the account of the self-managed MySQL database. The account
must have the SELECT permission on the required objects, the
REPLICATION CLIENT permission, the REPLICATION SLAVE permission, and
the SHOW VIEW permission.

Database
Password

Enter the password of the source database account.

Destination
Instance
Details

Instance
Type

Select RDS Inst anceRDS Inst ance.

Instance
Region

The destination region that you selected on the buy page. You cannot
change the value of this parameter.

Redis
Instance ID

Select the ID of the destination RDS instance.

Database
Account

Enter the database account of the destination RDS instance.

Not e Not e If the database engine of the destination RDS
instance is MySQL 5.5MySQL 5.5 or MySQL 5.6MySQL 5.6, you do not need to
configure the dat abase accountdat abase account  or dat abase passworddat abase password.

Database
Password

Enter the password of the destination database account.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select SSL-SSL-
encrypt edencrypt ed, you must enable SSL encryption for the RDS instance
before you configure the data synchronization task. For more
information, see Configure SSL encryption for an ApsaraDB RDS for
MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong) region.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not eNot e

8. Select  the synchronization policy and the objects to be synchronized.
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Setting Description
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Select the objects
to be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon to

add the objects to the Select edSelect ed section.
You can select tables or databases as the objects to synchronize.

Not eNot e

If you select a database as the object to synchronize, all schema
changes in the database are synchronized to the destination
database.

By default, after an object is synchronized to the destination
database, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see
Rename an object to be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.

Replicate
Temporary Tables
When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online DDL
operations.

Not e Not e If online DDL operations generate a large amount of data,
the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database may
be locked.

Setting Description
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Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. In the lower-right corner of the page, click NextNext .

10. Configure init ial synchronization.

During an init ial synchronization, DTS synchronizes the schemas and data of the required objects
from the source instance to the dest ination instance. The schemas and data are the basis for
subsequent incremental synchronization.

Init ial synchronization includes init ial schema synchronization and init ial full data synchronization.
In most cases, you need to select  both Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion and Init ial Full Dat aInit ial Full Dat a
Synchronizat ionSynchronizat ion.

11. In the lower part  of the page, click Next : Precheck and St art  T askNext : Precheck and St art  T ask.

Not iceNot ice

Before you can start  the data synchronization task, a precheck is performed. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until the init ial synchronization is complete and the data synchronization task is in the
Synchroniz ingSynchroniz ing state.
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You can view the status of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

This topic describes how to synchronize data from an ApsaraDB RDS for MySQL instance to a self-
managed MySQL database connected over Express Connect, VPN Gateway, or Smart  Access Gateway
by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The version number of the self-managed MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

Not e Not e We recommend that you make sure the version of the source and dest ination MySQL
databases is the same.

The self-managed MySQL database is connected to a virtual private cloud (VPC) over Express
Connect, VPN Gateway, or Smart  Access Gateway. For more information, see Connect an on-premises
database to Alibaba Cloud.

Not e Not e DTS is allowed to access the VPC to which the self-managed MySQL database
belongs. For more information, see Configure a route between DTS and Express Connect, VPN
Gateway, or Smart  Access Gateway.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

During init ial full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the dest ination instance. After init ial full data synchronization is complete, the size of used

6.5. Synchronize data from an6.5. Synchronize data from an
ApsaraDB RDS for MySQL instance toApsaraDB RDS for MySQL instance to
a self-managed MySQL databasea self-managed MySQL database
connected over Express Connect, VPNconnected over Express Connect, VPN
Gateway, or Smart Access GatewayGateway, or Smart Access Gateway
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tablespace of the dest ination instance is larger than that of the source instance.

LimitsLimits

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way cascade synchronization

One-way many-to-one synchronization

Two-way one-to-one synchronization

For more information about synchronization topologies, see Synchronization topologies.

SQL operations that can be synchronizedSQL operations that can be synchronized

LimitsLimits
Incompatibility with triggers
If you select  a database as the object  to synchronize and the database contains a trigger that
updates a table, data inconsistency may occur. For more information about how to solve this issue,
see Configure a data synchronization task for a source database that contains a trigger.

Limits on RENAME TABLE operations
RENAME TABLE operations may cause data inconsistency between the source and dest ination
databases. For example, if  only Table A is selected as the object  to synchronize and is renamed Table
B, Table B cannot be synchronized to the dest ination database. To prevent this situation, you can
select  the entire database where Table A is located as the object  to synchronize when you configure
the data synchronization task.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e Select  MySQLMySQL for both the source and dest ination instances. Select  One-WayOne-Way
Synchronizat ionSynchronizat ion as the synchronization topology.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. In the upper part  of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the data
synchronization instance resides.

5. Find the data synchronization instance and click Conf igure T askConf igure T ask in the Act ions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

N/A
Synchronizat
ion Task
Name

The task name that DTS automatically generates. We recommend that
you specify a descriptive name that makes it  easy to identify the task.
You do not need to use a unique task name.

Source
Instance
Details

Instance
Type

Select RDS Inst anceRDS Inst ance.

Instance
Region

The source region that you selected on the buy page. The value of this
parameter cannot be changed.

Instance ID The ID of the ApsaraDB RDS for MySQL instance.

Database
Account

The database account of the source ApsaraDB RDS instance.

Not e Not e If the database type of the source ApsaraDB RDS
instance is MySQL 5.5MySQL 5.5 or MySQL 5.6MySQL 5.6, you do not need to
configure the dat abase accountdat abase account  or dat abase passworddat abase password.

Database
Password

The password of the database account.
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Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select SSL-SSL-
encrypt edencrypt ed, you must enable SSL encryption for the ApsaraDB RDS
instance before you configure the data synchronization task. For more
information, see Configure SSL encryption for an ApsaraDB RDS for
MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong) region.

Destination
Instance
Details

Instance
Type

Select User-Creat ed Dat abase Connect ed over Express Connect ,User-Creat ed Dat abase Connect ed over Express Connect ,
VPN Gat eway, or Smart  Access Gat ewayVPN Gat eway, or Smart  Access Gat eway.

Instance
Region

The destination region that you selected on the buy page. The value of
this parameter cannot be changed.

Peer VPC The ID of the VPC that is connected to the self-managed database.

Database
Type

This parameter is set to MySQLMySQL and cannot be changed.

IP address The server IP address of the self-managed MySQL database.

Port Number
The service port number of the self-managed MySQL database. Default
value: 33063306.

Database
Account

The account of the self-managed MySQL database.

Not e Not e The account must have the SELECT permission on the
objects to synchronize and the REPLICATION CLIENT, REPLICATION
SLAVE, and SHOW VIEW permissions.

Database
Password

The password of the database account.

Section Parameter Description

7. 

8. Select  the synchronization policy and the objects to synchronize.
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Setting Description

Select the objects
to be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon to

add the objects to the Select edSelect ed section.
You can select tables or databases as the objects to synchronize.

Not eNot e

If you select a database as the object to synchronize, all schema
changes in the database are synchronized to the destination
database.

By default, after an object is synchronized to the destination
database, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see
Rename an object to be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.
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Replicate
Temporary Tables
When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online DDL
operations.

Not e Not e If online DDL operations generate a large amount of data,
the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database may
be locked.

Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. In the lower-right corner of the page, click NextNext .

10. Select  the init ial synchronization types.

Not eNot e

During init ial synchronization, DTS synchronizes the schemas and data of required
objects from the source instance to the dest ination instance. The schemas and data are
the basis for subsequent incremental synchronization.

Init ial synchronization includes init ial schema synchronization and init ial full data
synchronization. In most cases, you need to select  both Init ial SchemaInit ial Schema
Synchronizat ionSynchronizat ion and Init ial Full Dat a Synchronizat ionInit ial Full Dat a Synchronizat ion.

11. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: Precheck PassedPrecheck Passed. Then,
the data synchronization task starts.

13. Wait  until init ial synchronization is complete and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

This topic describes how to synchronize data between ApsaraDB RDS for MySQL instances that belong
to different Alibaba Cloud accounts by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The source and dest ination ApsaraDB RDS for MySQL instances are created. For more information, see
Create an ApsaraDB RDS for MySQL instance.

The database type of the source and dest ination ApsaraDB RDS instances is MySQL.

The source and dest ination ApsaraDB RDS for MySQL instances have internal endpoints.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following

6.6. Synchronize data between6.6. Synchronize data between
ApsaraDB RDS for MySQL instancesApsaraDB RDS for MySQL instances
that belong to different Alibaba Cloudthat belong to different Alibaba Cloud
accountsaccounts
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cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

The tables to be migrated in the source database must have PRIMARY KEY or UNIQUE constraints and
all f ields must be unique. Otherwise, the dest ination database may contain duplicate data records.

During init ial full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the dest ination instance. After init ial full data synchronization is complete, the size of used
tablespace of the dest ination instance is larger than that of the source instance.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way cascade synchronization

One-way many-to-one synchronization

For more information about synchronization topologies, see Synchronization topologies.

SQL operations that can be synchronizedSQL operations that can be synchronized

LimitsLimits
Incompatibility with triggers
If you select  a database as the object  to synchronize and the database contains a trigger that
updates a table, data inconsistency may occur. For more information about how to solve this issue,
see Configure a data synchronization task for a source database that contains a trigger.

Limits on RENAME TABLE operations
RENAME TABLE operations may cause data inconsistency between the source and dest ination
databases. For example, if  only Table A is selected as the object  to synchronize and is renamed Table
B, Table B cannot be synchronized to the dest ination database. To prevent this situation, you can
select  the entire database where Table A is located as the object  to synchronize when you configure
the data synchronization task.

PreparationsPreparations
Set the Alibaba Cloud account that owns the dest ination ApsaraDB RDS instance as a trusted account.
This allows DTS to access the cloud resources of the Alibaba Cloud account that owns the source
ApsaraDB RDS instance. For more information, see Configure RAM authorization for cross-account data
migration and synchronization.

Not e Not e To authorize the Alibaba Cloud account that owns the dest ination instance, you must
log on to the Resource Access Management (RAM) console with the Alibaba Cloud account that
owns the source instance. Then, you can create a data migration or data synchronization task by
using the Alibaba Cloud account that owns the dest ination instance.

ProcedureProcedure
1. Purchase a data synchronization instance by using the Alibaba Cloud account that owns the

destination ApsaraDB RDS instance. For more information, see Purchase a data synchronization
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instance.

Not e Not e Select  MySQLMySQL for both the source and dest ination instances. Select  One-WayOne-Way
Synchronizat ionSynchronizat ion as the synchronization topology.

2. Use the Alibaba Cloud account that owns the dest ination RDS instance to log on to the DTS
console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure T askConf igure T ask in the Act ions column.

6. Configure the source and dest ination instances.

Section Parameter Description

N/A
Synchronizatio
n Task Name

The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to use a unique task name.

Instance Type Select RDS Inst anceRDS Inst ance.
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Source
Instance
Details

Instance
Region

The source region that you selected on the buy page. The value of
this parameter cannot be changed.

Alibaba Cloud
Account ID of
RDS Instance

The ID of the Alibaba Cloud account that owns the source
ApsaraDB RDS instance.

Not e Not e Before you configure this parameter, click RDSRDS
Inst ances of  Ot her Alibaba Cloud Account sInst ances of  Ot her Alibaba Cloud Account s  in the
Source Inst ance Det ailsSource Inst ance Det ails  section.

Role Name
The name of the RAM role that you configured earlier in
Preparations.

RDS Instance ID The ID of the source instance.

Destination
Instance
Details

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The destination region that you selected on the buy page. The
value of this parameter cannot be changed.

Instance ID The ID of the destination instance.

Database
Account

The database account of the destination instance.

Not e Not e If the database engine of the destination
instance is MySQL 5.5MySQL 5.5 or MySQL 5.6MySQL 5.6, you do not need to
configure the dat abase accountdat abase account  or dat abase passworddat abase password
parameter.

Database
Password

The password of the database account.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the ApsaraDB
RDS instance before you configure the data synchronization task.
For more information, see Configure SSL encryption for an
ApsaraDB RDS for MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
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Not eNot e

8. Select  the synchronization policy and the objects to synchronize.

Setting Description
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Select the objects
to be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon to

add the objects to the Select edSelect ed section.
You can select tables or databases as the objects to synchronize.

Not eNot e

If you select a database as the object to synchronize, all schema
changes in the database are synchronized to the destination
database.

By default, after an object is synchronized to the destination
database, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see
Rename an object to be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.

Replicate
Temporary Tables
When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online DDL
operations.

Not e Not e If online DDL operations generate a large amount of data,
the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database may
be locked.

Setting Description
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Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. In the lower-right corner of the page, click NextNext .

10. Select  the init ial synchronization types.

During init ial synchronization, DTS synchronizes the schemas and data of required objects from
the source instance to the dest ination instance. The schemas and data are the basis for
subsequent incremental synchronization.

Init ial synchronization includes init ial schema synchronization and init ial full data synchronization.
In most cases, you need to select  both Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion and Init ial Full Dat aInit ial Full Dat a
Synchronizat ionSynchronizat ion.

11. In the lower part  of the page, click Next : Precheck and St art  T askNext : Precheck and St art  T ask.

Not iceNot ice

Before you can start  the data synchronization task, a precheck is performed. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until the init ial synchronization is complete and the data synchronization task is in the
Synchroniz ingSynchroniz ing state.
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You can view the status of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.
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PolarDB is a next-generation relat ional database service that is developed by Alibaba Cloud. PolarDB is
compatible with the MySQL database engine and features high availability, ease of use, and reliability.
This topic describes how to synchronize data from an ApsaraDB RDS for MySQL instance to a PolarDB
for MySQL cluster by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
A PolarDB for MySQL cluster is created. For more information, see Create a PolarDB for MySQL cluster.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

During init ial full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the dest ination cluster. After init ial full data synchronization, the tablespace of the
destination cluster is larger than that of the source database.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination cluster may contain duplicate data records.

SQL operations that can be synchronizedSQL operations that can be synchronized

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way cascade synchronization

One-way many-to-one synchronization

For more information, see Synchronization topologies.

7.Synchronize data from a7.Synchronize data from a
MySQL database to a differentMySQL database to a different
type of databasetype of database
7.1. Synchronize data from an7.1. Synchronize data from an
ApsaraDB RDS for MySQL instance toApsaraDB RDS for MySQL instance to
a PolarDB for MySQL clustera PolarDB for MySQL cluster
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LimitsLimits
Incompatibility with triggers
If you select  a database as the object  to be synchronized and the database contains a trigger that
updates a table, data inconsistency may occur. For more information about how to solve this issue,
see Configure a data synchronization task for a source database that contains a trigger.

Limits on RENAME TABLE operations
RENAME TABLE operations may cause data inconsistency between the source and dest ination
databases. For example, if  you select  a table as the object  and rename the table during data
synchronization, the data of this table is not synchronized to the dest ination database. To prevent
this situation, you can select  the database to which this table belongs as the object  when you
configure the data synchronization task.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, set  Dest ination Instance to
PolarDBPolarDB, and set  Synchronization Topology to One-way Synchronizat ionOne-way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

None
Synchronizat
ion Task
Name

The task name that DTS automatically generates. We recommend that
you specify a descriptive name that makes it  easy to identify the task.
You do not need to use a unique task name.

Source
Instance
Details

Instance
Type

Select RDS Inst anceRDS Inst ance.

Instance
Region

The source region that you selected on the buy page. The value of this
parameter cannot be changed.

Database
Account

The database account of the source ApsaraDB RDS for MySQL instance.

Not eNot e

The account must have the SELECT permission on the
objects to synchronize and the REPLICATION CLIENT,
REPLICATION SLAVE, and SHOW VIEW permissions.

If the source ApsaraDB RDS for MySQL instance runs
MySQL 5.5MySQL 5.5 or MySQL 5.6MySQL 5.6, you do not need to configure
the dat abase accountdat abase account  or dat abase passworddat abase password.

Database
Password

The password of the database account.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select SSL-SSL-
encrypt edencrypt ed, you must enable SSL encryption for the ApsaraDB RDS for
MySQL instance before you configure the data synchronization task.
For more information, see Configure SSL encryption for an ApsaraDB
RDS for MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong) region.

Destination
Instance
Details

Instance
Type

This parameter is set to PolarDBPolarDB and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. The value
of this parameter cannot be changed.

PolarDB
Instance ID

The ID of the destination PolarDB for MySQL cluster.

Database
Account

The database account of the source PolarDB cluster.

Not e Not e The database account must have the ALL permission
on the objects to synchronize.
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Database
Password

The password of the database account.

Section Parameter Description

7. 

8. Select  the processing mode of conflict ing tables and the objects to be synchronized.

Setting Description
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Select the processing
mode of conflicting
tables

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that have
the same names as tables in the source database, the precheck is passed.
Otherwise, an error is returned during precheck and the data
synchronization task cannot be started.

Not e Not e You can use the object name mapping feature to rename
the tables that are synchronized to the destination database. You can
use this feature if the source and destination databases contain
identical table names and the tables in the destination database
cannot be deleted or renamed. For more information, see Rename an
object to be synchronized.

IgnoreIgnore: skips the precheck for identical table names in the source and
destination databases.

Warning Warning If you select IgnoreIgnore, data consistency is not
guaranteed and your business may be exposed to potential risks.

During init ial data synchronization, DTS does not synchronize
the data records that have the same primary keys as the data
records in the destination database. This occurs if the source
and destination databases have the same schema. However,
DTS synchronizes these data records during incremental data
synchronization.

If the source and destination databases have different
schemas, init ial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.

Select the objects to
be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon

to move the objects to the Select edSelect ed section.
You can select tables or databases as the objects to be synchronized.

Not eNot e

If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the
destination database.

By default, after an object is synchronized to the destination
cluster, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination cluster. For more information,
see Rename an object to be synchronized.

Setting Description
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Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that
are synchronized to the destination instance. For more information, see
Object name mapping.

Replicate Temporary
Tables When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online
DDL operations.

Not e Not e If online DDL operations generate a large amount of
data, the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database
may be locked.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. In the lower-right corner of the page, click NextNext .

10. Select  the init ial synchronization types.

Not e Not e Init ial synchronization includes init ial schema synchronization and init ial full data
synchronization. If  you select  both Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion and Init ial Full Dat aInit ial Full Dat a
Synchronizat ionSynchronizat ion, DTS synchronizes the schemas and historical data of the required objects
before DTS synchronizes incremental data.

11. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

PolarDB is a next-generation relat ional database service that is developed by Alibaba Cloud. PolarDB is
compatible with the MySQL database engine and features high availability, ease of use, and reliability.
This topic describes how to synchronize data from a self-managed MySQL database hosted on Elast ic
Compute Service (ECS) to a PolarDB for MySQL cluster by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
A PolarDB for MySQL cluster is created. For more information, see Create a PolarDB for MySQL cluster.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can

7.2. Synchronize data from a self-7.2. Synchronize data from a self-
managed MySQL database hosted onmanaged MySQL database hosted on
ECS to a PolarDB for MySQL clusterECS to a PolarDB for MySQL cluster
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synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

During init ial full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the dest ination cluster. After init ial full data synchronization, the tablespace of the
destination cluster is larger than that of the source database.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination cluster may contain duplicate data records.

SQL operations that can be synchronizedSQL operations that can be synchronized

LimitsLimits
Incompatibility with triggers
If you select  a database as the object  to be synchronized and the database contains a trigger that
updates a table, data inconsistency may occur. For more information about how to solve this issue,
see Configure a data synchronization task for a source database that contains a trigger.

Limits on RENAME TABLE operations
RENAME TABLE operations may cause data inconsistency between the source and dest ination
databases. For example, if  you select  a table as the object  and rename the table during data
synchronization, the data of this table is not synchronized to the dest ination database. To prevent
this situation, you can select  the database to which this table belongs as the object  when you
configure the data synchronization task.

Before you beginBefore you begin
Create an account for a user-created MySQL database and configure binary logging

Not e Not e The database account must have the SELECT permission on the objects to be
synchronized, the REPLICATION CLIENT permission, the REPLICATION SLAVE permission, and the SHOW
VIEW permission.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way cascade synchronization

One-way many-to-one synchronization

For more information, see Synchronization topologies.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, set  Dest ination Instance to
PolarDBPolarDB, and set  Synchronization Topology to One-way Synchronizat ionOne-way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.
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5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Section Parameter Description

N/A
Synchronizat
ion Task
Name

DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need to
use a unique task name.

Source
Instance
Details

Instance
Type

Select User-Creat ed Dat abase in ECS Inst anceUser-Creat ed Dat abase in ECS Inst ance.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

ECS Instance
ID

Select the ID of the ECS instance on which the self-managed MySQL
database is deployed.

Database
Type

This parameter is set to MySQLMySQL and cannot be changed.

Port Number Enter the service port number of the self-managed MySQL database.
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Database
Account

Enter the account of the self-managed MySQL database.

Not e Not e The database account must have the SELECT
permission on the objects to be synchronized, the REPLICATION
CLIENT permission, the REPLICATION SLAVE permission, and the
SHOW VIEW permission.

Database
Password

Enter the password of the database account.

Destination
Instance
Details

Instance
Type

This parameter is set to PolarDB Inst ancePolarDB Inst ance and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. You cannot
change the value of this parameter.

PolarDB
Instance ID

Select the ID of the destination PolarDB cluster.

Database
Account

Enter the database account of the destination PolarDB cluster.

Not e Not e The database account must have the ALL permission
on the objects to be synchronized.

Database
Password

Enter the password of the database account.

Section Parameter Description

7. 

8. Select  the processing mode of conflict ing tables and the objects to be synchronized.
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Setting Description
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Select the processing
mode of conflicting
tables

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that have
the same names as tables in the source database, the precheck is passed.
Otherwise, an error is returned during precheck and the data
synchronization task cannot be started.

Not e Not e You can use the object name mapping feature to rename
the tables that are synchronized to the destination database. You can
use this feature if the source and destination databases contain
identical table names and the tables in the destination database
cannot be deleted or renamed. For more information, see Rename an
object to be synchronized.

IgnoreIgnore: skips the precheck for identical table names in the source and
destination databases.

Warning Warning If you select IgnoreIgnore, data consistency is not
guaranteed and your business may be exposed to potential risks.

During init ial data synchronization, DTS does not synchronize
the data records that have the same primary keys as the data
records in the destination database. This occurs if the source
and destination databases have the same schema. However,
DTS synchronizes these data records during incremental data
synchronization.

If the source and destination databases have different
schemas, init ial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.

Select the objects to
be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon

to move the objects to the Select edSelect ed section.
You can select tables or databases as the objects to be synchronized.

Not eNot e

If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the
destination database.

By default, after an object is synchronized to the destination
cluster, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination cluster. For more information,
see Rename an object to be synchronized.

Setting Description
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Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that
are synchronized to the destination instance. For more information, see
Object name mapping.

Replicate Temporary
Tables When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online
DDL operations.

Not e Not e If online DDL operations generate a large amount of
data, the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database
may be locked.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. In the lower-right corner of the page, click NextNext .

10. Select  the init ial synchronization types.

Not e Not e Init ial synchronization includes init ial schema synchronization and init ial full data
synchronization. If  you select  both Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion and Init ial Full Dat aInit ial Full Dat a
Synchronizat ionSynchronizat ion, DTS synchronizes the schemas and historical data of the required objects
before DTS synchronizes incremental data.
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11. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

PolarDB is a next-generation relat ional database service that is developed by Alibaba Cloud. PolarDB is
compatible with the MySQL database engine and features high availability, ease of use, and reliability.
This topic describes how to synchronize data from a self-managed MySQL database that is connected
over Express Connect, VPN Gateway, or Smart  Access Gateway to a PolarDB for MySQL cluster by using
Data Transmission Service (DTS).

PrerequisitesPrerequisites
The version of the self-managed MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

The self-managed MySQL database is connected to a virtual private cloud (VPC) over Express
Connect, VPN Gateway, or Smart  Access Gateway. For more information, see Connect an on-premises
database to Alibaba Cloud.

7.3. Synchronize data from a self-7.3. Synchronize data from a self-
managed MySQL database connectedmanaged MySQL database connected
over Express Connect, VPN Gateway,over Express Connect, VPN Gateway,
or Smart Access Gateway to a PolarDBor Smart Access Gateway to a PolarDB
for MySQL clusterfor MySQL cluster
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Not e Not e DTS must be allowed to access the VPC that is connected to the self-managed
MySQL database. For more information, see Configure a route between DTS and Express Connect,
VPN Gateway, or Smart  Access Gateway.

A PolarDB for MySQL cluster is created. For more information, see Create a PolarDB for MySQL cluster.

Not e Not e The available storage space of the PolarDB for MySQL cluster is larger than the total
size of the data in the self-managed MySQL database.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

During init ial full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the dest ination cluster. After init ial full data synchronization, the tablespace of the
destination cluster is larger than that of the source database.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, duplicate data may exist  in the dest ination cluster.

SQL operations that can be synchronizedSQL operations that can be synchronized

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way cascade synchronization

One-way many-to-one synchronization

For more information, see Synchronization topologies.

LimitsLimits
Incompatibility with triggers
If you select  a database as the object  to be synchronized and the database contains a trigger that
updates a table, data inconsistency may occur. For more information about how to solve this issue,
see Configure a data synchronization task for a source database that contains a trigger.

Limits on RENAME TABLE operations
RENAME TABLE operations may cause data inconsistency between the source and dest ination
databases. For example, if  you select  a table as the object  and rename the table during data
synchronization, the data of this table is not synchronized to the dest ination database. To prevent
this situation, you can select  the database to which this table belongs as the object  when you
configure the data synchronization task.
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Before you beginBefore you begin
Create an account for a user-created MySQL database and configure binary logging

Not e Not e The database account must have the SELECT permission on the objects to be
synchronized, the REPLICATION CLIENT permission, the REPLICATION SLAVE permission, and the SHOW
VIEW permission.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, set  Target Instance to PolarDBPolarDB,
and set  Synchronization Topology to One-Way Synchronizat ionOne-Way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Section Parameter Description
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N/A
Synchronizat
ion Task
Name

DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Source
Instance
Details

Instance
Type

Select User-Creat ed Dat abase Connect ed over ExpressUser-Creat ed Dat abase Connect ed over Express
Connect , VPN Gat eway, or Smart  Access Gat ewayConnect , VPN Gat eway, or Smart  Access Gat eway.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

Peer VPC
Select the ID of the VPC that is connected to the self-managed MySQL
database.

Database
Type

This parameter is set to MySQLMySQL and cannot be changed.

IP Address Enter the server IP address of the self-managed MySQL database.

Port Number Enter the service port number of the self-managed MySQL database.

Database
Account

Enter the account that you created for the self-managed MySQL
database. For more information, see Before you begin.

Database
Password

Enter the password of the database account.

Destination
Instance
Details

Instance
Type

This parameter is set to PolarDBPolarDB and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. You cannot
change the value of this parameter.

PolarDB
Instance ID

Select the ID of the destination PolarDB cluster.

Database
Account

Enter the database account of the destination PolarDB cluster.

Not e Not e The database account must have the ALL permission
on the objects to be synchronized.

Database
Password

Enter the password of the database account.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelist  of the dest ination PolarDB
cluster. This ensures that DTS servers can connect to the dest ination PolarDB cluster.
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8. Select  the processing mode of conflict ing tables and the objects to be synchronized.

Setting Description
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Select the processing
mode of conflicting
tables

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that have
the same names as tables in the source database, the precheck is passed.
Otherwise, an error is returned during precheck and the data
synchronization task cannot be started.

Not e Not e You can use the object name mapping feature to rename
the tables that are synchronized to the destination database. You can
use this feature if the source and destination databases contain
identical table names and the tables in the destination database
cannot be deleted or renamed. For more information, see Rename an
object to be synchronized.

IgnoreIgnore: skips the precheck for identical table names in the source and
destination databases.

Warning Warning If you select IgnoreIgnore, data consistency is not
guaranteed and your business may be exposed to potential risks.

During init ial data synchronization, DTS does not synchronize
the data records that have the same primary keys as the data
records in the destination database. This occurs if the source
and destination databases have the same schema. However,
DTS synchronizes these data records during incremental data
synchronization.

If the source and destination databases have different
schemas, init ial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.

Select the objects to
be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon

to move the objects to the Select edSelect ed section.
You can select tables or databases as the objects to be synchronized.

Not eNot e

If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the
destination database.

By default, after an object is synchronized to the destination
cluster, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination cluster. For more information,
see Rename an object to be synchronized.

Setting Description
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Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that
are synchronized to the destination instance. For more information, see
Object name mapping.

Replicate Temporary
Tables When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online
DDL operations.

Not e Not e If online DDL operations generate a large amount of
data, the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database
may be locked.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. In the lower-right corner of the page, click NextNext .

10. Select  the init ial synchronization types.

Not e Not e Init ial synchronization includes init ial schema synchronization and init ial full data
synchronization. If  you select  both Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion and Init ial Full Dat aInit ial Full Dat a
Synchronizat ionSynchronizat ion, DTS synchronizes the schemas and historical data of the required objects
before DTS synchronizes incremental data.

11. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

is a real-t ime online analyt ical processing (RT-OLAP) service that is developed by Alibaba Cloud for
online data analysis with high concurrency. Analyt icDB for MySQL can analyze petabytes of data from
mult iple dimensions at  millisecond-level t iming to provide data-driven insights into your business. This
topic describes how to synchronize data from an ApsaraDB RDS for MySQL instance to an cluster by
using Data Transmission Service (DTS). After you synchronize data, you can use Analyt icDB for MySQL to
build internal business intelligence (BI) systems, interact ive query systems, and real-t ime report  systems.

PrerequisitesPrerequisites
The tables that you want to synchronize from the ApsaraDB RDS for MySQL instance contain primary
keys.

An cluster is created. For more information, see Create an cluster.

The dest ination cluster has sufficient  storage space.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is

7.4. Synchronize data from an7.4. Synchronize data from an
ApsaraDB RDS for MySQL instance toApsaraDB RDS for MySQL instance to
an AnalyticDB for MySQL clusteran AnalyticDB for MySQL cluster
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unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

We recommend that you do not use gh-ost  or pt-online-schema-change to perform data definit ion
language (DDL) operations on the required objects during data synchronization. Otherwise, data may
fail to be synchronized.

Due to the limits of , if  the disk space usage of the nodes in an cluster reaches 80%, the cluster is
locked. We recommend that you est imate the required disk space based on the objects that you
want to synchronize. You must ensure that the dest ination cluster has sufficient  storage space.

Prefix indexes cannot be synchronized. If  the source database contains prefix indexes, data may fail
to be synchronized.

SQL operations that can be synchronizedSQL operations that can be synchronized
DDL operations: CREATE TABLE, DROP TABLE, RENAME TABLE, TRUNCATE TABLE, ADD COLUMN, DROP
COLUMN, and MODIFY COLUMN

DML operations: INSERT, UPDATE, and DELETE

Not e Not e If  the data type of a field in the source table is changed during data synchronization,
an error message is generated and the data synchronization task is stopped. You can submit  a or
troubleshoot the issue. For more information, see Troubleshoot the synchronization failure that
occurs due to field type changes.

Permissions required for database accountsPermissions required for database accounts

Database Required permissions

ApsaraDB RDS for MySQL

The SELECT permission on the objects to be
synchronized, the REPLICATION CLIENT permission,
the REPLICATION SLAVE permission, and the SHOW
VIEW permission

The read and write permissions on the objects to be
synchronized

Data type mappingsData type mappings
The data types of ApsaraDB RDS for MySQL and do not have one-to-one correspondence. During init ial
schema synchronization, DTS converts the data types of the source database into those of the
destination database. For more information, see Data type mappings for schema synchronization.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, set  Target Instance to
Analyt icDB MySQLAnalyt icDB MySQL, and set  Synchronization Topology to One-Way Synchronizat ionOne-Way Synchronizat ion.
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2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. In the upper part  of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the data
synchronization instance resides.

5. Find the data synchronization instance and click Conf igure T askConf igure T ask in the Act ions column.

6. Configure the source and dest ination databases.

Section Parameter Description

N/A
Synchronizatio
n Task Name

DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You do
not need to use a unique task name.

Source
Instance
Details

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

Instance ID Select the ID of the source RDS instance.

Database
Account

Enter the database account of the source RDS instance. For
information about the permissions that are required for the
account, see Permissions required for database accounts.

Not e Not e If the database engine of the source RDS instance
is MySQL 5.5MySQL 5.5 or MySQL 5.6MySQL 5.6, you do not need to configure
the dat abase accountdat abase account  or dat abase passworddat abase password.
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Details

Database
Password

Enter the password of the database account.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the RDS
instance before you configure the data synchronization task. For
more information, see Configure SSL encryption for an ApsaraDB
RDS for MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Destination
Instance
Details

Instance Type
The value of this parameter is set to Analyt icDBAnalyt icDB and cannot be
changed.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

Version Select 3.03.0.

Database Select the ID of the destination cluster.

Database
Account

Enter the database account of the cluster. For information about
the permissions that are required for the account, see Permissions
required for database accounts.

Database
Password

Enter the password of the database account.

Section Parameter Description

7. 

8. Select  the synchronization policy and the objects to be synchronized.
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Parameter Description

Init ial
Synchronization

You must select both Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion and Init ial Full Dat aInit ial Full Dat a
Synchroniz at ionSynchroniz at ion in most cases. After the precheck, DTS synchronizes the
schemas and data of the required objects from the source instance to the
destination cluster. The schemas and data are the basis for subsequent
incremental synchronization.

Dat a Synchronizat ion··Synchronize d
at a from a MySQL dat abase t o a dif
ferent  t ype of dat abase

Dat a Transmission Service

245 > Document  Version: 20220712



Processing Mode In
Existed Target
Table

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination database
contains tables that have the same names as tables in the source database. If
the source and destination databases do not contain identical table names,
the precheck is passed. Otherwise, an error is returned during precheck and
the data synchronization task cannot be started.

Not e Not e You can use the object name mapping feature to change the
names of the tables that are synchronized to the destination database.
You can use this feature if the source and destination databases contain
identical table names and the tables in the destination database cannot
be deleted or renamed. For more information, see Rename an object to
be synchronized.

IgnoreIgnore: skips the precheck for identical table names in the source and
destination databases.

Warning Warning If you select IgnoreIgnore, data consistency is not guaranteed
and your business may be exposed to potential risks.

If the source and destination databases have the same schema,
DTS does not synchronize data records that have the same
primary keys as data records in the destination database.

If the source and destination databases have different schemas,
init ial data synchronization may fail. In this case, only specific
columns are synchronized or the data synchronization task fails.

Merge Multi Tables

If you select YesYes , DTS adds the  __dts_data_source  column to each table
to record data sources. In this case, DDL operations cannot be synchronized.

NoNo  is selected by default. In this case, DDL operations can be synchronized.

Not e Not e You can merge the data source columns based on tasks rather
than tables. To merge only the data source columns of specific tables, you
can create two data synchronization tasks.

Synchronization
Type

Select the types of operations that you want to synchronize based on your
business requirements. All operation types are selected by default. For more
information, see SQL operations that can be synchronized.

Parameter Description
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Select the objects
to be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon to

move the objects to the Select edSelect ed section.
You can select tables or databases as the objects to be synchronized.

Not eNot e

If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the destination
database.

If you select a table as the object to be synchronized, only the ADD
COLUMN operations that are performed on the table are
synchronized to the destination database.

By default, after an object is synchronized to the destination cluster,
the name of the object remains unchanged. You can use the object
name mapping feature to change the names of the objects that are
synchronized to the destination cluster. For more information, see
Rename an object to be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.

Replicate
Temporary Tables
When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online DDL
operations.

Not e Not e If online DDL operations generate a large amount of data,
the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database may
be locked.

Parameter Description
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Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Parameter Description

9. In the lower-right corner of the page, click NextNext .

10. Specify a type for the tables that you want to synchronize to the dest ination database.

Not e Not e After you select  Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion, you must specify the t ypet ype,
primary key columnprimary key column, and part it ion key columnpart it ion key column for the tables that you want to synchronize
to . For more information, see CREATE TABLE.

11. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: Precheck PassedPrecheck Passed. Then,
the data synchronization task starts.

13. Wait  until init ial synchronization is complete and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.
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Troubleshoot the synchronization failure that occurs due to fieldTroubleshoot the synchronization failure that occurs due to field
type changestype changes
If  the data type of a field in the source table is changed during data synchronization, an error message
is generated and the data synchronization task is stopped. You can submit  a or perform the following
steps to troubleshoot the issue.

1. Create a table in the dest ination cluster based on the schema of source table that fails to be
synchronized. For example, if  a table named customer (Table A) fails to be synchronized, you can
create a table named customer_new (Table B) in the dest ination cluster. Make sure that Table B has
the same schema as Table A.

2. Run the INSERT INTO SELECT command to copy the data of Table A and insert  the data into Table
B. This ensures that the data of the two tables is consistent.

3. Rename or delete Table A. Then, change the name of Table B to customer.

4. Restart  the data synchronization task in the DTS console.

This topic describes how to synchronize data from an ApsaraDB RDS for MySQL instance to an instance
by using Data Transmission Service (DTS). The data synchronization feature provided by DTS allows you
to transfer and analyze data with ease.

PrerequisitesPrerequisites
The tables that you want to synchronize from the ApsaraDB RDS for MySQL instance contain primary
keys.

The dest ination instance is created. For more information, see Create an Analyt icDB for PostgreSQL
instance.

PrecautionsPrecautions

7.5. Synchronize data from an7.5. Synchronize data from an
ApsaraDB RDS for MySQL instance toApsaraDB RDS for MySQL instance to
an AnalyticDB for PostgreSQLan AnalyticDB for PostgreSQL
instanceinstance
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DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data, evaluate
the impact of data synchronization on the performance of the source and dest ination databases. We
recommend that you synchronize data during off-peak hours. For example, you can synchronize data
when the CPU utilizat ion of the source and dest ination databases is less than 30%.

LimitsLimits
You can select  only tables as the objects to be synchronized.

DTS does not synchronize the following types of data: BIT, VARBIT, GEOMETRY, ARRAY, UUID,
TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

Prefix indexes cannot be synchronized. If  the source database contains prefix indexes, data may fail
to be synchronized.

We recommend that you do not use gh-ost  or pt-online-schema-change to perform DDL operations
on objects during data synchronization. Otherwise, data synchronization may fail.

SQL operations that can be synchronizedSQL operations that can be synchronized
DML operations: INSERT, UPDATE, and DELETE

DDL operation: ADD COLUMN

Not e Not e The CREATE TABLE operation is not supported. To synchronize data from a new
table, you must add the table to the selected objects. For more information, see Add an object
to a data synchronization task.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way many-to-one synchronization

Term mappingsTerm mappings

MySQL

Database Schema

Table Table

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, set  Target Instance to
Analyt icDB f or Post greSQLAnalyt icDB f or Post greSQL, and set  Synchronization Topology to One-WayOne-Way
Synchronizat ionSynchronizat ion.
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2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Section Parameter Description

None
Synchronizati
on Task Name

The task name that DTS automatically generates. We
recommend that you specify a descriptive name that makes it
easy to identify the task. You do not need to use a unique task
name.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The source region that you selected on the buy page. The value
of this parameter cannot be changed.

Instance ID The ID of the source ApsaraDB RDS for MySQL instance.
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Source Instance
Details Database

Account

The database account of the ApsaraDB RDS for MySQL instance.

Not e Not e If the database engine of the source ApsaraDB
RDS for MySQL instance is MySQL 5.5MySQL 5.5 or MySQL 5.6MySQL 5.6, you do
not need to configure the dat abase accountdat abase account  and
dat abase passworddat abase password.

Database
Password

The password of the database account.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you select SSL-SSL-
encrypt edencrypt ed, you must enable SSL encryption for the ApsaraDB
RDS for MySQL instance before you configure the data
synchronization task. For more information, see Configure SSL
encryption for an ApsaraDB RDS for MySQL instance.

Not e Not e The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Destination
Instance Details

Instance Type
The value of this parameter is set to Analyt icDB f orAnalyt icDB f or
Post greSQLPost greSQL and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. The
value of this parameter cannot be changed.

The ID of the
destination
instance.

The ID of the destination instance.

Database
Name

The name of the destination database.

Database
Account

The init ial accountinit ial account  of the instance. For more information, see
Create a database account.

Not e Not e You can also enter an account that has the
RDS_SUPERUSER permission. For more information, see
Manage users and permissions.

Database
Password

The password of the database account.

Section Parameter Description

7. 

8. Select  the synchronization policy and the objects to be synchronized.
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Setting Parameter Description

Init ial Synchronization

You must select both Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion
and Init ial Full Dat a Synchroniz at ionInit ial Full Dat a Synchroniz at ion in most cases.
After the precheck, DTS synchronizes the schemas and
data of the required objects from the source instance to
the destination instance. The schemas and data are the
basis for subsequent incremental synchronization.
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Select the
synchronizatio
n policy

Processing Mode of
Conflicting Tables

Clear T arget  T ableClear T arget  T able
Skips the Schema Name Conf lictSchema Name Conf lict  item during the
precheck. Clears the data in the destination table
before init ial full data synchronization. If you want to
synchronize your business data after testing the data
synchronization task, you can select this mode.

IgnoreIgnore
Skips the Schema Name Conf lictSchema Name Conf lict  item during the
precheck. Adds data to the existing data during init ial
full data synchronization. If you want to synchronize
data from multiple tables to one table, you can select
this mode.

Synchronization Type

Select the types of operations that you want to
synchronize based on your business requirements.

InsertInsert

Updat eUpdat e

Delet eDelet e

Alt erT ableAlt erT able

Select the
objects to be
synchronized

N/A

Select one or more tables from the AvailableAvailable section

and click the  icon to move the tables to the

Select edSelect ed section.

Not eNot e

You can select only tables as the objects to
be synchronized.

You can use the object name mapping
feature to change the names of the columns
that are synchronized to the destination
database. For more information, see Rename
an object to be synchronized.

Rename
Databases
and Tables

N/A

You can use the object name mapping feature to rename
the objects that are synchronized to the destination
instance. For more information, see Object name
mapping.

Setting Parameter Description
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Replicate
Temporary
Tables When
DMS Performs
DDL
Operations

N/A

If you use Data Management (DMS) to perform online DDL
operations on the source database, you can specify
whether to synchronize temporary tables generated by
online DDL operations.

YesYes : DTS synchronizes the data of temporary tables
generated by online DDL operations.

Not e Not e If online DDL operations generate a
large amount of data, the data synchronization
task may be delayed.

NoNo : DTS does not synchronize the data of temporary
tables generated by online DDL operations. Only the
original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the
destination database may be locked.

Retry T ime for
Failed
Connections

N/A

By default, if DTS fails to connect to the source or
destination database, DTS retries within the next 720
minutes (12 hours). You can specify the retry t ime based
on your needs. If DTS reconnects to the source and
destination databases within the specified time, DTS
resumes the data synchronization task. Otherwise, the
data synchronization task fails.

Not e Not e When DTS retries a connection, you are
charged for the DTS instance. We recommend that
you specify the retry t ime based on your business
needs. You can also release the DTS instance at your
earliest opportunity after the source and destination
instances are released.

Setting Parameter Description

9. Specify the primary key column and distribution column of the table that you want to synchronize
to the instance.
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Not e Not e The page in this step appears only if  you select  Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion.
For more information about primary key columns and distribution columns, see Define
constraints and Define table distribution.

10. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

11. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

12. Wait  until the init ial synchronization is complete and the data synchronization task is in the
Synchroniz ingSynchroniz ing state.

You can view the status of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

This topic describes how to synchronize data from a self-managed MySQL database hosted on Elast ic
Compute Service (ECS) to an instance by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
A MySQL database of version 5.1, 5.5, 5.6, 5.7, or 8.0 is created. The database is hosted on an ECS
instance.

The binary logging feature is enabled for the source database. A database account is created for
the data synchronization task. For more information, see Create an account for a user-created MySQL

7.6. Synchronize data from a self-7.6. Synchronize data from a self-
managed MySQL database hosted onmanaged MySQL database hosted on
ECS to an AnalyticDB for PostgreSQLECS to an AnalyticDB for PostgreSQL
instanceinstance
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database and configure binary logging.

Not e Not e The database account must have the SELECT permission on the objects to be
synchronized, the REPLICATION CLIENT permission, the REPLICATION SLAVE permission, and the
SHOW VIEW permission.

The tables to be synchronized from the source database contain primary keys.

The dest ination instance is created. For more information, see Create an Analyt icDB for PostgreSQL
instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data, evaluate
the impact of data synchronization on the performance of the source and dest ination databases. We
recommend that you synchronize data during off-peak hours. For example, you can synchronize data
when the CPU utilizat ion of the source and dest ination databases is less than 30%.

LimitsLimits
You can select  only tables as the objects to be synchronized.

DTS does not synchronize the following types of data: BIT, VARBIT, GEOMETRY, ARRAY, UUID,
TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

Prefix indexes cannot be synchronized. If  the source database contains prefix indexes, data may fail
to be synchronized.

We recommend that you do not use gh-ost  or pt-online-schema-change to perform DDL operations
on objects during data synchronization. Otherwise, data synchronization may fail.

SQL operations that can be synchronizedSQL operations that can be synchronized
DML operations: INSERT, UPDATE, and DELETE

DDL operation: ADD COLUMN

Not e Not e The CREATE TABLE operation is not supported. To synchronize data from a new
table, you must add the table to the selected objects. For more information, see Add an object
to a data synchronization task.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way many-to-one synchronization

Term mappingsTerm mappings
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MySQL

Database Schema

Table Table

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, set  Target Instance to
Analyt icDB f or Post greSQLAnalyt icDB f or Post greSQL, and set  Synchronization Topology to One-WayOne-Way
Synchronizat ionSynchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Section Parameter Description
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N/A
Synchroniz
ation Task
Name

DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Source
Instance
Details

Instance
Type

Select User-Creat ed Dat abase in ECS Inst anceUser-Creat ed Dat abase in ECS Inst ance.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

Instance ID
Select the ID of the ECS instance that hosts the self-managed MySQL
database.

Database
Type

The value of this parameter is set to MySQLMySQL and cannot be changed.

Port
Number

Enter the service port number of the source database. The default
port number is 33063306.

Database
Account

Enter the account of the self-managed MySQL database.

Not e Not e The database account must have the SELECT
permission on the objects to be synchronized, the REPLICATION
CLIENT permission, the REPLICATION SLAVE permission, and the
SHOW VIEW permission.

Database
Password

Enter the password of the source database account.

Destination
Instance
Details

Instance
Type

The value of this parameter is set to Analyt icDB f or Post greSQLAnalyt icDB f or Post greSQL
and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

Instance ID Select the ID of the destination instance.

Database
Name

Enter the name of the destination database.

Database
Account

Enter the init ial accountinit ial account  of the instance. For more information, see
Create a database account.

Not e Not e You can also enter an account that has the
RDS_SUPERUSER permission. For more information, see Manage
users and permissions.

Database
Password

Enter the password of the destination database account.

Section Parameter Description
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7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the inbound rule of the ECS instance
and the whitelist  of the instance. This ensures that DTS servers can connect to the source and
destination instances.

8. Select  the synchronization policy and the objects to be synchronized.

Setting Parameter Description

Init ial Synchronization

You must select both Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion
and Init ial Full Dat a Synchroniz at ionInit ial Full Dat a Synchroniz at ion in most cases.
After the precheck, DTS synchronizes the schemas and
data of the required objects from the source instance to
the destination instance. The schemas and data are the
basis for subsequent incremental synchronization.
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Select the
synchronizatio
n policy Processing Mode of

Conflicting Tables

Clear T arget  T ableClear T arget  T able
Skips the Schema Name Conf lictSchema Name Conf lict  item during the
precheck. Clears the data in the destination table
before init ial full data synchronization. If you want to
synchronize your business data after testing the data
synchronization task, you can select this mode.

IgnoreIgnore
Skips the Schema Name Conf lictSchema Name Conf lict  item during the
precheck. Adds data to the existing data during init ial
full data synchronization. If you want to synchronize
data from multiple tables to one table, you can select
this mode.

Synchronization Type

Select the types of operations that you want to
synchronize based on your business requirements.

InsertInsert

Updat eUpdat e

Delet eDelet e

Alt erT ableAlt erT able

Select the
objects to be
synchronized

N/A

Select one or more tables from the AvailableAvailable section

and click the  icon to move the tables to the

Select edSelect ed section.

Not eNot e

You can select only tables as the objects to
be synchronized.

You can use the object name mapping
feature to change the names of the columns
that are synchronized to the destination
database. For more information, see Rename
an object to be synchronized.

Rename
Databases
and Tables

N/A

You can use the object name mapping feature to rename
the objects that are synchronized to the destination
instance. For more information, see Object name
mapping.

Setting Parameter Description
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Replicate
Temporary
Tables When
DMS Performs
DDL
Operations

N/A

If you use Data Management (DMS) to perform online DDL
operations on the source database, you can specify
whether to synchronize temporary tables generated by
online DDL operations.

YesYes : DTS synchronizes the data of temporary tables
generated by online DDL operations.

Not e Not e If online DDL operations generate a
large amount of data, the data synchronization
task may be delayed.

NoNo : DTS does not synchronize the data of temporary
tables generated by online DDL operations. Only the
original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the
destination database may be locked.

Retry T ime for
Failed
Connections

N/A

By default, if DTS fails to connect to the source or
destination database, DTS retries within the next 720
minutes (12 hours). You can specify the retry t ime based
on your needs. If DTS reconnects to the source and
destination databases within the specified time, DTS
resumes the data synchronization task. Otherwise, the
data synchronization task fails.

Not e Not e When DTS retries a connection, you are
charged for the DTS instance. We recommend that
you specify the retry t ime based on your business
needs. You can also release the DTS instance at your
earliest opportunity after the source and destination
instances are released.

Setting Parameter Description

9. Specify the primary key column and distribution column of the table that you want to synchronize
to the instance.
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Not e Not e The page in this step appears only if  you select  Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion.
For more information about primary key columns and distribution columns, see Define
constraints and Define table distribution.

10. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

11. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

12. Wait  until the init ial synchronization is complete and the data synchronization task is in the
Synchroniz ingSynchroniz ing state.

You can view the status of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

7.7. Synchronize data from a self-7.7. Synchronize data from a self-
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This topic describes how to synchronize data from a self-managed MySQL database connected over
Express Connect, VPN Gateway, or Smart  Access Gateway to an Analyt icDB for PostgreSQL instance by
using Data Transmission Service (DTS). The data synchronization feature allows you to transfer and
analyze data with ease.

PrerequisitesPrerequisites
The version of the self-managed MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

The tables to be synchronized from the source database contain primary keys.

The binary logging feature is enabled for the source database. A database account is created for
the data synchronization task. For more information, see Create an account for a user-created MySQL
database and configure binary logging.

Not e Not e The database account must have the SELECT permission on the objects to be
synchronized, the REPLICATION CLIENT permission, the REPLICATION SLAVE permission, and the
SHOW VIEW permission.

The on-premises network to which the self-managed MySQL database belongs is connected to
Alibaba Cloud VPC over Express Connect, VPN Gateway, or Smart  Access Gateway. DTS is allowed to
access the network to which Express Connect, VPN Gateway, or Smart  Access Gateway belongs. For
more information, see Configure a route between DTS and Express Connect, VPN Gateway, or Smart
Access Gateway.

Not e Not e For more information about how to connect an on-premises network to a VPC, see
Connect an on-premises database to Alibaba Cloud.

The dest ination instance is created. For more information, see Create an Analyt icDB for PostgreSQL
instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data, evaluate
the impact of data synchronization on the performance of the source and dest ination databases. We
recommend that you synchronize data during off-peak hours. For example, you can synchronize data
when the CPU utilizat ion of the source and dest ination databases is less than 30%.

7.7. Synchronize data from a self-7.7. Synchronize data from a self-
managed MySQL database connectedmanaged MySQL database connected
over Express Connect, VPN Gateway,over Express Connect, VPN Gateway,
or Smart Access Gateway to anor Smart Access Gateway to an
AnalyticDB for PostgreSQL instanceAnalyticDB for PostgreSQL instance
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LimitsLimits
You can select  only tables as the objects to be synchronized.

DTS does not synchronize the following types of data: BIT, VARBIT, GEOMETRY, ARRAY, UUID,
TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

Prefix indexes cannot be synchronized. If  the source database contains prefix indexes, data may fail
to be synchronized.

We recommend that you do not use gh-ost  or pt-online-schema-change to perform DDL operations
on objects during data synchronization. Otherwise, data synchronization may fail.

SQL operations that can be synchronizedSQL operations that can be synchronized
DML operations: INSERT, UPDATE, and DELETE

DDL operation: ADD COLUMN

Not e Not e The CREATE TABLE operation is not supported. To synchronize data from a new
table, you must add the table to the selected objects. For more information, see Add an object
to a data synchronization task.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way many-to-one synchronization

Term mappingsTerm mappings

MySQL

Database Schema

Table Table

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, set  Target Instance to
Analyt icDB f or Post greSQLAnalyt icDB f or Post greSQL, and set  Synchronization Topology to One-WayOne-Way
Synchronizat ionSynchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

N/A
Synchroniza
tion Task
Name

DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Source
Instance
Details

Instance
Type

Select User-Creat ed Dat abase Connect ed over ExpressUser-Creat ed Dat abase Connect ed over Express
Connect , VPN Gat eway, or Smart  Access Gat ewayConnect , VPN Gat eway, or Smart  Access Gat eway.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

Peer VPC
Select the ID of the VPC that is connected to the self-managed MySQL
database.

Database
Type

The value of this parameter is set to MySQLMySQL and cannot be changed.

IP Address Enter the server IP address of the self-managed MySQL database.

Port
Number

Enter the service port number of the source database. The default
port number is 33063306.
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Database
Account

Enter the account of the self-managed MySQL database.

Not e Not e The database account must have the SELECT
permission on the objects to be synchronized, the REPLICATION
CLIENT permission, the REPLICATION SLAVE permission, and the
SHOW VIEW permission.

Database
Password

Enter the password of the source database account.

Destination
Instance
Details

Instance
Type

The value of this parameter is set to Analyt icDB f or Post greSQLAnalyt icDB f or Post greSQL
and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. You cannot
change the value of this parameter.

Instance ID Select the ID of the destination instance.

Database
Name

Enter the name of the destination database.

Database
Account

Enter the init ial accountinit ial account  of the instance. For more information, see
Create a database account.

Not e Not e You can also enter an account that has the
RDS_SUPERUSER permission. For more information, see Manage
users and permissions.

Database
Password

Enter the password of the destination database account.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelist  of the instance. This
ensures that DTS servers can connect to the dest ination instance.

8. Select  the synchronization policy and the objects to be synchronized.
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Setting Parameter Description

Init ial Synchronization

You must select both Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion
and Init ial Full Dat a Synchroniz at ionInit ial Full Dat a Synchroniz at ion in most cases.
After the precheck, DTS synchronizes the schemas and
data of the required objects from the source instance to
the destination instance. The schemas and data are the
basis for subsequent incremental synchronization.
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Select the
synchronizatio
n policy

Processing Mode of
Conflicting Tables

Clear T arget  T ableClear T arget  T able
Skips the Schema Name Conf lictSchema Name Conf lict  item during the
precheck. Clears the data in the destination table
before init ial full data synchronization. If you want to
synchronize your business data after testing the data
synchronization task, you can select this mode.

IgnoreIgnore
Skips the Schema Name Conf lictSchema Name Conf lict  item during the
precheck. Adds data to the existing data during init ial
full data synchronization. If you want to synchronize
data from multiple tables to one table, you can select
this mode.

Synchronization Type

Select the types of operations that you want to
synchronize based on your business requirements.

InsertInsert

Updat eUpdat e

Delet eDelet e

Alt erT ableAlt erT able

Select the
objects to be
synchronized

N/A

Select one or more tables from the AvailableAvailable section

and click the  icon to move the tables to the

Select edSelect ed section.

Not eNot e

You can select only tables as the objects to
be synchronized.

You can use the object name mapping
feature to change the names of the columns
that are synchronized to the destination
database. For more information, see Rename
an object to be synchronized.

Rename
Databases
and Tables

N/A

You can use the object name mapping feature to rename
the objects that are synchronized to the destination
instance. For more information, see Object name
mapping.

Setting Parameter Description
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Replicate
Temporary
Tables When
DMS Performs
DDL
Operations

N/A

If you use Data Management (DMS) to perform online DDL
operations on the source database, you can specify
whether to synchronize temporary tables generated by
online DDL operations.

YesYes : DTS synchronizes the data of temporary tables
generated by online DDL operations.

Not e Not e If online DDL operations generate a
large amount of data, the data synchronization
task may be delayed.

NoNo : DTS does not synchronize the data of temporary
tables generated by online DDL operations. Only the
original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the
destination database may be locked.

Retry T ime for
Failed
Connections

N/A

By default, if DTS fails to connect to the source or
destination database, DTS retries within the next 720
minutes (12 hours). You can specify the retry t ime based
on your needs. If DTS reconnects to the source and
destination databases within the specified time, DTS
resumes the data synchronization task. Otherwise, the
data synchronization task fails.

Not e Not e When DTS retries a connection, you are
charged for the DTS instance. We recommend that
you specify the retry t ime based on your business
needs. You can also release the DTS instance at your
earliest opportunity after the source and destination
instances are released.

Setting Parameter Description

9. Specify the primary key column and distribution column of the table that you want to synchronize
to the instance.
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Not e Not e The page in this step appears only if  you select  Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion.
For more information about primary key columns and distribution columns, see Define
constraints and Define table distribution.

10. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

11. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

12. Wait  until the init ial synchronization is complete and the data synchronization task is in the
Synchroniz ingSynchroniz ing state.

You can view the status of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

DataHub is a real-t ime data distribution platform that is designed to process streaming data. You can
publish and subscribe to streaming data in DataHub and distribute the data to other platforms.
DataHub allows you to analyze streaming data and build applications based on streaming data. This
topic describes how to synchronize data from an ApsaraDB RDS for MySQL instance to a DataHub
instance by using Data Transmission Service (DTS). After you synchronize data, you can use big data
services such as Realt ime Compute for Apache Flink to analyze the data in real t ime.

PrerequisitesPrerequisites
The DataHub instance resides in the China (Hangzhou), China (Shanghai), China (Beijing), or China
(Shenzhen) region.

A DataHub project  is created to receive the synchronized data. For more information, see Create a

7.8. Synchronize data from an7.8. Synchronize data from an
ApsaraDB RDS for MySQL instance toApsaraDB RDS for MySQL instance to
a DataHub instancea DataHub instance
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project.

The tables to be synchronized from the ApsaraDB RDS for MySQL instance have PRIMARY KEY or
UNIQUE constraints.

LimitsLimits
Init ial full data synchronization is not supported. DTS does not synchronize historical data of the
required objects from the source RDS instance to the dest ination DataHub instance.

Only tables can be selected as the objects to be synchronized.

After a data synchronization task is started, DTS does not synchronize columns that are created in
the source RDS instance to the dest ination DataHub instance.

We recommend that you do not perform data definit ion language (DDL) operations on the required
objects during data synchronization. Otherwise, data synchronization may fail.

SQL operations that can be synchronizedSQL operations that can be synchronized
INSERT, UPDATE, and DELETE

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, set  Dest ination Instance to
Dat aHubDat aHub, and set  Synchronization Topology to One-way Synchronizat ionOne-way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

N/A
Synchronizatio
n Task Name

DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need
to use a unique task name.

Source
Instance
Details

Instance Type

Select an instance type based on the deployment of the source
database. In this example, select RDS Inst anceRDS Inst ance.

Not e Not e If your source database is a self-managed MySQL
database, you must deploy the network environment for the
source database. For more information, see Preparation
overview.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

Instance ID Select the ID of the source RDS instance.

Database
Account

Enter the database account of the source RDS instance.

Not e Not e If the database engine of the source RDS instance
is MySQL 5.5MySQL 5.5 or MySQL 5.6MySQL 5.6, you do not need to configure the
dat abase accountdat abase account  or dat abase passworddat abase password.
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Database
Password

Enter the password of the database account.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the RDS
instance before you configure the data synchronization task. For
more information, see Configure SSL encryption for an ApsaraDB
RDS for MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Destination
Instance
Details

Instance Type
The value of this parameter is set to Dat aHubDat aHub and cannot be
changed.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

Project Select the name of the DataHub projectproject .

Section Parameter Description

7. 

8. Select  the synchronization policy and the objects to be synchronized.
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Setting Description

Init ial
Synchronization

Select Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion.

Not e Not e After you select Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion, DTS
synchronizes the schemas of the required objects (such as tables) to the
destination DataHub instance.

Select the objects
to be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon to

move the objects to the Select edSelect ed section.

Not eNot e

You can select only tables as the objects to be synchronized.

By default, after an object is synchronized to the destination
instance, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see
Rename an object to be synchronized.
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Whether to enable
the new naming
rules for additional
columns

After DTS synchronizes data to DataHub, DTS adds additional columns to the
destination topic. If the names of additional columns are the same as the names
of existing columns in the destination topic, data synchronization fails. Select
YesYes  or NoNo  to specify whet her you want  t o enable t he new naming ruleswhet her you want  t o enable t he new naming rules
f or addit ional columnsf or addit ional columns .

Warning Warning Before you specify this parameter, check whether additional
columns and existing columns in the destination topic have name conflicts.
For more information, see Modify the naming rules for additional columns.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.

Replicate
Temporary Tables
When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online DDL
operations.

Not e Not e If online DDL operations generate a large amount of data,
the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database may
be locked.

Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. (Optional)In the Select edSelect ed sect ion, move the pointer over the dest ination topic and click EditEdit . In
the dialog box that appears, set  the shard key. The shard key is used for part it ioning.
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10. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

11. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

12. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.
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You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

Schema of a DataHub topicSchema of a DataHub topic
When DTS synchronizes incremental data to a DataHub topic, DTS adds addit ional columns to store
metadata. The following figure shows the schema of a DataHub topic.

Not e Not e In this example,  id ,  name ,  address  are data fields. DTS adds the  dts_  prefix
to data fields because the previous naming rules for addit ional columns are used.

The following table describes the addit ional columns in the DataHub topic.

Previous
additional
column name

New additional column
name

Data type Description

 dts_record
_id 

 new_dts_sync_dts_rec
ord_id String

The unique ID of the incremental log
entry.

Not eNot e

By default, the ID auto-
increments for each new log
entry. In disaster recovery
scenarios, rollback may
occur, and the ID may not
auto-increment. Therefore,
some IDs may be duplicated.

If an UPDATE operation is
performed, DTS generates
two incremental log entries
to record the pre-update
and post-update values. The
values of the  dts_record_
id  field in the two
incremental log entries are
the same.
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 dts_operat
ion_flag 

 new_dts_sync_dts_ope
ration_flag String

The operation type. Valid values:

I: an INSERT operation

D: a DELETE operation

U: an UPDATE operation

 dts_instan
ce_id 

 new_dts_sync_dts_ins
tance_id String

The server ID of the database. The value
is set to  null . To ensure database
security, the actual value is not
displayed.

 dts_db_nam
e 

 new_dts_sync_dts_db_
name String The name of the database.

 dts_table_
name 

 new_dts_sync_dts_tab
le_name String The name of the table.

 dts_utc_ti
mestamp 

 new_dts_sync_dts_utc
_timestamp String

The operation timestamp, in UTC. It  is
also the t imestamp of the binary log file.

 dts_before
_flag 

 new_dts_sync_dts_bef
ore_flag String

Indicates whether the column values are
pre-update values. Valid values: Y and N.

 dts_after_
flag 

 new_dts_sync_dts_aft
er_flag String

Indicates whether the column values are
post-update values. Valid values: Y and
N.

Previous
additional
column name

New additional column
name

Data type Description

Additional information about the dts_before_flag and dts_after_flagAdditional information about the dts_before_flag and dts_after_flag
fieldsfields
The values of the  dts_before_flag  and  dts_after_flag  f ields in an incremental log entry vary
with different operation types:

INSERT
For an INSERT operation, the column values are the newly inserted record values (post-update
values). The value of the  dts_before_flag  f ield is N, and the value of the  dts_after_flag  f ield
is Y.

UPDATE
DTS generates two incremental log entries for an UPDATE operation. The two incremental log entries
have the same values for the  dts_record_id ,  dts_operation_flag , and  dts_utc_timestamp 
fields.
The first  log entry records the pre-update values. Therefore, the value of the  dts_before_flag 
field is Y, and the value of the  dts_after_flag  f ield is N. The second log entry records the post-
update values. Therefore, the value of the  dts_before_flag  f ield is N, and the value of the  dts_
after_flag  f ield is Y.
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DELETE
For a DELETE operation, the column values are the deleted record values (pre-update values). The
value of the  dts_before_flag  f ield is Y, and the value of the  dts_after_flag  f ield is N.

What to do nextWhat to do next
After you configure the data synchronization task, you can use Realt ime Compute for Apache Flink to
analyze the data that is synchronized to the DataHub instance. For more information, see What is
Alibaba Cloud Realt ime Compute for Apache Flink?

Alibaba Cloud Elast icsearch is compatible with open source Elast icsearch features such as Security,
Machine Learning, Graph, and Application Performance Management (APM). Alibaba Cloud Elast icsearch
provides capabilit ies such as enterprise-level access control, security monitoring and alerts, and
automatic report  generation. You can use Alibaba Cloud Elast icsearch to search and analyze data. This
topic describes how to synchronize data from a self-managed MySQL database that is hosted on
Elast ic Compute Service (ECS) to an Elast icsearch cluster by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
An Elast icsearch cluster of version 5.5, 5.6, 6.3, 6.7, or 7.4 is created. For more information, see Create
an Elast icsearch cluster.

The version of the self-managed MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

DTS does not synchronize data definit ion language (DDL) operations. If  a DDL operation is performed
on a table in the source database during data synchronization, you must perform the following
steps: Remove the table from the required objects, remove the index for the table from the
Elast icsearch cluster, and then add the table to the required objects. For more information, see
Remove an object  from a data synchronization task and Add an object  to a data synchronization
task.

To add columns to the table that you want to synchronize, perform the following steps: Modify the

7.9. Synchronize data from a self-7.9. Synchronize data from a self-
managed MySQL database hosted onmanaged MySQL database hosted on
ECS to an Elasticsearch clusterECS to an Elasticsearch cluster
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mapping of the table in the Elast icsearch cluster, perform DDL operations in the source MySQL
database, and then pause and start  the data synchronization task.

SQL operations that can be synchronizedSQL operations that can be synchronized
INSERT, DELETE, and UPDATE

Data type conversionData type conversion
The data types of MySQL databases and Elast icsearch clusters do not have one-to-one
correspondence. During init ial schema synchronization, DTS converts the data types of the source
database into the data types of the dest ination database. For more information, see Data type
mappings for schema synchronization.

Before you beginBefore you begin
Create an account for a user-created MySQL database and configure binary logging

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, set  Target Instance to
Elast icsearchElast icsearch, and set  Synchronization Topology to One-Way Synchronizat ionOne-Way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

N/A
Synchronizat
ion Task
Name

DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Source
Instance
Details

Instance
Type

Select User-Creat ed Dat abase in ECS Inst anceUser-Creat ed Dat abase in ECS Inst ance.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

ECS Instance
ID

Select the ID of the ECS instance that hosts the self-managed MySQL
database.

Database
Type

The value of this parameter is set to MySQLMySQL and cannot be changed.

Port Number Enter the service port number of the self-managed MySQL database.

Dat a Transmission Service
Dat a Synchronizat ion··Synchronize d
at a from a MySQL dat abase t o a dif

ferent  t ype of dat abase

> Document  Version: 20220712 282



Database
Account

Enter the account of the self-managed MySQL database.

Not e Not e The database account must have the SELECT
permission on the objects to be synchronized, the REPLICATION
CLIENT permission, the REPLICATION SLAVE permission, and the
SHOW VIEW permission.

Database
Password

Enter the password of the source database account.

Destination
Instance
Details

Instance
Type

The value of this parameter is set to Elast icsearchElast icsearch and cannot be
changed.

Instance
Region

The destination region that you selected on the buy page. You cannot
change the value of this parameter.

Elasticsearch Select the ID of the Elasticsearch cluster.

Database
Account

Enter the account that is used to connect to the Elasticsearch cluster.
The default account is elastic.

Database
Password

Enter the password of the destination database account.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the inbound rule of the ECS instance
and the whitelist  of the Elast icsearch cluster. This ensures that DTS servers can connect to the
source instance and the dest ination cluster.

8. Configure the index name, the processing mode of identical index names, and the objects to be
synchronized.
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Parameter Description

Index Name

T able NameT able Name
If you select T able NameT able Name, the name of the index that is created in the
Elasticsearch cluster is the same as the name of the table. In this example,
the index name is customer.

Dat abaseName_T ableNameDat abaseName_T ableName
If you select Dat abaseName_T ableNameDat abaseName_T ableName, the name of the index that is
created in the Elasticsearch cluster is <Database name>_<Table name>. In
this example, the index name is dtstestdata_customer.
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Processing Mode In
Existed Target Table

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination database
contains indexes that have the same names as the source tables. If the
destination database does not contain indexes that have the same names
as the source tables, the precheck is passed. Otherwise, an error is
returned during precheck and the data synchronization task cannot be
started.

Not e Not e If indexes in the destination database have the same
names as the source tables, and cannot be deleted or renamed, you
can use the object name mapping feature. For more information, see
Rename an object to be synchronized.

IgnoreIgnore: skips the precheck for identical index names in the source and
destination databases.

Warning Warning If you select IgnoreIgnore, data consistency is not
guaranteed and your business may be exposed to potential risks.

If the source and destination databases have the same
mappings and the primary key of a record in the destination
database is the same as that in the source database, the
record remains unchanged during init ial data synchronization.
However, the record is overwritten during incremental data
synchronization.

If the source and destination databases have different
mappings, init ial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.

Select the objects to
be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon

to move the objects to the Select edSelect ed section.
You can select tables or databases as the objects to be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that
are synchronized to the destination instance. For more information, see
Object name mapping.

Parameter Description
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Replicate Temporary
Tables When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online
DDL operations.

Not e Not e If online DDL operations generate a large amount of
data, the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database
may be locked.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Parameter Description

9. In the Select edSelect ed sect ion, move the pointer over a table, and then click EditEdit . In the Edit  Table dialog
box, configure parameters for the table in the Elast icsearch cluster, such as the index name and
type name.

Dat a Transmission Service
Dat a Synchronizat ion··Synchronize d
at a from a MySQL dat abase t o a dif

ferent  t ype of dat abase

> Document  Version: 20220712 286

https://www.alibabacloud.com/help/doc-detail/47550.htm#task-1919582


Parameter Description

Index Name

For more information, see Terms.

WarningWarning

The only type of special characters that an index name and type name
can contain is underscore (_).

To synchronize multiple source tables with the same schema to a
destination object, you must repeat this step to set the same index
name and type name for the tables.

Type Name
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Filter
Specify SQL conditions to filter data. Only the data records that meet the
specified conditions are synchronized to the destination cluster. For more
information, see Use SQL conditions to filter data.

IsPartit ion
Select whether to set partit ions. If you select YesYes , you must also specify the
part it ion key columnpart it ion key column and number of  part it ionsnumber of  part it ions .

Settings_routing

Specify whether you want to store a document on a specified shard of the
destination Elasticsearch cluster. For more information, see _routing.

If you select YesYes , you can specify custom columns for routing.

If you select NoNo , the _id value is used for routing.

Not e Not e If the version of the destination Elasticsearch cluster is 7.4, you
must select NoNo .

_id value

Primary key columnPrimary key column
Composite primary key fields are merged into one column.

Business keyBusiness key
If you select a business keybusiness key, you must also specify the business key columnbusiness key column.

add param

Select the column paramet ercolumn paramet er and paramet er valueparamet er value. For more information, see
Mapping parameters in the Elasticsearch documentation.

Not e Not e DTS supports only the parameters that can be selected.

Parameter Description

10. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

11. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

12. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

Dat a Transmission Service
Dat a Synchronizat ion··Synchronize d
at a from a MySQL dat abase t o a dif

ferent  t ype of dat abase

> Document  Version: 20220712 288

https://www.alibabacloud.com/help/doc-detail/125673.htm#concept-610729
https://www.elastic.co/guide/cn/elasticsearch/guide/current/routing-value.html
https://www.elastic.co/guide/en/elasticsearch/reference/current/mapping-params.html


You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

Check the index and dataCheck the index and data
If  the data synchronization task is in the Synchroniz ingSynchroniz ing state, you can connect to the Elast icsearch
cluster by using the Elast icsearch-Head plug-in. Then, you can check whether the index is created and
data is synchronized as expected. For more information, see Use Cerebro to access an Elast icsearch
cluster.

Not e Not e If  the index is not created or data is not synchronized as expected, you can delete the
index and data, and then configure the data synchronization task again.

MaxCompute (formerly known as ODPS) is a fast  and fully managed computing platform for large-scale
data warehousing. MaxCompute can process exabytes of data. This topic describes how to synchronize
data from an ApsaraDB RDS for MySQL instance to a MaxCompute project  by using Data Transmission
Service (DTS).

PrerequisitesPrerequisites
The following operations are performed:

7.10. Synchronize data from an7.10. Synchronize data from an
ApsaraDB RDS for MySQL instance toApsaraDB RDS for MySQL instance to
a MaxCompute projecta MaxCompute project
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Activate MaxCompute and DataWorks

Create a MaxCompute project

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

Only tables can be selected as the objects to be synchronized.

We recommend that you do not use gh-ost  or pt-online-schema-change to perform DDL operations
on objects during data synchronization. Otherwise, data synchronization may fail.

MaxCompute does not support  PRIMARY KEY constraints. If  network errors occur, DTS may
synchronize duplicate data records to MaxCompute.

Supported source database typesSupported source database types
You can use DTS to synchronize data from the following types of MySQL databases:

Self-managed database that is hosted on Elast ic Compute Service (ECS)

Self-managed database that is connected over Express Connect, VPN Gateway, or Smart  Access
Gateway

Self-managed database that is connected over Database Gateway

ApsaraDB RDS for MySQL instance that is owned by the same Alibaba Cloud account as the
MaxCompute project  or a different Alibaba Cloud account from the MaxCompute project

This topic uses an ApsaraDB RDS f or MySQL inst anceApsaraDB RDS f or MySQL inst ance as an example to describe how to configure a
data synchronization task. You can also follow the procedure to configure data synchronization tasks
for other types of MySQL databases.

Not e Not e If  your source database is a self-managed MySQL database, you must deploy the
network environment for the source database. For more information, see Preparation overview.

SQL operations that can be synchronizedSQL operations that can be synchronized
DDL operation: ADD COLUMN

Not e Not e Only the following data types are supported: INTEGER, BIGINTEGER, IGINT,
LONGSTRING, YEAR, TIME, DATA, TIME STAMP, DATA TIME, BYTE, BOOLEAN, DECIMAL, DOUBLE, and
FLOAT.

DML operations: INSERT, UPDATE, and DELETE

Synchronization processSynchronization process
1. Init ial schema synchronization.

DTS synchronizes the schemas of the required objects from the source database to
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MaxCompute. During init ial schema synchronization, DTS adds the _base suffix to the end of the
source table name. For example, if  the name of the source table is customer, the name of the
table in MaxCompute is customer_base.

2. Init ial full data synchronization.

DTS synchronizes the historical data of the table from the source database to the dest ination
table in MaxCompute. For example, the customer table in the source database is synchronized
to the customer_base table in MaxCompute. The data is the basis for subsequent incremental
synchronization.

Not e Not e The dest ination table that is suffixed with _base is known as a full baseline
table.

3. Incremental data synchronization.

DTS creates an incremental data table in MaxCompute. The name of the incremental data table
is suffixed with _log, for example, customer_log. Then, DTS synchronizes the incremental data
that was generated in the source database to the incremental data table.

Not e Not e For more information, see Schema of an incremental data table.

ProcedureProcedure

Warning Warning To ensure that the synchronization account can be authorized, we recommend that
you perform the following steps by using your Alibaba Cloud account.

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, set  Dest ination Instance to
MaxComput eMaxComput e, and set  Synchronization Topology to One-way Synchronizat ionOne-way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

N/A
Synchronizatio
n Task Name

DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need
to use a unique task name.

Source
Instance
Details

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

Instance ID Select the ID of the source RDS instance.

Database
Account

Enter the database account of the source RDS instance.

Not e Not e If the database engine of the source RDS instance
is MySQL 5.5MySQL 5.5 or MySQL 5.6MySQL 5.6, you do not need to configure the
dat abase accountdat abase account  or dat abase passworddat abase password.

Database
Password

Enter the password of the database account.
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Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the RDS
instance before you configure the data synchronization task. For
more information, see Configure SSL encryption for an ApsaraDB
RDS for MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Destination
Instance
Details

Instance Type This parameter is set to MaxComput eMaxComput e and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

Project

Enter the name of the MaxCompute projectproject . You can search for a
project on the Workspaces page in the DataWorks console.

Section Parameter Description

7. 

8. In the lower-right corner of the page, click NextNext . In this step, the permissions on the MaxCompute
project  are granted to the synchronization account.

9. Select  the synchronization policy and the objects to be synchronized.
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Setting Description

Partit ion Definit ion of
Incremental Data
Table

Select the partit ion names based on your business requirements. For more
information, see Partit ion.

Init ial Synchronization

Init ial synchronization includes init ial schema synchronization and init ial full
data synchronization.
Select both Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion and Init ial Full Dat aInit ial Full Dat a
Synchroniz at ionSynchroniz at ion. In this case, DTS synchronizes the schemas and historical
data of the required objects and then synchronizes incremental data.
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Select the processing
mode of conflicting
tables

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination database
contains tables that have the same names as tables in the source
database. If the source and destination databases do not contain identical
table names, the precheck is passed. Otherwise, an error is returned during
precheck and the data synchronization task cannot be started.

Not e Not e You can use the object name mapping feature to rename
the tables that are synchronized to the destination database. You can
use this feature if the source and destination databases contain
identical table names and the tables in the destination database
cannot be deleted or renamed. For more information, see Rename an
object to be synchronized.

IgnoreIgnore: skips the precheck for identical table names in the source and
destination databases.

Warning Warning If you select IgnoreIgnore, data consistency is not
guaranteed and your business may be exposed to potential risks.

During init ial data synchronization, DTS does not synchronize
the data records that have the same primary keys as the data
records in the destination database. This occurs if the source
and destination databases have the same schema. However,
DTS synchronizes these data records during incremental data
synchronization.

If the source and destination databases have different
schemas, init ial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.

Select the objects to
be synchronized

Select one or more tables from the AvailableAvailable section and click the  icon

to move the tables to the Select edSelect ed section.

Not eNot e

You can select tables from multiple databases as the objects to
be synchronized.

By default, after an object is synchronized to the destination
instance, the name of the object remains unchanged. You can
use the object name mapping feature to rename the objects
that are synchronized to the destination instance. For more
information, see Rename an object to be synchronized.

Setting Description
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Whether to enable the
new naming rules for
additional columns

After DTS synchronizes data to MaxCompute, DTS adds additional columns
to the destination table. If the names of additional columns are the same as
the names of existing columns in the destination table, data synchronization
fails. Select YesYes  or NoNo  to specify whet her you want  t o enable t he newwhet her you want  t o enable t he new
naming rules f or addit ional columnsnaming rules f or addit ional columns .

Warning Warning Before you specify this parameter, check whether
additional columns and existing columns in the destination table have
name conflicts. For more information, see Naming rules for additional
columns.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that
are synchronized to the destination instance. For more information, see
Object name mapping.

Replicate Temporary
Tables When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online
DDL operations.

Not e Not e If online DDL operations generate a large amount of
data, the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database
may be locked.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

10. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

11. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

12. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

Schema of an incremental data tableSchema of an incremental data table

Not e Not e You must run the  set odps.sql.allow.fullscan=true;  command in MaxCompute to
allow full table scan for the MaxCompute project.

DTS synchronizes incremental data that is generated in the source MySQL database to the incremental
data table in MaxCompute. The incremental data table stores incremental data and specific metadata.
The following figure shows the schema of an incremental data table.

Not e Not e In the example, the  modifytime_year ,  modifytime_month ,  modifytime_day ,
 modifytime_hour , and  modifytime_minute  f ields form the part it ion key. These fields are

specified in the Select  the synchronization policy and the objects to be synchronized step.

Schema of an incremental data table

Field Description
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record_id

The ID of the incremental log entry.

Not eNot e

The ID auto-increments for each new log entry.

If an UPDATE operation is performed, DTS generates two incremental log
entries to record the pre-update and post-update values. The two
incremental log entries have the same record ID.

operation_flag

The operation type. Valid values:

I: an INSERT operation

D: a DELETE operation

U: an UPDATE operation

utc_timestamp The operation timestamp, in UTC. It  is also the t imestamp of the binary log file.

before_flag Indicates whether the column values are pre-update values. Valid values: Y and N.

after_flag Indicates whether the column values are post-update values. Valid values: Y and N.

Field Description

Additional information about the before_flag and after_flag fieldsAdditional information about the before_flag and after_flag fields
The bef ore_f lagbef ore_f lag and af t er_f lagaf t er_f lag fields of an incremental log entry are defined depending on the
operation type.

INSERT
For an INSERT operation, the column values are the newly inserted record values (post-update
values). The value of the before_flag field is N and the value of the after_flag field is Y.

UPDATE
DTS generates two incremental log entries for an UPDATE operation. The two incremental log entries
have the same values for the record_id, operation_flag, and utc_t imestamp fields.
The first  log entry records the pre-update values, so the value of the before_flag field is Y and the
value of the after_flag field is N. The second log entry records the post-update values, so the value
of the before_flag field is N and the value of the after_flag field is Y.

DELETE
For a DELETE operation, the column values are the deleted record values (pre-update values). The
value of the before_flag field is Y and the value of the after_flag field is N.

Merge a full baseline table and an incremental data tableMerge a full baseline table and an incremental data table
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After a data synchronization task is started, DTS creates a full baseline table and an incremental data
table in MaxCompute. You can use SQL statements to merge the two tables. This allows you to obtain
the full data at  a specific t ime point.

This sect ion describes how to merge data for a table named customer. The following figure shows the
schema of the customer table.

1. Create a table in MaxCompute based on the schema of the source table. The table is used to store
the merged data.

For example, you can obtain full data of the customer table at  the  1565944878  t ime point. Run
the following SQL statements to create the required table:

CREATE TABLE `customer_1565944878` (
    `id` bigint NULL,
    `register_time` datetime NULL,
    `address` string);

Not eNot e

You can use the ad-hoc query feature to run SQL statements. For more information, see
(Optional) Use an ad-hoc query to run SQL statements.

For more information about the data types that are supported by MaxCompute, see
Data types.

2. Run the following SQL statements in MaxCompute to merge the full baseline table and the
incremental data table and obtain full data at  a specific t ime point:

set odps.sql.allow.fullscan=true;
insert overwrite table <result_storage_table>
select <col1>,
       <col2>,
       <colN>
  from(
select row_number() over(partition by t.<primary_key_column>
 order by record_id desc, after_flag desc) as row_number, record_id, operation_flag, af
ter_flag, <col1>, <col2>, <colN>
  from(
select incr.record_id, incr.operation_flag, incr.after_flag, incr.<col1>, incr.<col2>,i
ncr.<colN>
  from <table_log> incr
 where utc_timestamp< <timestamp>
 union all
select 0 as record_id, 'I' as operation_flag, 'Y' as after_flag, base.<col1>, base.<col
2>,base.<colN>
  from <table_base> base) t) gt
where record_num=1 
  and after_flag='Y'
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Not eNot e

<result_storage_table>: the name of the table that stores the merged data.

<col1>/<col2>/<colN>: the names of the columns in the table to be merged.

<primary_key_column>: the name of the primary key column in the table to be merged.

<table_log>: the name of the incremental data table.

<table_base>: the name of the full baseline table.

<t imestamp>: the t imestamp that is generated when full data is obtained.

Run the following SQL statements to obtain full data of the customer table at  the  1565944878 
t ime point:

set odps.sql.allow.fullscan=true;
insert overwrite table customer_1565944878
select id,
       register_time,
       address
  from(
select row_number() over(partition by t.id
 order by record_id desc, after_flag desc) as row_number, record_id, operation_flag, af
ter_flag, id, register_time, address
  from(
select incr.record_id, incr.operation_flag, incr.after_flag, incr.id, incr.register_tim
e, incr.address
  from customer_log incr
 where utc_timestamp< 1565944878
 union all
select 0 as record_id, 'I' as operation_flag, 'Y' as after_flag, base.id, base.register
_time, base.address
  from customer_base base) t) gt
 where gt.row_number= 1
   and gt.after_flag= 'Y';

3. Query the merged data from the customer_1565944878 table.

7.11. Synchronize data from an7.11. Synchronize data from an
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Tablestore is a mult i-model data storage service that is developed by Alibaba Cloud. Tablestore can
store large volumes of structured data by using mult iple models, and supports fast  data query and
analyt ics. This topic describes how to synchronize data from an ApsaraDB RDS for MySQL instance to a
Tablestore instance by using Data Transmission Service (DTS). You can also follow the procedure to
synchronize data from a self-managed MySQL database to a Tablestore instance. The data
synchronization feature allows you to transfer and analyze data with ease.

PrerequisitesPrerequisites
A Tablestore instance is created. For more information, see Create instances.

PrecautionsPrecautions
During init ial full data synchronization, DTS consumes the read and write resources of the source and
destination databases. This may increase the loads of the database servers. Before you synchronize
data, evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours.

DTS does not synchronize data definit ion language (DDL) operations. If  a DDL operation is performed
on a table in the source database during data synchronization, you must perform the following
steps: Remove the table from the selected objects, remove the table from the Tablestore instance,
and then add the table to the selected objects again. For more information see Remove an object
from a data synchronization task and Add an object  to a data synchronization task.

You can synchronize at  most 64 tables to the Tablestore instance. If  you need to synchronize more
than 64 tables to the Tablestore instance, submit  a t icket  to raise the limit .

The names of the tables and columns to be synchronized must comply with the naming conventions
of the Tablestore instance.

The name of a table or an index can contain letters, digits, and underscores (_). The name must
start  with a letter or underscore (_).

The name of a table or an index must be 1 to 255 characters in length.

Init ial synchronization typesInit ial synchronization types

Init ial
synchronization type

Description

Init ial schema
synchronization

DTS synchronizes the schemas of tables from the source database to the
destination database.

Warning Warning MySQL and Tablestore are heterogeneous databases. DTS
does not ensure that the schemas of the source and destination databases are
consistent after init ial schema synchronization. We recommend that you
evaluate the impact of data type conversion on your business. For more
information, see Data type mappings for schema synchronization.

7.11. Synchronize data from an7.11. Synchronize data from an
ApsaraDB RDS for MySQL instance toApsaraDB RDS for MySQL instance to
a Tablestore instancea Tablestore instance
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Init ial full data
synchronization

DTS synchronizes historical data of tables from the source database to the
destination database. Historical data is the basis for subsequent incremental data
synchronization.

Init ial incremental
data synchronization

DTS synchronizes incremental data from the source database to the destination
database in real t ime.
The following SQL operations can be synchronized during init ial incremental data
synchronization: INSERT, UPDATE, and DELETE.

Warning Warning We recommend that you do not execute DDL statements in the
source database. Otherwise, data synchronization may fail.

Init ial
synchronization type

Description

Before you beginBefore you begin

Not ice Not ice When you configure the dest ination database, you must specify the AccessKey pair.
To protect  the AccessKey pair of your Alibaba Cloud account, we recommend that you grant
permissions to a RAM user and create an AccessKey pair for the RAM user.

1. Create a RAM user and grant the AliyunOTSFullAccess permission on Tablestore to the RAM user.

i. Log on to the RAM console.

ii. Create a RAM user.

iii. In the left-side navigation pane, choose Ident it iesIdent it ies > UsersUsers.

iv. On the Users page, find the RAM user and click Add PermissionsAdd Permissions in the Act ionsAct ions column.
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v. In the dialog box that appears, enter AliyunOTSFullAccess in the search box, and click the
policy name to add the policy to the Selected sect ion.

vi. Click OKOK.

vii. Click Complet eComplet e.

2. Create an AccessKey pair for the RAM user. For more information, see Create an AccessKey pair.

3. (Optional)If  you need to configure a data synchronization task as a RAM user, you must grant the
AliyunDTSDefaultRole permission to the RAM user. For more information, see Authorize DTS to access
Alibaba Cloud resources.

Not e Not e If  you use an Alibaba Cloud account to configure a data synchronization task, skip
this step.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, set  Dest ination Instance to
T ablest oreT ablest ore, and set  Synchronization Topology to One-way Synchronizat ionOne-way Synchronizat ion.

2. 

3. 

4. 

5. 

6. Configure the source and dest ination databases.
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Section Parameter Description

N/A
Synchronizatio
n Task Name

DTS automatically generates a task name. We recommend that
you specify an informative name to identify the task. You do not
need to use a unique task name.

Source
Instance
Details

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

Instance ID Select the ID of the source RDS instance.

Database
Account

Enter the database account of the source RDS instance. The
account must have the SELECT permission on the objects to be
synchronized, the REPLICATION CLIENT permission, the REPLICATION
SLAVE permission, and the SHOW VIEW permission.

Not e Not e If the database engine of the source RDS instance
is MySQL 5.5MySQL 5.5 or MySQL 5.6MySQL 5.6, you do not need to configure
the dat abase accountdat abase account  or dat abase passworddat abase password.

Database
Password

Enter the password of the database account.
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Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the RDS
instance before you configure the data synchronization task. For
more information, see Configure SSL encryption for an ApsaraDB
RDS for MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Destination
Instance
Details

Instance Type Select T ablest oreT ablest ore.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

Instance ID Select the ID of the destination Tablestore instance.

AccessKeyId
Enter the AccessKey ID. For more information, see Create an
AccessKey pair.

AccessKeySecr
ect

Enter the AccessKey secret.

Section Parameter Description

7. 

8. Configure the synchronization policy and the objects to be synchronized.

i. Configure the synchronization policy.
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Parameter Description

Init ial
Synchronization

Select Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion, Init ial Full Dat aInit ial Full Dat a
Synchroniz at ionSynchroniz at ion, and Init ial Increment al Dat a Synchroniz at ionInit ial Increment al Dat a Synchroniz at ion. For
more information, see Init ial synchronization types.

Processing Mode
In Existed
Destination Table

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that have
the same names as tables in the source database, the precheck is passed.
Otherwise, an error is returned during precheck and the data
synchronization task cannot be started.

Not e Not e You can use the object name mapping feature to rename
the tables that are synchronized to the destination database. You can
use this feature if the source and destination databases contain
identical table names and the tables in the destination database
cannot be deleted or renamed. For more information, see Rename an
object to be synchronized.

IgnoreIgnore: skips the precheck for identical table names in the source and
destination databases.

Warning Warning If you select IgnoreIgnore, data consistency is not
guaranteed and your business may be exposed to potential risks.

During init ial data synchronization, DTS does not synchronize
the data records that have the same primary keys as the data
records in the destination database. This occurs if the source
and destination databases have the same schema. However,
DTS synchronizes these data records during incremental data
synchronization.

If the source and destination databases have different
schemas, init ial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.
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Merge Multi
Tables

YesYes : In online transaction processing (OLTP) scenarios, sharding is
implemented to speed up the response to business tables. You can merge
multiple source tables that have the same schema into a single
destination table. This feature allows you to synchronize data from
multiple tables in the source database to a single table in the Tablestore
instance.

Not eNot e

DTS adds a column named  __dts_data_source  to the
destination table in the Tablestore instance. This column is
used to record the data source. The data type of this column
is varchar. DTS specifies the column values based on the
following format:  <Data synchronization instance ID>
:<Source database name>.<Source table name> . Such
column values allow DTS to identify each source table. For
example,  dts********:dtstestdata.customer1 
indicates that the source table is customer1.

If you set this parameter to Yes, all of the selected source
tables in the task are merged into the destination table. If you
do not need to merge specific source tables, you can create a
separate data synchronization task for these tables.

NoNo  is selected by default.

Synchronization
Type

Select the types of operations that you want to synchronize based on your
business requirements. All operation types are selected by default.

Processing Policy
of Dirty Data

Select a processing policy for handling data write errors:

SkipSkip

BlockBlock

Parameter Description
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Data Write Mode

Updat e RowUpdat e Row : The PutRowChange operation is performed to update rows
in the Tablestore instance.

Overwrit e RowOverwrit e Row : The UpdateRowChange operation is performed to
overwrite rows in the Tablestore instance.

Batch Write
Operation

Select the operation used to write multiple rows of data to the Tablestore
instance.

BulkImport RequestBulkImport Request : Data is written offline.

Bat chWrit eRowRequestBat chWrit eRowRequest : Data is written in batches.

To achieve higher read and write efficiency and reduce your costs of using
the Tablestore instance, we recommend that you select
BulkImport RequestBulkImport Request .

More

└ Queue Size Enter the length of the queue for writ ing data to the Tablestore instance.

└ Thread
Quantity

Enter the number of callback threads for writ ing data to the Tablestore
instance.

└ Concurrency
Enter the maximum number of concurrent threads for the Tablestore
instance.

└ Buckets

Enter the number of concurrent buckets for incremental and sequential
writes. To improve the concurrent write capability, you can set this
parameter to a relatively larger value.

Not e Not e The value must be less than or equal to the maximum
number of concurrent threads.

Parameter Description

ii. Select  the objects to be synchronized.
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Setting Description

Select the objects
to be
synchronized

Select one or more tables from the AvailableAvailable section and click the  icon

to move the tables to the Select edSelect ed section. Up to 64 tables can be
selected.
By default, after an object is synchronized to the destination instance, the
name of the object remains unchanged. You can use the object name
mapping feature to rename the objects that are synchronized to the
destination instance. For more information, see Rename an object to be
synchronized.

Warning Warning If you set Merge Mult i T ablesMerge Mult i T ables  to YesYes  in Step 8 and
select multiple source tables, you must use the object name mapping
feature to change their names to the same table name in the Tablestore
instance. Otherwise, data is inconsistent.

iii. Click NextNext .

9. (Optional)In the Select edSelect ed sect ion, move the pointer over a table, and then click EditEdit . In the Edit
Table dialog box, set  the data type of each column in the Tablestore instance.
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10. Configure the primary key columns of the tables that you want to synchronize to the Tablestore
instance.

Not e Not e For more information about primary keys of Tablestore instances, see Primary keys.

11. 

12. 

13. 

7.12. Synchronize data from a self-7.12. Synchronize data from a self-
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This topic describes how to synchronize data from a self-managed MySQL database to a Message
Queue for Apache Kafka instance by using Data Transmission Service (DTS). The data synchronization
feature allows you to extend message processing capabilit ies.

PrerequisitesPrerequisites
The version of the self-managed MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

The version of the dest ination Message Queue for Apache Kafka instance is 0.10.1.0 to 2.x.

In the dest ination Message Queue for Apache Kafka instance, a topic is created to receive the
synchronized data. For more information, see Create a topic.

ContextContext
Message Queue for Apache Kafka is a distributed, high-throughput, and scalable message queue
service that is provided by Alibaba Cloud. It  provides fully managed services for the open source
Apache Kafka to resolve the long-standing shortcomings of open source products. Message Queue for
Apache Kafka allows you to focus on business development without spending much t ime in
deployment and O&M. Message Queue for Apache Kafka is used in big data scenarios such as log
collect ion, monitoring data aggregation, streaming data processing, and online and offline analysis. It  is
important for the big data ecosystem.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination database may contain duplicate data records.

LimitsLimits
Only tables can be selected as the objects to synchronize.

DTS does not synchronize the data in a renamed table to the dest ination Kafka cluster. This applies if
the new table name is not included in the objects to synchronize. If  you want to synchronize the
data in a renamed table to the dest ination Kafka cluster, you must reselect  t he object s t o bereselect  t he object s t o be
synchronizedsynchronized. For more information, see Add an object  to a data synchronization task.

Before you beginBefore you begin

7.12. Synchronize data from a self-7.12. Synchronize data from a self-
managed MySQL database to amanaged MySQL database to a
Message Queue for Apache KafkaMessage Queue for Apache Kafka
instanceinstance
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Create an account for a user-created MySQL database and configure binary logging

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, set  Dst ination Instance to Kaf kaKaf ka,
and set  Synchronization Topology to One-way Synchronizat ionOne-way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Section Parameter Description

None
Synchronizat
ion Task
Name

DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need
to use a unique task name.

Dat a Transmission Service
Dat a Synchronizat ion··Synchronize d
at a from a MySQL dat abase t o a dif

ferent  t ype of dat abase

> Document  Version: 20220712 312

https://www.alibabacloud.com/help/doc-detail/125728.htm#concept-1198525
https://www.alibabacloud.com/help/doc-detail/26604.htm#concept-26604-zh
https://dts-intl.console.aliyun.com/


Source Instance
Details

Instance
Type

Select an instance type based on the deployment of the source
database. In this example, select User-Creat ed Dat abase in ECSUser-Creat ed Dat abase in ECS
Inst anceInst ance. You can also follow the procedure to configure data
synchronization tasks for other types of self-managed MySQL
databases.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

ECS Instance
ID

Select the ID of the Elastic Compute Service (ECS) instance that
hosts the self-managed MySQL database.

Database
Type

This parameter is set to MySQLMySQL and cannot be changed.

Port Number
Enter the service port number of the self-managed MySQL
database.

Database
Account

Enter the account of the self-managed MySQL database. The
account must have the SELECT permission on the required objects,
the REPLICATION CLIENT permission, the REPLICATION SLAVE
permission, and the SHOW VIEW permission.

Database
Password

Enter the password of the database account.

Instance
Type

Select User-Creat ed Dat abase Connect ed over ExpressUser-Creat ed Dat abase Connect ed over Express
Connect , VPN Gat eway, or Smart  Access Gat ewayConnect , VPN Gat eway, or Smart  Access Gat eway.

Not e Not e You cannot select Message Queue for Apache
Kafka as the instance type. You can use Message Queue for
Apache Kafka as a self-managed Kafka database to configure
data synchronization.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

Section Parameter Description
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Destination
Instance Details

Peer VPC

Select the ID of the virtual private cloud (VPC) to which the
destination Message Queue for Apache Kafka instance belongs. To
obtain the VPC ID, you can log on to the Message Queue for Apache
Kafka console and go to the Instance Details page of the Message
Queue for Apache Kafka instance. In the Basic Inf ormat ionBasic Inf ormat ion
section, you can view the VPC ID.

Database
Type

Select Kaf kaKaf ka.

IP Address

Enter an IP address that is included in the Def ault  EndpointDef ault  Endpoint
parameter of the Message Queue for Apache Kafka instance.

Not e Not e To obtain an IP address, you can log on to the
Message Queue for Apache Kafka console and go to the
Instance Details page of the Message Queue for Apache Kafka
instance. In the Basic Inf ormat ionBasic Inf ormat ion section, you can obtain an
IP address from the Def ault  EndpointDef ault  Endpoint  parameter.

Port Number
Enter the service port number of the Message Queue for Apache
Kafka instance. The default port number is 9092.

Database
Account

Enter the username that is used to log on to the Message Queue
for Apache Kafka instance.

Not e Not e If the instance type of the Message Queue for
Apache Kafka instance is VPC Inst anceVPC Inst ance, you do not need to
specify the dat abase accountdat abase account  or dat abase passworddat abase password.

Database
Password

Enter the password of the username.

Topic
Click Get  T opic ListGet  T opic List  and select a topic name from the drop-down
list.

Section Parameter Description
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Kafka
Version

Select the version of the Message Queue for Apache Kafka instance.

Encryption
Select Non-encrypt edNon-encrypt ed or SCRAM-SHA-256SCRAM-SHA-256 based on your
business and security requirements.

Section Parameter Description

7. 

8. Select  the objects to synchronize.

Parameter Description

Dat a Format  inDat a Format  in
Kaf kaKaf ka

The data that is synchronized to the Kafka cluster is stored in the Avro or
Canal JSON format. For more information, see Data formats of a Kafka
cluster.

Policy f or ShippingPolicy f or Shipping
Dat a t o Kaf kaDat a t o Kaf ka
Part it ionsPart it ions

The policy used to synchronize data to Kafka partit ions. Select a policy
based on your business requirements. For more information, see Specify the
policy for synchronizing data to Kafka partit ions.
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Select the objects to
synchronize

Select one or more tables from the AvailableAvailable section and click the  icon

to add the tables to the Select edSelect ed section.

Not e Not e DTS maps the table names to the topic name that you
select in Step 6. If you want to rename the topic, you can use the object
name mapping feature. For more information, see Rename an object to
be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that
are synchronized to the destination instance. For more information, see
Object name mapping.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Parameter Description

9. In the lower-right corner of the page, click NextNext .

10. Configure init ial synchronization.

Setting Description

Init ialInit ial
Synchroniz at ionSynchroniz at ion

Select both Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion and Init ial Full Dat aInit ial Full Dat a
Synchroniz at ionSynchroniz at ion. DTS synchronizes the schemas and historical data of the
required objects and then synchronizes incremental data.

Filt er opt ionsFilt er opt ions
Ignore DDL in increment al synchroniz at ion phaseIgnore DDL in increment al synchroniz at ion phase is selected by
default. In this case, DTS does not synchronize DDL operations that are
performed on the source database during incremental data synchronization.

11. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: Precheck PassedPrecheck Passed. Then,
the data synchronization task starts.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

Kafka is a distributed message queue service that features high throughput and high scalability. Kafka is
widely used for big data analyt ics such as log collect ion, monitoring data aggregation, streaming
processing, and online and offline analysis. It  is important for the big data ecosystem. This topic
describes how to synchronize data from an ApsaraDB RDS for MySQL instance to a self-managed Kafka
cluster by using Data Transmission Service (DTS). The data synchronization feature allows you to
extend message processing capabilit ies.

PrerequisitesPrerequisites
A Kafka cluster is created and the Kafka version is 0.10.1.0 to 2.7.0.

An ApsaraDB RDS for MySQL instance is created. For more information, see Create an ApsaraDB RDS
for MySQL instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,

7.13. Synchronize data from an7.13. Synchronize data from an
ApsaraDB RDS for MySQL instance toApsaraDB RDS for MySQL instance to
a self-managed Kafka clustera self-managed Kafka cluster
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evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination database may contain duplicate data records.

LimitsLimits
Only tables can be selected as the objects to synchronize.

DTS does not synchronize the data in a renamed table to the dest ination Kafka cluster. This applies if
the new table name is not included in the objects to synchronize. If  you want to synchronize the
data in a renamed table to the dest ination Kafka cluster, you must reselect  t he object s t o bereselect  t he object s t o be
synchronizedsynchronized. For more information, see Add an object  to a data synchronization task.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way many-to-one synchronization

One-way cascade synchronization

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, Dest ination Instance to Kaf kaKaf ka,
and Synchronization Topology to One-Way Synchronizat ionOne-Way Synchronizat ion.

2. 

3. 

4. 

5. 

6. Configure the source and dest ination instances.
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Section Parameter Description

None
Synchronizat
ion Task
Name

The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to use a unique task name.

Source Instance
Details

Instance
Type

Select RDS Inst anceRDS Inst ance.

Instance
Region

The source region that you selected on the buy page. The value of
this parameter cannot be changed.

Instance ID The ID of the source ApsaraDB RDS for MySQL instance.

Database
Account

The account that is used to connect to the source database. The
account must have the SELECT permission on the required objects
and the REPLICATION CLIENT, REPLICATION SLAVE, and SHOW VIEW
permissions.

Database
Password

The password of the source database account.
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Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you select SSL-SSL-
encrypt edencrypt ed, you must enable SSL encryption for the ApsaraDB RDS
for MySQL instance before you configure the data synchronization
task. For more information, see Configure SSL encryption for an
ApsaraDB RDS for MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Destination
Instance Details

Instance
Type

The instance type of the Kafka cluster. In this example, User-User-
Creat ed Dat abase in ECS Inst anceCreat ed Dat abase in ECS Inst ance is selected.

Not e Not e If you select other instance types, you must
deploy the network environment for the Kafka cluster. For
more information, see Preparation overview.

Instance
Region

The destination region that you selected on the buy page. The
value of this parameter cannot be changed.

ECS Instance
ID

The ID of the Elastic Compute Service (ECS) instance on which the
Kafka cluster is deployed.

Database
Type

Select Kaf kaKaf ka.

Port Number The service port number of the Kafka cluster. Default value: 9092.

Database
Account

The username that is used to log on to the Kafka cluster. If no
authentication is enabled for the Kafka cluster, you do not need to
enter the username.

Database
Password

The password of the username. If no authentication is enabled for
the Kafka cluster, you do not need to enter the password.

Kafka
Version

The version of the destination Kafka cluster.

Encryption
Select Non-encrypt edNon-encrypt ed or SCRAM-SHA-256SCRAM-SHA-256 based on your
business and security requirements.

Topic
Click Get  T opic ListGet  T opic List  and select a topic name from the drop-down
list.

Topic That
Stores DDL
Information

Select a topic from the drop-down list. The topic is used to store
the DDL information. If you do not specify this parameter, the DDL
information is stored in the topic that is specified by the Topic
parameter.

Section Parameter Description
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Use Kafka
Schema
Registry

Kafka Schema Registry provides a serving layer for your metadata.
It  provides a RESTful API operation to store and retrieve your Avro
schemas.

NoNo : does not use Kafka Schema Registry.

YesYes : uses Kafka Schema Registry. In this case, you must enter
the URL or IP address that is registered in Kafka Schema Registry
for your Avro schemas.

Section Parameter Description

7. 

8. Select  the objects to synchronize.

Parameter Description

Dat a Format  inDat a Format  in
Kaf kaKaf ka

The data that is synchronized to the Kafka cluster is stored in the Avro or
Canal JSON format. For more information, see Data formats of a Kafka
cluster.
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Policy f or ShippingPolicy f or Shipping
Dat a t o Kaf kaDat a t o Kaf ka
Part it ionsPart it ions

The policy used to synchronize data to Kafka partit ions. Select a policy
based on your business requirements. For more information, see Specify the
policy for synchronizing data to Kafka partit ions.

Select the objects to
synchronize

Select one or more tables from the AvailableAvailable section and click the  icon

to add the tables to the Select edSelect ed section.

Not e Not e DTS maps the table names to the topic name that you
select in Step 6. If you want to rename the topic, you can use the object
name mapping feature. For more information, see Rename an object to
be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that
are synchronized to the destination instance. For more information, see
Object name mapping.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Parameter Description

9. In the lower-right corner of the page, click NextNext .

10. Configure init ial synchronization.

Setting Description

Init ialInit ial
Synchroniz at ionSynchroniz at ion

Select both Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion and Init ial Full Dat aInit ial Full Dat a
Synchroniz at ionSynchroniz at ion. DTS synchronizes the schemas and historical data of the
required objects and then synchronizes incremental data.

Filt er opt ionsFilt er opt ions
Ignore DDL in increment al synchroniz at ion phaseIgnore DDL in increment al synchroniz at ion phase is selected by
default. In this case, DTS does not synchronize DDL operations that are
performed on the source database during incremental data synchronization.

11. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: Precheck PassedPrecheck Passed. Then,
the data synchronization task starts.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

Kafka is a distributed message queue service that features high throughput and high scalability. Kafka is
widely used for big data analyt ics such as log collect ion, monitoring data aggregation, streaming
processing, and online and offline analysis. It  is important for the big data ecosystem. This topic
describes how to synchronize data from a self-managed MySQL database hosted on Elast ic Compute
Service (ECS) to a self-managed Kafka cluster by using Data Transmission Service (DTS). The data
synchronization feature allows you to extend message processing capabilit ies.

PrerequisitesPrerequisites
A Kafka cluster is created and the Kafka version is 0.10.1.0 to 2.7.0.

An ApsaraDB RDS for MySQL instance is created. For more information, see Create an ApsaraDB RDS
for MySQL instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,

7.14. Synchronize data from a self-7.14. Synchronize data from a self-
managed MySQL database hosted onmanaged MySQL database hosted on
ECS to a self-managed Kafka clusterECS to a self-managed Kafka cluster
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evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination database may contain duplicate data records.

LimitsLimits
Only tables can be selected as the objects to synchronize.

DTS does not synchronize the data in a renamed table to the dest ination Kafka cluster. This applies if
the new table name is not included in the objects to synchronize. If  you want to synchronize the
data in a renamed table to the dest ination Kafka cluster, you must reselect  t he object s t o bereselect  t he object s t o be
synchronizedsynchronized. For more information, see Add an object  to a data synchronization task.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way many-to-one synchronization

One-way cascade synchronization

Before you beginBefore you begin
Before you configure the data synchronization task, you must create a database account and
configure binary logging. For more information, see Create an account for a user-created MySQL database
and configure binary logging.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, Dest ination Instance to Kaf kaKaf ka,
and Synchronization Topology to One-Way Synchronizat ionOne-Way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

None
Synchronizat
ion Task
Name

The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to use a unique task name.

Source Instance
Details

Instance
Type

Select User-Creat ed Dat abase in ECS Inst anceUser-Creat ed Dat abase in ECS Inst ance.

Instance
Region

The source region that you selected on the buy page. The value of
this parameter cannot be changed.

ECS Instance
ID

The ID of the ECS instance that hosts the source MySQL database.

Database
Type

This parameter is set to MySQLMySQL and cannot be changed.

Port Number
The service port number of the self-managed MySQL database.
Default Value: 3306.

Database
Account

The account of the self-managed MySQL database. The account
must have the SELECT permission on the required objects and the
REPLICATION CLIENT, REPLICATION SLAVE, and SHOW VIEW
permissions.
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Database
Password

The password of the database account.

Destination
Instance Details

Instance
Type

The instance type of the Kafka cluster. In this example, User-User-
Creat ed Dat abase in ECS Inst anceCreat ed Dat abase in ECS Inst ance is selected for this
parameter.

Not e Not e If you select other instance types, you must
deploy the network environment for the Kafka cluster. For
more information, see Preparation overview.

Instance
Region

The destination region that you selected on the buy page. The
value of this parameter cannot be changed.

ECS Instance
ID

The ID of the ECS instance on which the Kafka cluster is deployed.

Database
Type

Select Kaf kaKaf ka.

Port Number The service port number of the Kafka cluster. Default value: 9092.

Database
Account

The username that is used to log on to the Kafka cluster. If no
authentication is enabled for the Kafka cluster, you do not need to
enter the username.

Database
Password

The password that corresponds to the username. If no
authentication is enabled for the Kafka cluster, you do not need to
enter the password.

Topic
Click Get  T opic ListGet  T opic List  and select a topic name from the drop-down
list.

Kafka
Version

The version of the destination Kafka cluster.

Encryption
Select Non-encrypt edNon-encrypt ed or SCRAM-SHA-256SCRAM-SHA-256 based on your
business and security requirements.

Section Parameter Description

7. 

8. Select  the objects to synchronize.
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Parameter Description

Dat a Format  inDat a Format  in
Kaf kaKaf ka

The data that is synchronized to the Kafka cluster is stored in the Avro or
Canal JSON format. For more information, see Data formats of a Kafka
cluster.

Policy f or ShippingPolicy f or Shipping
Dat a t o Kaf kaDat a t o Kaf ka
Part it ionsPart it ions

The policy used to synchronize data to Kafka partit ions. Select a policy
based on your business requirements. For more information, see Specify the
policy for synchronizing data to Kafka partit ions.

Select the objects to
synchronize

Select one or more tables from the AvailableAvailable section and click the  icon

to add the tables to the Select edSelect ed section.

Not e Not e DTS maps the table names to the topic name that you
select in Step 6. If you want to rename the topic, you can use the object
name mapping feature. For more information, see Rename an object to
be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that
are synchronized to the destination instance. For more information, see
Object name mapping.
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Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Parameter Description

9. In the lower-right corner of the page, click NextNext .

10. Configure init ial synchronization.

Setting Description

Init ialInit ial
Synchroniz at ionSynchroniz at ion

Select both Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion and Init ial Full Dat aInit ial Full Dat a
Synchroniz at ionSynchroniz at ion. DTS synchronizes the schemas and historical data of the
required objects and then synchronizes incremental data.

Filt er opt ionsFilt er opt ions
Ignore DDL in increment al synchroniz at ion phaseIgnore DDL in increment al synchroniz at ion phase is selected by
default. In this case, DTS does not synchronize DDL operations that are
performed on the source database during incremental data synchronization.

11. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: Precheck PassedPrecheck Passed. Then,
the data synchronization task starts.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

Kafka is a distributed message queue service that features high throughput and high scalability. Kafka is
widely used for big data analyt ics such as log collect ion, monitoring data aggregation, streaming
processing, and online and offline analysis. It  is important for the big data ecosystem. This topic
describes how to synchronize data from a self-managed MySQL database connected over Express
Connect, VPN Gateway, or Smart  Access Gateway to a self-managed Kafka cluster by using Data
Transmission Service (DTS). The data synchronization feature allows you to extend message processing
capabilit ies.

PrerequisitesPrerequisites
A Kafka cluster is created and the Kafka version is 0.10.1.0 to 2.7.0.

The engine version of the self-managed MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

The self-managed MySQL database is connected to an Alibaba Cloud virtual private cloud (VPC). For
more information, see Connect an on-premises database to DTS by using CEN.

PrecautionsPrecautions

7.15. Synchronize data from a self-7.15. Synchronize data from a self-
managed MySQL database connectedmanaged MySQL database connected
over Express Connect, VPN Gateway,over Express Connect, VPN Gateway,
or Smart Access Gateway to a self-or Smart Access Gateway to a self-
managed Kafka clustermanaged Kafka cluster
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DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination database may contain duplicate data records.

LimitsLimits
Only tables can be selected as the objects to synchronize.

DTS does not synchronize the data in a renamed table to the dest ination Kafka cluster. This applies if
the new table name is not included in the objects to synchronize. If  you want to synchronize the
data in a renamed table to the dest ination Kafka cluster, you must reselect  t he object s t o bereselect  t he object s t o be
synchronizedsynchronized. For more information, see Add an object  to a data synchronization task.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way many-to-one synchronization

One-way cascade synchronization

Before you beginBefore you begin
Before you configure the data synchronization task, you must create a database account and
configure binary logging. For more information, see Create an account for a user-created MySQL database
and configure binary logging.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, Dest ination Instance to Kaf kaKaf ka,
and Synchronization Topology to One-Way Synchronizat ionOne-Way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

None
Synchronizat
ion Task
Name

The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to use a unique task name.

Source Instance
Details

Instance
Type

Select User-Creat ed Dat abase Connect ed over ExpressUser-Creat ed Dat abase Connect ed over Express
Connect , VPN Gat eway, or Smart  Access Gat ewayConnect , VPN Gat eway, or Smart  Access Gat eway.

Instance
Region

The source region that you selected on the buy page. The value of
this parameter cannot be changed.

Peer VPC
The ID of the VPC that is connected to the self-managed MySQL
database.

Database
Type

This parameter is set to MySQLMySQL and cannot be changed.

IP Address The server IP address of the self-managed MySQL database.

Port Number
The service port number of the self-managed MySQL database.
Default value: 3306.
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Database
Account

The account of the self-managed MySQL database. The account
must have the SELECT permission on the required objects and the
REPLICATION CLIENT, REPLICATION SLAVE, and SHOW VIEW
permissions.

Database
Password

The password of the database account.

Destination
Instance Details

Instance
Type

The instance type of the Kafka cluster. In this example, User-User-
Creat ed Dat abase in ECS Inst anceCreat ed Dat abase in ECS Inst ance is selected for this
parameter.

Not e Not e If you select other instance types, you must
deploy the network environment for the Kafka cluster. For
more information, see Preparation overview.

Instance
Region

The destination region that you selected on the buy page. The
value of this parameter cannot be changed.

ECS Instance
ID

The ID of the Elastic Compute Service (ECS) instance on which the
Kafka cluster is deployed.

Database
Type

Select Kaf kaKaf ka.

Port Number The service port number of the Kafka cluster. Default value: 9092.

Database
Account

The username that is used to log on to the Kafka cluster. If no
authentication is enabled for the Kafka cluster, you do not need to
enter the username.

Database
Password

The password of the username. If no authentication is enabled for
the Kafka cluster, you do not need to enter the password.

Topic
Click Get  T opic ListGet  T opic List  and select a topic name from the drop-down
list.

Kafka
Version

The version of the destination Kafka cluster.

Encryption
Select Non-encrypt edNon-encrypt ed or SCRAM-SHA-256SCRAM-SHA-256 based on your
business and security requirements.

Section Parameter Description

7. 

8. Select  the objects to synchronize.
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Parameter Description

Dat a Format  inDat a Format  in
Kaf kaKaf ka

The data that is synchronized to the Kafka cluster is stored in the Avro or
Canal JSON format. For more information, see Data formats of a Kafka
cluster.

Policy f or ShippingPolicy f or Shipping
Dat a t o Kaf kaDat a t o Kaf ka
Part it ionsPart it ions

The policy used to synchronize data to Kafka partit ions. Select a policy
based on your business requirements. For more information, see Specify the
policy for synchronizing data to Kafka partit ions.

Select the objects to
synchronize

Select one or more tables from the AvailableAvailable section and click the  icon

to add the tables to the Select edSelect ed section.

Not e Not e DTS maps the table names to the topic name that you
select in Step 6. If you want to rename the topic, you can use the object
name mapping feature. For more information, see Rename an object to
be synchronized.
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Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that
are synchronized to the destination instance. For more information, see
Object name mapping.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Parameter Description

9. In the lower-right corner of the page, click NextNext .

10. Configure init ial synchronization.

Setting Description

Init ialInit ial
Synchroniz at ionSynchroniz at ion

Select both Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion and Init ial Full Dat aInit ial Full Dat a
Synchroniz at ionSynchroniz at ion. DTS synchronizes the schemas and historical data of the
required objects and then synchronizes incremental data.

Filt er opt ionsFilt er opt ions
Ignore DDL in increment al synchroniz at ion phaseIgnore DDL in increment al synchroniz at ion phase is selected by
default. In this case, DTS does not synchronize DDL operations that are
performed on the source database during incremental data synchronization.

11. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: Precheck PassedPrecheck Passed. Then,
the data synchronization task starts.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

PolarDB-X is developed by Alibaba Cloud to address the bott leneck of single-host  database services.
DRDS is compatible with the MySQL protocol and syntax, and supports automatic sharding, online
smooth scaling, auto scaling, and transparent read and write split t ing. DRDS provides O&M capabilit ies
throughout the lifecycle of databases. This topic describes how to synchronize data from an ApsaraDB
RDS for MySQL instance to a PolarDB-X instance by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The tables to be synchronized from the source database contain primary keys.

The dest ination database has sufficient  storage space.

A PolarDB-X instance is created. For more information, see Create a instance and Create a database.

Not e Not e When you create an instance, you must select  RDS MySQL as the storage type.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following

7.16. Synchronize data from an7.16. Synchronize data from an
ApsaraDB RDS for MySQL instance toApsaraDB RDS for MySQL instance to
a PolarDB-X instancea PolarDB-X instance
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cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

During init ial full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the dest ination cluster. After init ial full data synchronization, the tablespace of the
destination cluster is larger than that of the source database. The dest ination database has
sufficient  storage space.

DTS does not synchronize schemas from an ApsaraDB RDS for MySQL instance to a PolarDB-X
instance. Before you configure a data synchronization task, you must create databases and tables in
the dest ination instance.

LimitsLimits
You can select  only tables as the objects to be synchronized.

DTS does not synchronize the following types of data: BIT, VARBIT, GEOMETRY, ARRAY, UUID,
TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

Prefix indexes cannot be synchronized. If  the source database contains prefix indexes, data may fail
to be synchronized.

We recommend that you do not use gh-ost  or pt-online-schema-change to perform DDL operations
on objects during data synchronization. Otherwise, data synchronization may fail.

SQL operations that can be synchronizedSQL operations that can be synchronized
INSERT, UPDATE, and DELETE

Permissions required for database accountsPermissions required for database accounts

Database Required permissions

ApsaraDB RDS for MySQL
The SELECT permission on the objects to be synchronized, the
REPLICATION CLIENT permission, the REPLICATION SLAVE permission, and
the SHOW VIEW permission

PolarDB-X
DTS automatically creates a database account and grants permissions
to the account. You do not need to specify the database account.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way many-to-one synchronization

Before you beginBefore you begin
When you synchronize data from an ApsaraDB RDS for MySQL instance to a PolarDB-X instance, note
that DTS does not support  init ial schema synchronizat ioninit ial schema synchronizat ion. Therefore, you must create databases
and tables in the dest ination instance based on the schemas of the objects in the source ApsaraDB RDS
for MySQL instance. For more information, see Create a database and Create a table.

Not e Not e During schema synchronizat ionschema synchronizat ion, DTS synchronizes the schemas of the required
objects from the source database to the dest ination database.
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ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to MySQLMySQL, set  Dest ination Instance to DRDSDRDS,
and set  Synchronization Topology to One-way Synchronizat ionOne-way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Section Parameter Description

N/A
Synchronizatio
n Task Name

DTS automatically generates a task name. We recommend that
you specify an informative name to identify the task. You do not
need to use a unique task name.

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

Instance ID Select the ID of the source ApsaraDB RDS for MySQL instance.
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Source
Instance
Details

Database
Account

Enter the database account of the source RDS instance. For
information about the permissions that are required for the
account, see Permissions required for database accounts.

Not e Not e If the database engine of the source RDS instance
is MySQL 5.5MySQL 5.5 or MySQL 5.6MySQL 5.6, you do not need to configure
the dat abase accountdat abase account  or dat abase passworddat abase password.

Database
Password

Enter the password of the database account.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the RDS
instance before you configure the data synchronization task. For
more information, see Configure SSL encryption for an ApsaraDB
RDS for MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Destination
Instance
Details

Instance Type This parameter is set to DRDS Inst anceDRDS Inst ance and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

DRDS Instance
ID

Select the ID of the destination DRDS instance.

Section Parameter Description

7. 

8. Select  the synchronization policy and the objects to be synchronized.
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Setting Description

Select the objects
to be synchronized

Select one or more tables from the AvailableAvailable section and click the  icon to

move the tables to the Select edSelect ed section.

Not eNot e

You can select only tables as the objects to be synchronized.

By default, after an object is synchronized to the destination
instance, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see
Rename an object to be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.
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Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. Click NextNext .

10. Specify whether you want to perform init ial full data synchronization.

Not e Not e During init ial f ull dat a synchronizat ioninit ial f ull dat a synchronizat ion, DTS synchronizes the historical data of
the required objects from the source database to the dest ination database. If  you do not
select  Init ial Full Data Synchronization, DTS does not synchronize the historical data.

11. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.
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You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

Dat a Synchronizat ion··Synchronize d
at a from a MySQL dat abase t o a dif
ferent  t ype of dat abase

Dat a Transmission Service

341 > Document  Version: 20220712



Data Transmission Service (DTS) supports two-way data synchronization between PolarDB for MySQL
clusters. This feature is suitable for scenarios such as act ive geo-redundancy and geo-disaster recovery.
This topic describes how to configure two-way data synchronization between PolarDB for MySQL
clusters.

PrerequisitesPrerequisites
The source and dest ination PolarDB for MySQL clusters are created. For more information, see Create
a PolarDB for MySQL cluster.

The binary logging feature is enabled for the source and dest ination PolarDB for MySQL clusters. For
more information, see Enable binary logging.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

During init ial full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the dest ination cluster. After the init ial full data synchronization is completed, the
tablespace of the dest ination cluster is larger than that of the source cluster.

The source cluster must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination cluster may contain duplicate data records.

If  the source or dest ination instance is located in a region outside the Chinese mainland, two-way
data synchronization is supported only between instances located within the same region. For
example, two-way data synchronization is supported between instances within the Japan (Tokyo)
region. Two-way data synchronization between an instance in the Japan (Tokyo) region and another
instance in the Germany (Frankfurt) region is not supported.

LimitsLimits
DTS supports two-way data synchronization between two PolarDB clusters, but not between
mult iple PolarDB clusters.

8.Synchronize data to or from8.Synchronize data to or from
an Apsara PolarDB for MySQLan Apsara PolarDB for MySQL
clustercluster
8.1. Configure two-way data8.1. Configure two-way data
synchronization between PolarDB forsynchronization between PolarDB for
MySQL clustersMySQL clusters

Dat a Transmission Service
Dat a Synchronizat ion··Synchronize d
at a t o or from an Apsara PolarDB fo

r MySQL clust er

> Document  Version: 20220712 342

https://www.alibabacloud.com/help/zh/doc-detail/58769.htm
https://www.alibabacloud.com/help/zh/doc-detail/113546.htm


Incompatibility with triggers
If you select  a database as the object  to synchronize and the database contains a trigger that
updates a table, data inconsistency may occur. For more information about how to solve this issue,
see Configure a data synchronization task for a source database that contains a trigger.

Limits on RENAME TABLE operations
RENAME TABLE operations may cause data inconsistency between the source and dest ination
databases. For example, if  you select  a table as the object  and rename the table during data
synchronization, the data of this table is not synchronized to the dest ination database. To prevent
this situation, you can select  the database to which this table belongs as the object  when you
configure the data synchronization task.

Limits on DDL synchronization direct ion
To ensure the stability of two-way data synchronization, you can synchronize DDL operations only in
one direct ion. If  DDL synchronization in a direct ion is configured, DDL synchronization in the opposite
direct ion is not supported. Only DML operations can be synchronized in the opposite direct ion.

SQL operations that can be synchronizedSQL operations that can be synchronized

Conflict  detectionConflict  detection
To ensure data consistency, make sure that data records with the same primary key, business primary
key, or unique key are updated only on a single PolarDB cluster. If  data records are updated on both
two PolarDB clusters, a synchronization conflict  occurs.

DTS checks and fixes conflicts to maximize the stability of two-way synchronization instances. DTS can
detect  the following types of conflicts:

Uniqueness conflicts caused by INSERT operations
INSERT operations that do not comply with the UNIQUE constraint  cannot be synchronized. For
example, if  data records with the same primary key are inserted into two synchronization nodes at
almost the same t ime, one of the inserted records fails to be synchronized. The synchronization fails
because a record with the same primary key already exists on the other node.

Inconsistent records caused by UPDATE operations

If the records to update do not exist  in the dest ination cluster, DTS converts the UPDATE
operation into an INSERT operation. However, uniqueness conflicts may occur.

The primary keys or unique keys of the records to insert  may conflict  with those of exist ing records
in the dest ination instance.

Non-existent records to be deleted
The records to delete do not exist  in the dest ination cluster. In this case, DTS ignores the DELETE
operation regardless of the conflict  resolut ion policy that you specify.
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Not iceNot ice

During two-way synchronization, the system t ime of the source and dest ination instances
may be different. Synchronization latency may occur. For these reasons, DTS does not
ensure that the conflict  detect ion mechanism can prevent all data conflicts. To perform
two-way synchronization, make sure that records with the same primary key, business
primary key, or unique key are updated only on one of the synchronization nodes.

DTS provides conflict  resolut ion policies to prevent conflicts that may occur during data
synchronization. You can select  a conflict  resolut ion policy when you configure two-way
data synchronization.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not ice Not ice On the buy page, set  both Source Instance and Destination Instance to PolarDBPolarDB
and set  Synchronization Topology to T wo-way Synchronizat ionT wo-way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Configure the data synchronization task in the forward direct ion.

i. Find the data synchronization instance, and click Conf igure T askConf igure T ask in the Act ionsAct ions column of
the first  data synchronization task.

Not ice Not ice A two-way data synchronization instance contains two data
synchronization tasks. You must set  parameters for each task. When you configure the
second data synchronization task, f ind the task and click Conf igure T askConf igure T ask in the Act ionsAct ions
column.

ii. Configure the source and dest ination clusters.
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Section Parameter Description

None
Synchroniza
tion Task
Name

The task name that DTS generates. We recommend that you
specify a descriptive name that makes it  easy to identify. You do
not need to use a unique task name.

Source
Instance
Details

Instance
Type

The instance type of the source instance. The value of this
parameter is set to PolarDB Inst ancePolarDB Inst ance and cannot be changed.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

PolarDB
Instance ID

The ID of the source PolarDB for MySQL cluster.

Not ice Not ice When you configure the data synchronization
task in the reverse direction, select the ID of the destination
PolarDB cluster of the forward synchronization.

Database
Account

The database account of the source PolarDB cluster. The account
must have the read and write permissions on the objects to
synchronize.

Database
Password

The password of the database account.

Instance
Type

The instance type of the destination instance. The value of this
parameter is set to PolarDB Inst ancePolarDB Inst ance and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

Dat a Synchronizat ion··Synchronize d
at a t o or from an Apsara PolarDB fo
r MySQL clust er

Dat a Transmission Service

345 > Document  Version: 20220712



Destination
Instance
Details

PolarDB
Instance ID

The ID of the destination PolarDB for MySQL cluster.

Not ice Not ice When you configure the data synchronization
task in the reverse direction, select the ID of the source PolarDB
cluster of the forward synchronization.

Database
Account

The database account of the destination PolarDB cluster. The
account must have the read and write permissions on the objects
to synchronize.

Database
Password

The password of the database account.

Section Parameter Description

iii. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not eNot e

You do not need to modify the security sett ings for ApsaraDB instances (such as
and ) and ECS-hosted databases. DTS automatically adds the CIDR blocks of DTS
servers to the whitelists of ApsaraDB instances or the security group rules of Elast ic
Compute Service (ECS) instances. For more information, see Add the CIDR blocks of
DTS servers to the security sett ings of on-premises databases.

After data synchronization is completed, we recommend that you remove the CIDR
blocks of DTS servers from the whitelists or security groups.

iv. Select  the synchronization policy and the objects to synchronize.
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Setting Parameter Description

Exclude DDL
Statements

To exclude DDL operations, select YesYes .

To include DDL operations, select NoNo .

Not ice Not ice Limits on DDL synchronization direction:
To ensure the stability of two-way data
synchronization, you can synchronize DDL operations
only in the forward direction.

DML
Statements
for
Synchronizati
on

Select the types of DML operations that you want to
synchronize. By default, the INSERTINSERT , UPDAT EUPDAT E, and DELET EDELET E
operations are selected. You can select the DML operation
types based on your business requirements.
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Select the
synchronizatio
n policy

Conflict
Resolution
Policy

Select the resolution policy for synchronization conflicts. By
default, T askFailedT askFailed is selected. You can select a conflict
resolution policy based on your business requirements.

T askFailedT askFailed
The default conflict  resolution policy. If a conflict  occurs
during data synchronization, the synchronization task
reports an error and exits the process. The task enters a
failed state and you must manually resolve the conflict.

IgnoreIgnore
If a conflict  occurs during data synchronization, the
synchronization task ignores the current statement and
continues the process. The conflicting records in the
destination database are used.

Overwrit eOverwrit e
If a conflict  occurs during data synchronization, the
conflicting records in the destination database are
overwritten.

Setting Parameter Description
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Select the
processing
mode of
conflicting
tables

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination
database contains tables that have the same names as
tables in the source database. If the source and destination
databases do not contain identical table names, the
precheck is passed. Otherwise, an error is returned during
precheck and the data synchronization task cannot be
started.

Not ice Not ice You can use the object name mapping
feature to rename the tables that are synchronized to
the destination database. You can use this feature if
the source and destination databases contain identical
table names and the tables in the destination database
cannot be deleted or renamed. For more information,
see Rename an object to be synchronized.

IgnoreIgnore: skips the precheck for identical table names in the
source and destination databases.

Warning Warning If you select IgnoreIgnore, data consistency
is not guaranteed and your business may be exposed to
potential risks.

During init ial data synchronization, DTS does not
synchronize the data records that have the
same primary keys as the data records in the
destination database. This occurs if the source
and destination databases have the same
schema. However, DTS synchronizes these data
records during incremental data
synchronization.

If the source and destination databases have
different schemas, init ial data synchronization
may fail. In this case, only specific columns are
synchronized or the data synchronization task
fails.

Setting Parameter Description
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Select the
objects to be
synchronized

N/A

Select one or more objects (tables or a database) from the

AvailableAvailable section and click the  icon to move the objects

to the Select edSelect ed section.

Not iceNot ice

If you select a database as the object to be
synchronized, all schema changes in the database
are synchronized to the destination database.

By default, after an object is synchronized to the
destination instance, the name of the object
remains unchanged. You can use the object name
mapping feature to rename the objects that are
synchronized to the destination instance. For more
information, see Rename an object to be
synchronized.

Rename
Databases
and Tables

N/A
You can use the object name mapping feature to rename the
objects that are synchronized to the destination instance. For
more information, see Object name mapping.

Replicate
Temporary
Tables When
DMS Performs
DDL
Operations

N/A

If you use Data Management (DMS) to perform online DDL
operations on the source database, you can specify whether
to synchronize temporary tables generated by online DDL
operations.

YesYes : DTS synchronizes the data of temporary tables
generated by online DDL operations.

Not e Not e If online DDL operations generate a large
amount of data, the data synchronization task may be
delayed.

NoNo : DTS does not synchronize the data of temporary tables
generated by online DDL operations. Only the original DDL
data of the source database is synchronized.

Not e Not e If you select No, the tables in the
destination database may be locked.

Setting Parameter Description
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Retry T ime for
Failed
Connections

N/A

By default, if DTS fails to connect to the source or destination
database, DTS retries within the next 720 minutes (12 hours).
You can specify the retry t ime based on your needs. If DTS
reconnects to the source and destination databases within the
specified time, DTS resumes the data synchronization task.
Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are
charged for the DTS instance. We recommend that you
specify the retry t ime based on your business needs. You
can also release the DTS instance at your earliest
opportunity after the source and destination instances are
released.

Setting Parameter Description

v. In the lower-right corner of the page, click NextNext .

vi. Select  the init ial synchronization types.

Not iceNot ice

During init ial synchronization, DTS synchronizes the schemas and data of the
selected objects from the source cluster to the dest ination cluster. The schemas
and data are the basis for subsequent incremental synchronization. Init ial
synchronization includes init ial schema synchronizat ioninit ial schema synchronizat ion and init ial f ull dat ainit ial f ull dat a
synchronizat ionsynchronizat ion. You must select  both Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion and
Init ial Full Dat a Synchronizat ionInit ial Full Dat a Synchronizat ion in most cases.

If  all the selected objects have been synchronized from the source cluster to the
destination cluster, the data synchronization task in the reverse direct ion
synchronizes only incremental data.
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vii. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You
can start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed

item to view details.

After you troubleshoot the issues based on the causes, you can run a
precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items
and run a precheck again.

viii. Close the PrecheckPrecheck dialog box after the following message is displayed: Precheck PassedPrecheck Passed.
Then, the data synchronization task in the forward direct ion starts.

6. Wait  until init ial synchronization is completed and the data synchronization task is in the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

7. Configure the data synchronization task in the reverse direct ion.

i. Find the second data synchronization task, and click Conf igure T askConf igure T ask in the Act ions column.

ii. Repeat substeps ii to viii that  are described in Step 5.

ResultResult
After a period of t ime, both data synchronization tasks are in the Synchroniz ingSynchroniz ing state.

8.2. Configure one-way data8.2. Configure one-way data
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PolarDB is a next-generation relat ional database service that is developed by Alibaba Cloud. PolarDB is
compatible with the MySQL database engine and features high availability, ease of use, and reliability.
This topic describes how to configure one-way data synchronization between PolarDB for MySQL
clusters by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The source and dest ination PolarDB for MySQL clusters are created. For more information, see
Purchase a pay-as-you-go cluster. For more information about the supported database engine
versions, see Overview of data synchronization scenarios.

The binary logging feature is enabled for the source PolarDB for MySQL cluster. For more information,
see Enable binary logging.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

During init ial full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the dest ination cluster. After init ial full data synchronization is complete, the size of used
tablespace of the dest ination cluster is larger than that of the source database.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination cluster may contain duplicate data records.

To ensure compatibility, the database engine version of the dest ination PolarDB for MySQL cluster
must be the same as or later than that of the source PolarDB for MySQL cluster.

SQL operations that can be synchronizedSQL operations that can be synchronized

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way cascade synchronization

One-way many-to-one synchronization

For more information, see Synchronization topologies.

LimitsLimits

8.2. Configure one-way data8.2. Configure one-way data
synchronization between PolarDB forsynchronization between PolarDB for
MySQL clustersMySQL clusters
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Incompatibility with triggers
If you select  a database as the object  to be synchronized and the database contains a trigger that
updates a table, data inconsistency may occur. For more information about how to solve this issue,
see Configure a data synchronization task for a source database that contains a trigger.

Limits on RENAME TABLE operations
RENAME TABLE operations may cause data inconsistency between the source and dest ination
databases. For example, if  you select  a table as the object  and rename the table during data
synchronization, the data of this table is not synchronized to the dest ination database. To prevent
this situation, you can select  the database to which this table belongs as the object  when you
configure the data synchronization task.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance and Destination Instance to PolarDBPolarDB and
Synchronization Topology to One-way Synchronizat ionOne-way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Section Parameter Description
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None
Synchronizat
ion Task
Name

The task name that DTS automatically generates. We recommend that
you specify a descriptive name that makes it  easy to identify the task.
You do not need to use a unique task name.

Source
Instance
Details

Instance
Type

The value of this parameter is set to PolarDB Inst ancePolarDB Inst ance and cannot be
changed.

Instance
Region

The source region that you selected on the buy page. The value of this
parameter cannot be changed.

PolarDB
Instance ID

The ID of the source PolarDB for MySQL cluster.

Database
Account

The database account of the source PolarDB for MySQL cluster.

Not e Not e The account must have the SELECT permission on the
objects to synchronize and the REPLICATION CLIENT, REPLICATION
SLAVE, and SHOW VIEW permissions.

Database
Password

The password of the database account.

Destination
Instance
Details

Instance
Type

This parameter is set to PolarDBPolarDB and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. The value
of this parameter cannot be changed.

PolarDB
Instance ID

The ID of the destination PolarDB for MySQL cluster.

Database
Account

The database account of the destination PolarDB for MySQL cluster.

Not e Not e The database account must have the ALL permission
on the objects to synchronize.

Database
Password

The password of the database account.

Section Parameter Description

7. 

8. Select  the processing mode of conflict ing tables and the objects to be synchronized.
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Setting Description
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Select the processing
mode of conflicting
tables

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that have
the same names as tables in the source database, the precheck is passed.
Otherwise, an error is returned during precheck and the data
synchronization task cannot be started.

Not e Not e You can use the object name mapping feature to rename
the tables that are synchronized to the destination database. You can
use this feature if the source and destination databases contain
identical table names and the tables in the destination database
cannot be deleted or renamed. For more information, see Rename an
object to be synchronized.

IgnoreIgnore: skips the precheck for identical table names in the source and
destination databases.

Warning Warning If you select IgnoreIgnore, data consistency is not
guaranteed and your business may be exposed to potential risks.

During init ial data synchronization, DTS does not synchronize
the data records that have the same primary keys as the data
records in the destination database. This occurs if the source
and destination databases have the same schema. However,
DTS synchronizes these data records during incremental data
synchronization.

If the source and destination databases have different
schemas, init ial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.

Setting Description
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Select the objects to
be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon

to move the objects to the Select edSelect ed section.
You can select tables or databases as the objects to be synchronized.

Not eNot e

If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the
destination database.

By default, after an object is synchronized to the destination
cluster, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination cluster. For more information,
see Rename an object to be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that
are synchronized to the destination instance. For more information, see
Object name mapping.

Replicate Temporary
Tables When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online
DDL operations.

Not e Not e If online DDL operations generate a large amount of
data, the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database
may be locked.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description
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9. In the lower-right corner of the page, click NextNext .

10. Select  the init ial synchronization types.

Not e Not e Init ial synchronization includes init ial schema synchronization and init ial full data
synchronization. If  you select  both Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion and Init ial Full Dat aInit ial Full Dat a
Synchronizat ionSynchronizat ion, DTS synchronizes the schemas and historical data of the required objects
before DTS synchronizes incremental data.

11. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

8.3. Synchronize data from a PolarDB8.3. Synchronize data from a PolarDB
for MySQL cluster to an ApsaraDB RDSfor MySQL cluster to an ApsaraDB RDS
for MySQL instancefor MySQL instance
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This topic describes how to synchronize data from a PolarDB for MySQL cluster to an ApsaraDB RDS for
MySQL instance by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
A PolarDB for MySQL cluster is created. For more information, see Create a PolarDB for MySQL cluster.

The binary logging feature is enabled for the PolarDB for MySQL cluster. For more information, see
Enable binary logging.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

During init ial full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the dest ination cluster. After init ial full data synchronization, the tablespace of the
destination cluster is larger than that of the source database.

The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination cluster may contain duplicate data records.

SQL operations that can be synchronizedSQL operations that can be synchronized

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way cascade synchronization

One-way many-to-one synchronization

For more information, see Synchronization topologies.

LimitsLimits
Incompatibility with triggers
If you select  a database as the object  to synchronize and the database contains a trigger that
updates a table, data inconsistency may occur. For more information about how to solve this issue,
see Configure a data synchronization task for a source database that contains a trigger.

Limits on RENAME TABLE operations
RENAME TABLE operations may cause data inconsistency between the source and dest ination
databases. For example, if  only Table A is selected as the object  to synchronize and is renamed Table
B, Table B cannot be synchronized to the dest ination database. To prevent this situation, you can
select  the entire database where Table A is located as the object  to synchronize when you configure
the data synchronization task.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.
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1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to PolarDBPolarDB, Dest ination Instance to MySQLMySQL,
and Synchronization Topology to One-Way Synchronizat ionOne-Way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Section Parameter Description

None
Synchronizatio
n Task Name

The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to use a unique task name.

Source
Instance
Details

Instance Type
The instance type of the destination instance. The value of this
parameter is set to PolarDB Inst ancePolarDB Inst ance and cannot be changed.

Instance
Region

The source region that you selected on the buy page. The value of
this parameter cannot be changed.

PolarDB
Instance ID

The ID of the source PolarDB for MySQL cluster.
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Database
Account

The database account of the source PolarDB cluster.

Database
Password

The password of the database account.

Destination
Instance
Details

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The destination region that you selected on the buy page. The
value of this parameter cannot be changed.

Database
Account

The database account of the destination ApsaraDB RDS for MySQL
instance.

Database
Password

The password of the database account.

Not e Not e If the database engine of the destination
ApsaraDB RDS for MySQL instance is MySQL 5.5MySQL 5.5 or MySQL 5.6MySQL 5.6,
you do not need to configure the dat abase accountdat abase account  or
dat abase passworddat abase password.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you select SSL-SSL-
encrypt edencrypt ed, you must enable SSL encryption for the ApsaraDB RDS
for MySQL instance before you configure the data synchronization
task. For more information, see Configure SSL encryption for an
ApsaraDB RDS for MySQL instance.

Not ice Not ice The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Section Parameter Description

7. 

8. Select  the processing mode of conflict ing tables and the objects to be synchronized.
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Setting Description
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Select the processing
mode of conflicting
tables

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that have
the same names as tables in the source database, the precheck is passed.
Otherwise, an error is returned during precheck and the data
synchronization task cannot be started.

Not e Not e You can use the object name mapping feature to rename
the tables that are synchronized to the destination database. You can
use this feature if the source and destination databases contain
identical table names and the tables in the destination database
cannot be deleted or renamed. For more information, see Rename an
object to be synchronized.

IgnoreIgnore: skips the precheck for identical table names in the source and
destination databases.

Warning Warning If you select IgnoreIgnore, data consistency is not
guaranteed and your business may be exposed to potential risks.

During init ial data synchronization, DTS does not synchronize
the data records that have the same primary keys as the data
records in the destination database. This occurs if the source
and destination databases have the same schema. However,
DTS synchronizes these data records during incremental data
synchronization.

If the source and destination databases have different
schemas, init ial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.

Select the objects to
be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon

to move the objects to the Select edSelect ed section.
You can select tables or databases as the objects to be synchronized.

Not eNot e

If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the
destination database.

By default, after an object is synchronized to the destination
cluster, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination cluster. For more information,
see Rename an object to be synchronized.

Setting Description
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Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that
are synchronized to the destination instance. For more information, see
Object name mapping.

Replicate Temporary
Tables When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online
DDL operations.

Not e Not e If online DDL operations generate a large amount of
data, the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database
may be locked.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. In the lower-right corner of the page, click NextNext .

10. Select  the init ial synchronization types.

Not e Not e Init ial synchronization includes init ial schema synchronization and init ial full data
synchronization. If  you select  both Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion and Init ial Full Dat aInit ial Full Dat a
Synchronizat ionSynchronizat ion, DTS synchronizes the schemas and historical data of the required objects
before DTS synchronizes incremental data.

11. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

DataHub is a real-t ime data distribution platform that is designed to process streaming data. You can
publish and subscribe to streaming data in DataHub and distribute the data to other platforms.
DataHub allows you to analyze streaming data and build applications based on streaming data. This
topic describes how to synchronize data from a PolarDB for MySQL cluster to a DataHub instance by
using Data Transmission Service (DTS). After you synchronize data to DataHub, you can use big data
services such as Realt ime Compute for Apache Flink to analyze data in real t ime.

PrerequisitesPrerequisites
The DataHub instance resides in the China (Hangzhou), China (Shanghai), China (Beijing), or China
(Shenzhen) region.

A DataHub project  is created to receive the synchronized data. For more information, see Create a
project.

The binary logging feature is enabled for the PolarDB for MySQL cluster. For more information, see
Enable binary logging.

The tables to be synchronized from the PolarDB for MySQL cluster have PRIMARY KEY or UNIQUE
constraints.

8.4. Synchronize data from a PolarDB8.4. Synchronize data from a PolarDB
for MySQL cluster to a DataHubfor MySQL cluster to a DataHub
instanceinstance
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LimitsLimits
Init ial full data synchronization is not supported. DTS does not synchronize historical data of the
required objects from the source PolarDB cluster to the dest ination DataHub instance.

You can select  only tables as the objects to be synchronized.

After a data synchronization task is started, DTS does not synchronize columns that are created in
the source PolarDB cluster to the dest ination DataHub instance.

We recommend that you do not perform data definit ion language (DDL) operations on the required
objects during data synchronization. Otherwise, data synchronization may fail.

SQL operations that can be synchronizedSQL operations that can be synchronized
INSERT, UPDATE, and DELETE

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to PolarDBPolarDB, set  Dest ination Instance to
Dat aHubDat aHub, and set  Synchronization Topology to One-way Synchronizat ionOne-way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

N/A
Synchronizatio
n Task Name

DTS automatically generates a task name. We recommend that
you specify an informative name to identify the task. You do not
need to use a unique task name.

Source
Instance
Details

Instance Type
The value of this parameter is set to PolarDB Inst ancePolarDB Inst ance and
cannot be changed.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

PolarDB
Instance ID

Select the ID of the source PolarDB cluster.

Database
Account

Enter the database account of the source PolarDB cluster.

Database
Password

Enter the password of the database account.

Destination
Instance
Details

Instance Type
The value of this parameter is set to Dat aHubDat aHub and cannot be
changed.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

Project Select the name of the DataHub projectproject .
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7. 

8. Select  the synchronization policy and the objects to be synchronized.

Setting Description

Init ial
Synchronization

Select Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion.

Not e Not e After you select Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion, DTS
synchronizes the schemas of the required objects (such as tables) to the
destination DataHub instance.

Select the objects
to be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon to

move the objects to the Select edSelect ed section.

Not eNot e

You can select only tables as the objects to be synchronized.

By default, after an object is synchronized to the destination
instance, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see
Rename an object to be synchronized.
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Whether to enable
the new naming
rules for additional
columns

After DTS synchronizes data to DataHub, DTS adds additional columns to the
destination topic. If the names of additional columns are the same as the names
of existing columns in the destination topic, data synchronization fails. Select
YesYes  or NoNo  to specify whet her you want  t o enable t he new naming ruleswhet her you want  t o enable t he new naming rules
f or addit ional columnsf or addit ional columns .

Warning Warning Before you specify this parameter, check whether additional
columns and existing columns in the destination topic have name conflicts.
For more information, see Modify the naming rules for additional columns.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.

Replicate
Temporary Tables
When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online DDL
operations.

Not e Not e If online DDL operations generate a large amount of data,
the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database may
be locked.

Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. (Optional)In the Select edSelect ed sect ion, move the pointer over the dest ination topic and click EditEdit . In
the dialog box that appears, set  the shard key. The shard key is used for part it ioning.
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10. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

11. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

12. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.
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You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

Schema of a DataHub topicSchema of a DataHub topic
When DTS synchronizes incremental data to a DataHub topic, DTS adds addit ional columns to store
metadata. The following figure shows the schema of a DataHub topic.

Not e Not e In this example,  id ,  name ,  address  are data fields. DTS adds the  dts_  prefix
to data fields because the previous naming rules for addit ional columns are used.

The following table describes the addit ional columns in the DataHub topic.

Previous
additional
column name

New additional column
name

Data type Description

 dts_record
_id 

 new_dts_sync_dts_rec
ord_id String

The unique ID of the incremental log
entry.

Not eNot e

By default, the ID auto-
increments for each new log
entry. In disaster recovery
scenarios, rollback may
occur, and the ID may not
auto-increment. Therefore,
some IDs may be duplicated.

If an UPDATE operation is
performed, DTS generates
two incremental log entries
to record the pre-update
and post-update values. The
values of the  dts_record_
id  field in the two
incremental log entries are
the same.
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 dts_operat
ion_flag 

 new_dts_sync_dts_ope
ration_flag String

The operation type. Valid values:

I: an INSERT operation

D: a DELETE operation

U: an UPDATE operation

 dts_instan
ce_id 

 new_dts_sync_dts_ins
tance_id String

The server ID of the database. The value
is set to  null . To ensure database
security, the actual value is not
displayed.

 dts_db_nam
e 

 new_dts_sync_dts_db_
name String The name of the database.

 dts_table_
name 

 new_dts_sync_dts_tab
le_name String The name of the table.

 dts_utc_ti
mestamp 

 new_dts_sync_dts_utc
_timestamp String

The operation timestamp, in UTC. It  is
also the t imestamp of the binary log file.

 dts_before
_flag 

 new_dts_sync_dts_bef
ore_flag String

Indicates whether the column values are
pre-update values. Valid values: Y and N.

 dts_after_
flag 

 new_dts_sync_dts_aft
er_flag String

Indicates whether the column values are
post-update values. Valid values: Y and
N.

Previous
additional
column name

New additional column
name

Data type Description

Additional information about the dts_before_flag and dts_after_flagAdditional information about the dts_before_flag and dts_after_flag
fieldsfields
The values of the  dts_before_flag  and  dts_after_flag  f ields in an incremental log entry vary
with different operation types:

INSERT
For an INSERT operation, the column values are the newly inserted record values (post-update
values). The value of the  dts_before_flag  f ield is N, and the value of the  dts_after_flag  f ield
is Y.

UPDATE
DTS generates two incremental log entries for an UPDATE operation. The two incremental log entries
have the same values for the  dts_record_id ,  dts_operation_flag , and  dts_utc_timestamp 
fields.
The first  log entry records the pre-update values. Therefore, the value of the  dts_before_flag 
field is Y, and the value of the  dts_after_flag  f ield is N. The second log entry records the post-
update values. Therefore, the value of the  dts_before_flag  f ield is N, and the value of the  dts_
after_flag  f ield is Y.
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DELETE
For a DELETE operation, the column values are the deleted record values (pre-update values). The
value of the  dts_before_flag  f ield is Y, and the value of the  dts_after_flag  f ield is N.

What to do nextWhat to do next
After you configure the data synchronization task, you can use Realt ime Compute for Apache Flink to
analyze the data that is synchronized to the DataHub instance. For more information, see What is
Alibaba Cloud Realt ime Compute for Apache Flink?

Alibaba Cloud Elast icsearch is compatible with open source Elast icsearch features such as Security,
Machine Learning, Graph, and Application Performance Management (APM). Alibaba Cloud Elast icsearch
provides capabilit ies such as enterprise-level access control, security monitoring and alerts, and
automatic report  generation. You can use Alibaba Cloud Elast icsearch to search and analyze data. This
topic describes how to synchronize data from a PolarDB for MySQL cluster to an Elast icsearch cluster by
using Data Transmission Service (DTS).

PrerequisitesPrerequisites
An Elast icsearch cluster of version 5.5, 5.6, 6.3, 6.7, or 7.4 is created. For more information, see Create
an Elast icsearch cluster.

The binary logging feature is enabled for the PolarDB for MySQL cluster. For more information, see
Enable binary logging.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

DTS does not synchronize data definit ion language (DDL) operations. If  a DDL operation is performed
on a table in the source database during data synchronization, you must perform the following
steps: Remove the table from the required objects, remove the index for the table from the
Elast icsearch cluster, and then add the table to the required objects. For more information, see
Remove an object  from a data synchronization task and Add an object  to a data synchronization
task.

8.5. Synchronize data from a PolarDB8.5. Synchronize data from a PolarDB
for MySQL cluster to an Elasticsearchfor MySQL cluster to an Elasticsearch
clustercluster
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To add columns to the table that you want to synchronize, perform the following steps: Modify the
mapping of the table in the Elast icsearch cluster, perform DDL operations in the PolarDB for MySQL
cluster, and then pause and start  the data synchronization task.

SQL operations that can be synchronizedSQL operations that can be synchronized
INSERT, DELETE, and UPDATE

Data type mappingsData type mappings
The data types of the PolarDB for MySQL cluster and the Elast icsearch cluster do not have one-to-one
correspondence. During init ial schema synchronization, DTS converts the data types of the PolarDB for
MySQL cluster into those of the Elast icsearch cluster. For more information, see Data type mappings for
schema synchronization.

ProcedureProcedure
(Optional)

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to PolarDBPolarDB, Dest ination Instance to
Elast icsearchElast icsearch, and Synchronization Topology to One-Way Synchronizat ionOne-Way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

N/A
Synchronizat
ion Task
Name

The task name that DTS automatically generates. We recommend that
you specify a descriptive name that makes it  easy to identify the task.
You do not need to use a unique task name.

Source
Instance
Details

Instance
Type

The value of this parameter is set to PolarDB Inst ancePolarDB Inst ance and cannot be
changed.

Instance
Region

The source region that you selected on the buy page. The value of this
parameter cannot be changed.

PolarDB
Instance ID

The ID of the source PolarDB for MySQL cluster.

Database
Account

The database account of the PolarDB for MySQL cluster.

Not e Not e The account must have read permissions on the
source database.

Database
Password

The password of the database account.

Destination
Instance
Details

Instance
Type

This parameter is set to Elast icsearchElast icsearch and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. The value
of this parameter cannot be changed.

Elasticsearch The ID of the destination Elasticsearch cluster.

Database
Account

The account that is used to connect to the Elasticsearch cluster. The
default account is elastic.

Database
Password

The password of the database account.

7. 

8. Configure the index name, the processing mode of identical index names, and the objects to be
synchronized.
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Parameter Description

Index Name

T able NameT able Name
If you select T able NameT able Name, the name of the index that is created in the
Elasticsearch cluster is the same as the name of the table. In this example,
the index name is customer.

Dat abaseName_T ableNameDat abaseName_T ableName
If you select Dat abaseName_T ableNameDat abaseName_T ableName, the name of the index that is
created in the Elasticsearch cluster is <Database name>_<Table name>. In
this example, the index name is dtstestdata_customer.
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Processing Mode In
Existed Target Table

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination database
contains indexes that have the same names as the source tables. If the
destination database does not contain indexes that have the same names
as the source tables, the precheck is passed. Otherwise, an error is
returned during precheck and the data synchronization task cannot be
started.

Not e Not e If indexes in the destination database have the same
names as the source tables, and cannot be deleted or renamed, you
can use the object name mapping feature. For more information, see
Rename an object to be synchronized.

IgnoreIgnore: skips the precheck for identical index names in the source and
destination databases.

Warning Warning If you select IgnoreIgnore, data consistency is not
guaranteed and your business may be exposed to potential risks.

If the source and destination databases have the same
mappings and the primary key of a record in the destination
database is the same as that in the source database, the
record remains unchanged during init ial data synchronization.
However, the record is overwritten during incremental data
synchronization.

If the source and destination databases have different
mappings, init ial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.

Select the objects to
be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon

to move the objects to the Select edSelect ed section.
You can select tables or databases as the objects to be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that
are synchronized to the destination instance. For more information, see
Object name mapping.

Parameter Description
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Replicate Temporary
Tables When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online
DDL operations.

Not e Not e If online DDL operations generate a large amount of
data, the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database
may be locked.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Parameter Description

9. In the Select edSelect ed sect ion, move the pointer over a table, and then click EditEdit . In the Edit  Table dialog
box, configure parameters for the table in the Elast icsearch cluster, such as the index name and
type name.
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Parameter Description

Index Name

For more information, see Terms.

WarningWarning

The only type of special characters that an index name and type name
can contain is underscore (_).

To synchronize multiple source tables with the same schema to a
destination object, you must repeat this step to set the same index
name and type name for the tables.

Type Name
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Filter
Specify SQL conditions to filter data. Only the data records that meet the
specified conditions are synchronized to the destination cluster. For more
information, see Use SQL conditions to filter data.

IsPartit ion
Select whether to set partit ions. If you select YesYes , you must also specify the
part it ion key columnpart it ion key column and number of  part it ionsnumber of  part it ions .

Settings_routing

Specify whether you want to store a document on a specified shard of the
destination Elasticsearch cluster. For more information, see _routing.

If you select YesYes , you can specify custom columns for routing.

If you select NoNo , the _id value is used for routing.

Not e Not e If the version of the destination Elasticsearch cluster is 7.4, you
must select NoNo .

_id value

Primary key columnPrimary key column
Composite primary key fields are merged into one column.

Business keyBusiness key
If you select a business keybusiness key, you must also specify the business key columnbusiness key column.

add param

Select the column paramet ercolumn paramet er and paramet er valueparamet er value. For more information, see
Mapping parameters in the Elasticsearch documentation.

Not e Not e DTS supports only the parameters that can be selected.

Parameter Description

10. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

11. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

12. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.
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You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

Check the index and dataCheck the index and data
If  the data synchronization task is in the Synchroniz ingSynchroniz ing state, you can connect to the Elast icsearch
cluster by using the Elast icsearch-Head plug-in. Then, you can check whether the index is created and
data is synchronized as expected. For more information, see Use Cerebro to access an Elast icsearch
cluster.

Not e Not e If  the index is not created or data is not synchronized as expected, you can delete the
index and data, and then configure the data synchronization task again.

Kafka is a distributed message queue service that features high throughput and high scalability. Kafka is
widely used for big data analyt ics such as log collect ion, data aggregation, streaming processing, and
online and offline analysis. It  is important for the big data ecosystem. This topic describes how to
synchronize data from a PolarDB for MySQL cluster to a self-managed Kafka cluster by using Data
Transmission Service (DTS). The data synchronization feature allows you to extend message processing
capabilit ies.

8.6. Synchronize data from a PolarDB8.6. Synchronize data from a PolarDB
for MySQL cluster to a self-managedfor MySQL cluster to a self-managed
Kafka clusterKafka cluster
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PrerequisitesPrerequisites
A Kafka cluster is created and the Kafka version is 0.10.1.0 to 2.7.0.

The binary logging feature is enabled for the PolarDB for MySQL cluster. For more information, see
Enable binary logging.

PrecautionsPrecautions
The source database must have PRIMARY KEY or UNIQUE constraints and all f ields must be unique.
Otherwise, the dest ination database may contain duplicate data records.

LimitsLimits
You can select  only tables as the objects to be synchronized.

DTS does not automatically update the objects of the data synchronization task based on their
names.

Not e Not e If  a source table is renamed during data synchronization but the new table name is
not included in the selected objects, DTS does not synchronize the data of the table to the
destination Kafka cluster. To synchronize the data of the renamed table, you must add the table
to the selected objects of the task. For more information, see Add an object  to a data
synchronization task.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to PolarDBPolarDB, set  Target Instance to Kaf kaKaf ka,
and set  Synchronization Topology to One-Way Synchronizat ionOne-Way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Dat a Synchronizat ion··Synchronize d
at a t o or from an Apsara PolarDB fo
r MySQL clust er

Dat a Transmission Service

383 > Document  Version: 20220712

https://www.alibabacloud.com/help/zh/doc-detail/113546.htm
https://www.alibabacloud.com/help/doc-detail/26634.htm#concept-628273
https://www.alibabacloud.com/help/doc-detail/26604.htm#concept-26604-zh
https://dts-intl.console.aliyun.com/


Section Parameter Description

N/A
Synchronizat
ion Task
Name

DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not
need to use a unique task name.

Source Instance
Details

Instance
Type

This parameter is set to PolarDB Inst ancePolarDB Inst ance and cannot be
changed.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

PolarDB
Instance ID

Select the ID of the PolarDB for MySQL cluster.

Database
Account

Enter the database account of the PolarDB for MySQL cluster. The
account must have the read permissions on the objects to be
synchronized.

Database
Password

Enter the password of the database account.
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Destination
Instance Details

Instance
Type

Select an instance type based on the deployment of the Kafka
cluster. In this example, select User-Creat ed Dat abase in ECSUser-Creat ed Dat abase in ECS
Inst anceInst ance.

Not e Not e If you select other instance types, you must
deploy the network environment for the Kafka cluster. For
more information, see Preparation overview.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

ECS Instance
ID

Select the ID of the Elastic Compute Service (ECS) instance on which
the Kafka cluster is deployed.

Database
Type

Select Kaf kaKaf ka.

Port Number
Enter the service port number of the Kafka cluster. The default port
number is 9092.

Database
Account

Enter the username that is used to log on to the Kafka cluster. If no
authentication is enabled for the Kafka cluster, you do not need to
enter the username.

Database
Password

Enter the password that corresponds to the username. If no
authentication is enabled for the Kafka cluster, you do not need to
enter the password.

Topic
Click Get  T opic ListGet  T opic List , and select a topic name from the drop-down
list.

Kafka
Version

Select the version of the destination Kafka cluster.

Encryption
Select Non-encrypt edNon-encrypt ed or SCRAM-SHA-256SCRAM-SHA-256 based on your
business and security requirements.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelist  of the source PolarDB
cluster and the inbound rule of the dest ination ECS instance. This ensures that DTS servers can
connect to the source cluster and the dest ination instance.

8. Select  the objects to synchronize.
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Parameter Description

Dat a Format  inDat a Format  in
Kaf kaKaf ka

The data that is synchronized to the Kafka cluster is stored in the Avro or
Canal JSON format. For more information, see Data formats of a Kafka
cluster.

Policy f or ShippingPolicy f or Shipping
Dat a t o Kaf kaDat a t o Kaf ka
Part it ionsPart it ions

The policy used to synchronize data to Kafka partit ions. Select a policy
based on your business requirements. For more information, see Specify the
policy for synchronizing data to Kafka partit ions.

Select the objects to
synchronize

Select one or more tables from the AvailableAvailable section and click the  icon

to add the tables to the Select edSelect ed section.

Not e Not e DTS maps the table names to the topic name that you
select in Step 6. If you want to rename the topic, you can use the object
name mapping feature. For more information, see Rename an object to
be synchronized.
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Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that
are synchronized to the destination instance. For more information, see
Object name mapping.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Parameter Description

9. In the lower-right corner of the page, click NextNext .

10. Configure init ial synchronization.

Setting Description

Init ialInit ial
Synchroniz at ionSynchroniz at ion

Select both Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion and Init ial Full Dat aInit ial Full Dat a
Synchroniz at ionSynchroniz at ion. DTS synchronizes the schemas and historical data of the
required objects and then synchronizes incremental data.

Filt er opt ionsFilt er opt ions
Ignore DDL in increment al synchroniz at ion phaseIgnore DDL in increment al synchroniz at ion phase is selected by
default. In this case, DTS does not synchronize DDL operations that are
performed on the source database during incremental data synchronization.

11. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: Precheck PassedPrecheck Passed. Then,
the data synchronization task starts.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

is a real-t ime online analyt ical processing (RT-OLAP) service that is developed by Alibaba Cloud for
online data analysis with high concurrency. Analyt icDB for MySQL can analyze petabytes of data from
mult iple dimensions at  millisecond-level t iming to provide you with data-driven insights into your
business. This topic describes how to synchronize data from a PolarDB for MySQL cluster to an cluster
by using Data Transmission Service (DTS). After you synchronize data, you can use Analyt icDB for MySQL
to build internal business intelligence (BI) systems, interact ive query systems, and real-t ime report ing
systems.

PrerequisitesPrerequisites
An cluster is created. For more information, see Create an cluster.

The dest ination cluster has sufficient  storage space.

The binary logging feature is enabled for the PolarDB for MySQL cluster. For more information, see
Enable binary logging.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following

8.7. Synchronize data from a PolarDB8.7. Synchronize data from a PolarDB
for MySQL cluster to an AnalyticDB forfor MySQL cluster to an AnalyticDB for
MySQL clusterMySQL cluster
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cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

We recommend that you do not use gh-ost  or pt-online-schema-change to perform data definit ion
language (DDL) operations on the required objects during data synchronization. Otherwise, data may
fail to be synchronized.

Due to the limits of , if  the disk space usage of the nodes in an cluster reaches 80%, the cluster is
locked. We recommend that you est imate the required disk space based on the objects that you
want to synchronize. You must ensure that the dest ination cluster has sufficient  storage space.

Prefix indexes cannot be synchronized. If  the source database contains prefix indexes, data may fail
to be synchronized.

SQL operations that can be synchronizedSQL operations that can be synchronized
DDL operations: CREATE TABLE, DROP TABLE, RENAME TABLE, TRUNCATE TABLE, ADD COLUMN, DROP
COLUMN, and MODIFY COLUMN

DML operations: INSERT, UPDATE, and DELETE

Not e Not e If  the data type of a field in the source table is changed during data synchronization,
an error message is generated and the data synchronization task stops. You can submit  a t icket  or
manually troubleshoot the issue. For more information, see Troubleshoot the synchronization
failure that occurs due to field type changes.

Permissions required for database accountsPermissions required for database accounts

Database Required permissions

PolarDB for MySQL
The read permissions on the objects to be
synchronized

The read and write permissions on the objects to be
synchronized

For more information about how to create and authorize a database account, see Create a database
account for a PolarDB for MySQL cluster and Create a database account for an cluster.

Data type mappingsData type mappings
For more information, see Data type mappings for schema synchronization.

ProcedureProcedure
1. Purchase a data synchronization instance.

Not e Not e On the buy page, set  Source Instance to PolarDBPolarDB, set  Target Instance to
Analyt icDB f or MySQLAnalyt icDB f or MySQL, and set  Synchronization Topology to One-Way Synchronizat ionOne-Way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.
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4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Section Parameter Description

N/A
Synchronizatio
n Task Name

DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You do
not need to use a unique task name.

Source
Instance
Details

Instance Type
This parameter is set to PolarDB Inst ancePolarDB Inst ance and cannot be
changed.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

PolarDB
Instance ID

Select the ID of the source PolarDB cluster.

Database
Account

Enter the database account of the source PolarDB cluster. For
information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Instance Type This parameter is set to Analyt icDBAnalyt icDB and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

Dat a Transmission Service
Dat a Synchronizat ion··Synchronize d
at a t o or from an Apsara PolarDB fo

r MySQL clust er

> Document  Version: 20220712 390



Destination
Instance
Details

Version Select 3.03.0.

Database Select the ID of the destination cluster.

Database
Account

Enter the database account of the destination cluster. For
information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelists of the PolarDB for MySQL
cluster and the cluster. This ensures that DTS servers can connect to the source and
destination clusters.

8. Select  the synchronization policy and the objects to be synchronized.
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Parameter Description

Init ial
Synchronization

You must select both Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion and Init ial Full Dat aInit ial Full Dat a
Synchroniz at ionSynchroniz at ion in most cases. After the precheck, DTS synchronizes the
schemas and data of the required objects from the source cluster to the
destination cluster. The schemas and data are the basis for subsequent
incremental synchronization.
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Processing Mode In
Existed Target
Table

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination database
contains tables that have the same names as tables in the source database. If
the source and destination databases do not contain identical table names,
the precheck is passed. Otherwise, an error is returned during precheck and
the data synchronization task cannot be started.

Not e Not e You can use the object name mapping feature to rename the
tables that are synchronized to the destination database. You can use
this feature if the source and destination databases contain identical
table names and the tables in the destination database cannot be
deleted or renamed. For more information, see Rename an object to be
synchronized.

IgnoreIgnore: skips the precheck for identical table names in the source and
destination databases.

Warning Warning If you select IgnoreIgnore, data consistency is not guaranteed
and your business may be exposed to potential risks.

If the source and destination databases have the same schema,
DTS does not synchronize data records that have the same
primary keys as data records in the destination database.

If the source and destination databases have different schemas,
init ial data synchronization may fail. In this case, only specific
columns are synchronized or the data synchronization task fails.

Merge Multi Tables

If you select YesYes , DTS adds the  __dts_data_source  column to each table
to record data sources. In this case, DDL operations cannot be synchronized.

NoNo  is selected by default. In this case, DDL operations can be synchronized.

Not e Not e You can merge the data source columns based on tasks rather
than tables. To merge only the data source columns of specific tables, you
can create two data synchronization tasks.

Synchronization
Type

Select the types of operations that you want to synchronize based on your
business requirements. All operation types are selected by default. For more
information, see SQL operations that can be synchronized.

Parameter Description
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Select the objects
to be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon to

move the objects to the Select edSelect ed section.
You can select tables or databases as the objects to be synchronized.

Not eNot e

If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the destination
database.

If you select a table as the object to be synchronized, only the ADD
COLUMN operations that are performed on the table are
synchronized to the destination database.

After an object is synchronized to the destination cluster, the name
of the object remains unchanged. You can use the object name
mapping feature to rename the objects that are synchronized to the
destination cluster. For more information, see Rename an object to
be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.

Replicate
Temporary Tables
When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online DDL
operations.

Not e Not e If online DDL operations generate a large amount of data,
the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database may
be locked.

Parameter Description
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Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Parameter Description

9. In the lower-right corner of the page, click NextNext .

10. Specify a type for the tables that you want to synchronize to the dest ination database.

Not e Not e After you select  Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion, you must specify the t ypet ype,
primary key columnprimary key column, and part it ion key columnpart it ion key column for the tables that you want to synchronize
to . For more information, see CREATE TABLE.

11. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.
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You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

Analyt icDB for PostgreSQL (previously known as HybridDB for PostgreSQL) is a fast, easy-to-use, and
cost-effect ive warehousing service that can process petabytes of data. This topic describes how to
synchronize data from a PolarDB for MySQL cluster to an Analyt icDB for PostgreSQL instance by using
Data Transmission Service (DTS). The data synchronization feature is applicable to scenarios such as ad
hoc query and analysis, extract, transform, and load (ETL) operations, and data visualization.

PrerequisitesPrerequisites
The binary logging feature is enabled for the PolarDB for MySQL cluster. For more information, see
Enable binary logging.

The tables to be synchronized from the PolarDB for MySQL cluster contain primary keys.

An instance is created. For more information, see Create an Analyt icDB for PostgreSQL instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

During init ial full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the dest ination instance. After init ial full data synchronization is complete, the tablespace
of the dest ination instance is larger than that of the source cluster.

LimitsLimits
You can select  only tables as the objects to be synchronized.

DTS does not synchronize the following types of data: BIT, VARBIT, GEOMETRY, ARRAY, UUID,
TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

Prefix indexes cannot be synchronized. If  the source database contains prefix indexes, data may fail
to be synchronized.

We recommend that you do not use gh-ost  or pt-online-schema-change to perform DDL operations
on objects during data synchronization. Otherwise, data synchronization may fail.

8.8. Synchronize data from a PolarDB8.8. Synchronize data from a PolarDB
for MySQL cluster to an AnalyticDB forfor MySQL cluster to an AnalyticDB for
PostgreSQL instancePostgreSQL instance
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SQL operations that can be synchronizedSQL operations that can be synchronized
DML operations: INSERT, UPDATE, and DELETE

DDL operation: ADD COLUMN

Not e Not e The CREATE TABLE operation is not supported. To synchronize data from a new
table, you must add the table to the selected objects. For more information, see Add an object
to a data synchronization task.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way many-to-one synchronization

Term mappingsTerm mappings

PolarDB for MySQL

Database Schema

Table Table

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to PolarDBPolarDB, set  Target Instance to
Analyt icDB f or Post greSQLAnalyt icDB f or Post greSQL, and set  Synchronization Topology to One-WayOne-Way
Synchronizat ionSynchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

N/A
Synchronizat
ion Task
Name

DTS automatically generates a task name. We recommend that you
specify an informative name for easy identification. You do not need
to use a unique task name.

Source
Instance
Details

Instance
Type

This parameter is set to PolarDB Inst ancePolarDB Inst ance and cannot be changed.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

PolarDB
Instance ID

Select the ID of the PolarDB for MySQL cluster.

Database
Account

Enter the database account of the PolarDB for MySQL cluster.

Not e Not e The database account must have the read
permissions on the objects to be synchronized.

Database
Password

Enter the password of the database account.
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Destination
Instance
Details

Instance
Type

This parameter is set to Analyt icDB f or Post greSQLAnalyt icDB f or Post greSQL and cannot be
changed.

Instance
Region

The destination region that you selected on the buy page. You cannot
change the value of this parameter.

Instance ID Select the ID of the instance.

Database
Name

Enter the name of the destination database in the instance.

Database
Account

Enter the init ial accountinit ial account  of the instance. For more information, see
Create a database account.

Not e Not e You can also enter an account that has the
RDS_SUPERUSER permission. For more information, see Manage
users and permissions.

Database
Password

Enter the password of the database account.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelists of the PolarDB for MySQL
cluster and the instance. This ensures that DTS servers can connect to the source cluster and
the dest ination instance.

8. Select  the synchronization policy and the objects to be synchronized.
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Setting Parameter Description

Init ial Synchronization

You must select both Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion
and Init ial Full Dat a Synchroniz at ionInit ial Full Dat a Synchroniz at ion in most cases.
After the precheck, DTS synchronizes the schemas and
data of the required objects from the source instance to
the destination instance. The schemas and data are the
basis for subsequent incremental synchronization.

Dat a Transmission Service
Dat a Synchronizat ion··Synchronize d
at a t o or from an Apsara PolarDB fo

r MySQL clust er

> Document  Version: 20220712 400



Select the
synchronizatio
n policy

Processing Mode of
Conflicting Tables

Clear T arget  T ableClear T arget  T able
Skips the Schema Name Conf lictSchema Name Conf lict  item during the
precheck. Clears the data in the destination table
before init ial full data synchronization. If you want to
synchronize your business data after testing the data
synchronization task, you can select this mode.

IgnoreIgnore
Skips the Schema Name Conf lictSchema Name Conf lict  item during the
precheck. Adds data to the existing data during init ial
full data synchronization. If you want to synchronize
data from multiple tables to one table, you can select
this mode.

Synchronization Type

Select the types of operations that you want to
synchronize based on your business requirements.

InsertInsert

Updat eUpdat e

Delet eDelet e

Alt erT ableAlt erT able

Select the
objects to be
synchronized

N/A

Select one or more tables from the AvailableAvailable section

and click the  icon to move the tables to the

Select edSelect ed section.

Not eNot e

You can select only tables as the objects to
be synchronized.

You can use the object name mapping
feature to change the names of the columns
that are synchronized to the destination
database. For more information, see Rename
an object to be synchronized.

Rename
Databases
and Tables

N/A

You can use the object name mapping feature to rename
the objects that are synchronized to the destination
instance. For more information, see Object name
mapping.

Setting Parameter Description
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Replicate
Temporary
Tables When
DMS Performs
DDL
Operations

N/A

If you use Data Management (DMS) to perform online DDL
operations on the source database, you can specify
whether to synchronize temporary tables generated by
online DDL operations.

YesYes : DTS synchronizes the data of temporary tables
generated by online DDL operations.

Not e Not e If online DDL operations generate a
large amount of data, the data synchronization
task may be delayed.

NoNo : DTS does not synchronize the data of temporary
tables generated by online DDL operations. Only the
original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the
destination database may be locked.

Retry T ime for
Failed
Connections

N/A

By default, if DTS fails to connect to the source or
destination database, DTS retries within the next 720
minutes (12 hours). You can specify the retry t ime based
on your needs. If DTS reconnects to the source and
destination databases within the specified time, DTS
resumes the data synchronization task. Otherwise, the
data synchronization task fails.

Not e Not e When DTS retries a connection, you are
charged for the DTS instance. We recommend that
you specify the retry t ime based on your business
needs. You can also release the DTS instance at your
earliest opportunity after the source and destination
instances are released.

Setting Parameter Description

9. Specify the primary key column and distribution column of the table that you want to synchronize
to the instance.
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Not e Not e The page in this step appears only if  you select  Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion.
For more information about primary key columns and distribution columns, see Define
constraints and Define table distribution.

10. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

11. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

12. Wait  until the init ial synchronization is complete and the data synchronization task is in the
Synchroniz ingSynchroniz ing state.

You can view the status of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

Distributed Relat ional Database Service (PolarDB-X 1.0) is developed by Alibaba Group to address the
bott leneck of single-host  database services. DRDS is compatible with the MySQL protocol and syntax,
and supports automatic sharding, online smooth scaling, auto scaling, and transparent read/write
split t ing. DRDS provides O&M capabilit ies throughout the lifecycle of databases. This topic describes
how to synchronize data from a PolarDB for MySQL cluster to a PolarDB-X 1.0 instance by using Data
Transmission Service (DTS).

PrerequisitesPrerequisites
The binary logging feature is enabled for the PolarDB for MySQL cluster. For more information, see
Enable binary logging.

The tables to be synchronized from the source database contain primary keys.

8.9. Synchronize data from a PolarDB8.9. Synchronize data from a PolarDB
for MySQL cluster to a PolarDB-Xfor MySQL cluster to a PolarDB-X
instanceinstance
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The dest ination database has sufficient  storage space.

A PolarDB-X instance is created. For more information, see Create a instance and Create a database.

Not e Not e When you create an instance, you must select  RDS MySQL as the storage type.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

During init ial full data synchronization, concurrent INSERT operations cause fragmentation in the
tables of the dest ination cluster. After init ial full data synchronization, the tablespace of the
destination cluster is larger than that of the source database. You must make sure that the
destination database has sufficient  storage space.

DTS does not synchronize schemas from an ApsaraDB RDS for MySQL instance to a PolarDB-X 1.0
instance. Before you configure a data synchronization task, you must create databases and tables in
the dest ination instance.

LimitsLimits
You can select  only tables as the objects to be synchronized.

DTS does not synchronize the following types of data: BIT, VARBIT, GEOMETRY, ARRAY, UUID,
TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

Prefix indexes cannot be synchronized. If  the source database contains prefix indexes, data may fail
to be synchronized.

We recommend that you do not use gh-ost  or pt-online-schema-change to perform DDL operations
on objects during data synchronization. Otherwise, data synchronization may fail.

SQL operations that can be synchronizedSQL operations that can be synchronized
INSERT, UPDATE, and DELETE

Permissions required for database accountsPermissions required for database accounts

Database Required permissions

PolarDB for MySQL
The database account must have the SELECT permission on the objects
to be synchronized, the REPLICATION CLIENT permission, the
REPLICATION SLAVE permission, and the SHOW VIEW permission.

PolarDB-X 1.0
DTS automatically creates a database account and grants permissions
to the account. You do not need to specify the database account.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization
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One-way many-to-one synchronization

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way many-to-one synchronization

Before you beginBefore you begin
When you synchronize data from a PolarDB for MySQL cluster to a PolarDB-X 1.0 instance, note that DTS
does not support  init ial schema synchronizat ioninit ial schema synchronizat ion. Therefore, you must create databases and tables
in the dest ination instance based on the schemas of the objects in the source PolarDB for MySQL
cluster. For more information, see Create a DRDS database and Create a DRDS table.

Not e Not e During init ial schema synchronizat ioninit ial schema synchronizat ion, DTS synchronizes the schemas of the
required objects from the source database to the dest ination database.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to PolarDBPolarDB, set  Target Instance to PolarDB-PolarDB-
XX, and set  Synchronization Topology to One-Way Synchronizat ionOne-Way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source cluster and the dest ination instance.
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Section Parameter Description

N/A
Synchronizatio
n Task Name

DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You do
not need to use a unique task name.

Source
Instance
Details

Instance Type Select PolarDB Inst ancePolarDB Inst ance.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

PolarDB
Instance ID

Select the ID of the source PolarDB cluster.

Database
Account

Enter the database account of the source PolarDB cluster. For
information about the permissions that are required for the
account, see Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Destination
Instance
Details

Instance Type This parameter is set to DRDS Inst anceDRDS Inst ance and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

DRDS Instance
ID

Select the ID of the destination DRDS instance.

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelists of the source cluster and
the dest ination instance. This ensures that DTS servers can connect to the source cluster and
the dest ination instance.

8. Select  the synchronization policy and the objects to be synchronized.
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Setting Description

Select the objects
to be synchronized

Select one or more tables from the AvailableAvailable section and click the  icon to

move the tables to the Select edSelect ed section.

Not eNot e

You can select only tables as the objects to be synchronized.

By default, after an object is synchronized to the destination
instance, the name of the object remains unchanged. You can use
the object name mapping feature to change the names of the
objects that are synchronized to the destination instance. For more
information, see Rename an object to be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.
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Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. Click NextNext .

10. Specify whether you want to perform init ial full data synchronization.

Not e Not e During init ial f ull dat a synchronizat ioninit ial f ull dat a synchronizat ion, DTS synchronizes the historical data of
the required objects from the source database to the dest ination database. If  you do not
select  Init ial Full Data Synchronization, DTS does not synchronize the historical data.

11. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.
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You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.
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PolarDB for Oracle is a next-generation cloud-native relat ional database service that is developed by
Alibaba Cloud. PolarDB for Oracle is highly compatible with the Oracle database engine. This topic
describes how to configure one-way data synchronization between PolarDB for Oracle clusters by using
Data Transmission Service (DTS).

PrerequisitesPrerequisites
The source PolarDB for Oracle cluster uses the latest  version. For more information, see Version
Management.

The tables to be synchronized contain primary keys or UNIQUE NOT NULL indexes.

The value of the wal_level parameter is set  to logical for the source PolarDB for Oracle cluster. This
sett ing ensures that logical decoding is supported in write-ahead logging (WAL). For more
information, see Configure cluster parameters.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

A single data synchronization task can synchronize data from only one database. To synchronize
data from mult iple databases, you must create a data synchronization task for each database.

To ensure that the delay t ime of data synchronization is accurate, DTS adds a heartbeat table
named  dts_postgres_heartbeat  to the source database. The following figure shows the schema
of the heartbeat table.

If  you select  a schema as the object  to be synchronized and create a table in the schema or run the
RENAME command to rename the table, you must run the  ALTER TABLE schema.table REPLICA IDENT
ITY FULL;  command before you write data to the table.

9.Synchronize data to or from a9.Synchronize data to or from a
PolarDB for Oracle clusterPolarDB for Oracle cluster
9.1. Configure one-way data9.1. Configure one-way data
synchronization between PolarDB forsynchronization between PolarDB for
Oracle clustersOracle clusters
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Not e Not e Replace the  schema  and  table  in the preceding sample command with the
actual schema name and table name.

SQL operations that can be synchronizedSQL operations that can be synchronized

Operation type SQL statements

DML INSERT, UPDATE, and DELETE

DDL

CREATE TABLE and DROP TABLE

ALTER TABLE, including RENAME TABLE, ADD COLUMN, ADD COLUMN
DEFAULT, ALTER COLUMN TYPE, DROP COLUMN, ADD CONSTRAINT, ADD
CONSTRAINT CHECK, and ALTER COLUMN DROP DEFAULT

CREATE INDEX ON TABLE

Not e Not e Data definit ion language (DDL) statements are not
synchronized in the following scenarios:

Additional information such as CASCADE and RESTRICT  in DDL
statements is not synchronized.

If a transaction contains both DML and DDL statements, the DDL
statements are not synchronized.

If only some DDL statements of a transaction are included in the
objects of the data synchronization task, the DDL statements
are not synchronized.

If a DDL statement is executed in a session that is created by
running the SET  session_replication_role = replica command, the
DDL statement is not synchronized.

If no schema is defined in a DDL statement, the DDL statement is
not synchronized. In this case, the public schema is specified in
the SHOW search_path command.

If a DDL statement contains IF NOT EXISTS, the DDL statement is
not synchronized.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  both Source Instance and Destination Instance to PolarDBPolarDB,
and set  Synchronization Topology to One-way Synchronizat ionOne-way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.
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4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Section Parameter Description

N/A
Synchronizat
ion Task
Name

DTS automatically generates a task name. We recommend that you
specify an informative name to identify the task. You do not need to
use a unique task name.

Source
Instance
Details

Instance
Type

The value of this parameter is set to PolarDB Inst ancePolarDB Inst ance and cannot be
changed.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

PolarDB
Instance ID

Select the ID of the source PolarDB for Oracle cluster.

Database
Name

Enter the name of the source database.

Database
Account

Enter the privileged account of the source PolarDB for Oracle cluster.
For more information about how to create a privileged database
account, see Create database accounts.
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Database
Password

Enter the password of the database account.

Destination
Instance
Details

Instance
Type

The value of this parameter is set to PolarDBPolarDB and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. You cannot
change the value of this parameter.

PolarDB
Instance ID

Select the ID of the destination PolarDB for Oracle cluster.

Database
Name

Enter the name of the destination database.

Database
Account

Enter the database account of the destination PolarDB for Oracle
cluster. The account must have the permissions of the dat abasedat abase
ownerowner.

Not ice Not ice You can specify the dat abase ownerdat abase owner when you
create a database.

Database
Password

Enter the password of the database account.

Section Parameter Description

7. 

8. Select  the processing mode of conflict ing tables and the objects to be synchronized.
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Setting Description
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Select the processing
mode of conflicting
tables

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that have
the same names as tables in the source database, the precheck is passed.
Otherwise, an error is returned during precheck and the data
synchronization task cannot be started.

Not e Not e You can use the object name mapping feature to rename
the tables that are synchronized to the destination database. You can
use this feature if the source and destination databases contain
identical table names and the tables in the destination database
cannot be deleted or renamed. For more information, see Rename an
object to be synchronized.

IgnoreIgnore: skips the precheck for identical table names in the source and
destination databases.

Warning Warning If you select IgnoreIgnore, data consistency is not
guaranteed and your business may be exposed to potential risks.

During init ial data synchronization, DTS does not synchronize
the data records that have the same primary keys as the data
records in the destination database. This occurs if the source
and destination databases have the same schema. However,
DTS synchronizes these data records during incremental data
synchronization.

If the source and destination databases have different
schemas, init ial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.

Select the objects to
be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon

to move the objects to the Select edSelect ed section.
You can select tables or databases as the objects to be synchronized.

Not eNot e

If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the
destination database.

By default, after an object is synchronized to the destination
cluster, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination cluster. For more information,
see Rename an object to be synchronized.

Setting Description
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Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that
are synchronized to the destination instance. For more information, see
Object name mapping.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. In the lower-right corner of the page, click NextNext .

10. Select  the init ial synchronization types.

Init ial
synchronization
type

Description

Init ial schema
synchronization

DTS synchronizes the schemas of the required objects to the destination
PolarDB for Oracle cluster. DTS supports init ial schema synchronization for the
following types of objects: table, view, synonym, trigger, stored procedure,
function, package, and user-defined type.

Not ice Not ice However, if an object contains triggers, data will become
inconsistent between the source and destination databases. For more
information about how to solve this issue, see Configure a data
synchronization task for a source database that contains a trigger.

Init ial full data
synchronization

DTS synchronizes historical data of the required objects from the source
PolarDB for Oracle cluster to the destination PolarDB for Oracle cluster.

Not ice Not ice During data synchronization, do not perform DDL operations
on the objects to be synchronized. Otherwise, the objects may fail to be
synchronized.

11. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

Kafka is a distributed message queue service that features high throughput and high scalability. Kafka is
widely used for big data analyt ics such as log collect ion, monitoring data aggregation, streaming
processing, and online and offline analysis. It  is important for the big data ecosystem. This topic
describes how to synchronize data from a PolarDB for Oracle cluster to a self-managed Kafka cluster by
using Data Transmission Service (DTS). The data synchronization feature allows you to extend message
processing capabilit ies.

PrerequisitesPrerequisites
The source PolarDB for Oracle cluster uses the latest  version. For more information, see Version
Management.

The tables to be synchronized contain primary keys or UNIQUE NOT NULL indexes.

The value of the wal_level parameter is set  to logical for the source PolarDB for Oracle cluster. This
sett ing ensures that logical decoding is supported in write-ahead logging (WAL). For more
information, see Configure cluster parameters.

PrecautionsPrecautions

9.2. Synchronize data from a PolarDB9.2. Synchronize data from a PolarDB
for Oracle cluster to a self-managedfor Oracle cluster to a self-managed
Kafka clusterKafka cluster
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In this scenario, DTS supports only and are not supported. incremental data synchronizationSchema
synchronizationfull data synchronization

A data synchronization task can synchronize data from only a single database. To synchronize data
from mult iple databases, you must create a data synchronization task for each database.

To ensure that the latency of data synchronization is accurate, DTS adds a heartbeat table named  
dts_postgres_heartbeat  to the source database. The following figure shows the schema of the
heartbeat table.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to PolarDBPolarDB, Dest ination Instance to Kaf kaKaf ka,
and Synchronization Topology to One-way Synchronizat ionOne-way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

N/A
Synchronizat
ion Task
Name

The task name that DTS automatically generates. We recommend that
you specify a descriptive name that makes it  easy to identify the task.
You do not need to use a unique task name.

Source
Instance
Details

Instance
Type

The value of this parameter is set to PolarDB Inst ancePolarDB Inst ance and cannot be
changed.

Instance
Region

The source region that you selected on the buy page. The value of this
parameter cannot be changed.

PolarDB
Instance ID

The ID of the source PolarDB for Oracle cluster.

Database
Name

The name of the source database.

Database
Account

A privileged account of the source PolarDB for Oracle cluster. For more
information about how to create a privileged database account, see
Create database accounts.

Database
Password

The password of the database account.

Destination
Instance
Details

Instance
Type

The access method of the self-managed Kafka cluster. In this
example, User-Creat ed Dat abase wit h Public IP AddressUser-Creat ed Dat abase wit h Public IP Address  is
selected.

Not e Not e If the self-managed Kafka cluster is connected over
other methods, you must deploy the network environment for the
Kafka cluster. For more information, see Preparation overview.

Instance
Region

The destination region that you selected on the buy page. The value
of this parameter cannot be changed.

ECS Instance
ID

The ID of the Elastic Compute Service (ECS) instance on which the Kafka
cluster is deployed.

Database
Type

Select Kaf kaKaf ka.

Port Number The service port number of the Kafka cluster. Default value: 9092.

Database
Account

The username that is used to log on to the Kafka cluster. If no
authentication is enabled for the Kafka cluster, you do not need to
enter the username.

Database
Password

The password that corresponds to the username. If no authentication
is enabled for the Kafka cluster, you do not need to enter the
password.

Topic Click Get  T opic ListGet  T opic List  and select a topic name from the drop-down list.
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Kafka
version

The version of the self-managed Kafka cluster.

Encryption
Select Non-encrypt edNon-encrypt ed or SCRAM-SHA-256SCRAM-SHA-256 based on your business
and security requirements.

Section Parameter Description

7. 

8. Select  the objects to be synchronized.

Setting Description
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Select the objects to
be synchronized

Select one or more tables from the AvailableAvailable section and click the  icon

to add the tables to the Select edSelect ed section. You can select only tables as the
objects to synchronize.

Not e Not e DTS maps the table names to the topic name that you
select in Step 6. If you want to change the topic name, you can move
the pointer over the table and click EditEdit . You must specify a topic that
exists in the Kafka cluster. For more information, see Rename an object
to be synchronized.

Data format delivered
to Kafka

The data that is synchronized to the Kafka cluster is stored in the Avro or
SharePlex JSON format. For more information, see Data formats of a Kafka
cluster.

Policy f or ShippingPolicy f or Shipping
Dat a t o Kaf kaDat a t o Kaf ka
Part it ionsPart it ions

Select a synchronization policy based on your business requirements. For
more information, see Specify the policy for synchronizing data to Kafka
partit ions.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that
are synchronized to the destination instance. For more information, see
Object name mapping.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. In the lower-right corner of the page, click NextNext .

10. Select  the init ial synchronization type and filter options.

Parameter Description
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Init ialize
synchronization

Init ial Increment al Dat a Synchroniz at ionInit ial Increment al Dat a Synchroniz at ion is selected by default. DTS
synchronizes incremental data that is generated in the source database to
the destination database.

Filter options

Ignore DDL in increment al synchroniz at ion phaseIgnore DDL in increment al synchroniz at ion phase is selected by
default. DTS does not synchronize DDL operations that are performed on the
source database during incremental data synchronization.

Not e Not e The setting of this parameter does not take effect. DTS
does not synchronize DDL operations that are performed on the source
database regardless of whether you select this option.

Parameter Description

11. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.
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PolarDB-X is developed by Alibaba Cloud to address the bott leneck of single-host  database services.
PolarDB-X is compatible with the MySQL protocol and syntax, and supports automatic sharding, online
smooth scaling, auto scaling, and transparent read/write split t ing. PolarDB-X provides O&M capabilit ies
throughout the lifecycle of databases. This topic describes how to synchronize data between PolarDB-
X instances by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
A database is created in the source PolarDB-X instance based on one or more ApsaraDB RDS for
MySQL instances.

The tables to be synchronized contain primary keys.

The dest ination database in the RDS instance that corresponds to the dest ination PolarDB-X instance
has sufficient  storage space.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

When the data synchronization task is running, do not upgrade or downgrade the PolarDB-X
instance, migrate frequently-accessed tables, change shard keys, or perform DDL operations on
source objects. Otherwise, the data synchronization task fails.

If  you switch the network type of the PolarDB-X instance during data synchronization, you must
submit  a t icket  to update the network connection sett ings of the data synchronization task.

SQL operations that can be synchronizedSQL operations that can be synchronized
INSERT, UPDATE, and DELETE

Before you beginBefore you begin
DTS does not support  schema synchronizat ionschema synchronizat ion between PolarDB-X instances. Therefore, you must
create a database and tables in the dest ination PolarDB-X instance based on the schemas of the
objects in the source PolarDB-X instance. For more information, see Create a database and Create a
table.

10.Synchronize data to or from10.Synchronize data to or from
a DRDS instancea DRDS instance
10.1. Synchronize data between10.1. Synchronize data between
PolarDB-X instancesPolarDB-X instances
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Not e Not e During schema synchronizat ionschema synchronizat ion, DTS synchronizes the schemas of the required
objects from the source database to the dest ination database.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  both Source Instance and Destination Instance to PolarDB-XPolarDB-X
and set  Synchronization Topology to One-way Synchronizat ionOne-way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Section Parameter Description

N/A
Synchronizatio
n Task Name

DTS automatically generates a task name. We recommend that
you specify an informative name to identify the task. You do not
need to use a unique task name.

Source
Instance
Details

Instance Type This parameter is set to DRDS Inst anceDRDS Inst ance and cannot be changed.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

DRDS Instance
ID

Select the ID of the source PolarDB-X instance.
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Destination
Instance
Details

Instance Type This parameter is set to DRDS Inst anceDRDS Inst ance and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

DRDS Instance
ID

Select the ID of the destination PolarDB-X instance.

Section Parameter Description

7. 

8. Select  the synchronization policy and the objects to be synchronized.

Setting Description
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Select the
processing mode
of conflicting
tables

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination tables are empty.
If the destination tables are empty, the precheck is passed. If the tables are
not empty, an error is returned during the precheck and the data
synchronization task cannot be started.

IgnoreIgnore: skips the check for empty destination tables.

Warning Warning If you select IgnoreIgnore, data consistency is not guaranteed
and your business may be exposed to potential risks.

If the source and destination databases have the same schema,
DTS does not synchronize the data records that have the same
primary keys as the data records in the destination database.

If the source and destination databases have different schemas,
only some columns are synchronized or the data synchronization
task fails.

Select the objects
to be synchronized

Select one or more tables from the AvailableAvailable section and click the  icon to

move the tables to the Select edSelect ed section.

Not eNot e

You can select only tables as the objects to be synchronized.

By default, after an object is synchronized to the destination
instance, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see
Rename an object to be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.

Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description
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9. Click NextNext .

10. Specify whether you want to perform init ial full data synchronization.

Not e Not e During init ial f ull dat a synchronizat ioninit ial f ull dat a synchronizat ion, DTS synchronizes the historical data of
the required objects from the source database to the dest ination database. If  you do not
select  Init ial Full Data Synchronization, DTS does not synchronize the historical data.

11. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

10.2. Synchronize data from a10.2. Synchronize data from a
PolarDB-X 1.0 instance to anPolarDB-X 1.0 instance to an
AnalyticDB for MySQL clusterAnalyticDB for MySQL cluster
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is a real-t ime online analyt ical processing (OLAP) service that is developed by Alibaba Cloud for online
data analysis with high concurrency. Analyt icDB for MySQL can analyze petabytes of data from mult iple
dimensions at  millisecond-level t iming to provide you with data-driven insights into your business. This
topic describes how to synchronize data from a PolarDB-X 1.0 instance to an cluster by using Data
Transmission Service (DTS). After you synchronize data, you can use Analyt icDB for MySQL to build
internal business intelligence (BI) systems, interact ive query systems, and real-t ime report  systems.

PrerequisitesPrerequisites
A database is created in the source PolarDB-X instance based on one or more ApsaraDB RDS for
MySQL instances.

An cluster is created. For more information, see Create an cluster.

The dest ination cluster has sufficient  storage space.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

When the data synchronization task is running, do not upgrade or downgrade the PolarDB-X
instance, migrate frequently-accessed tables, change shard keys, or perform DDL operations on
source objects. Otherwise, the data synchronization task fails.

If  you switch the network type of the PolarDB-X instance during data synchronization, you must
submit  a t icket  to update the network connection sett ings of the data synchronization task.

We recommend that you do not use gh-ost  or pt-online-schema-change to perform data definit ion
language (DDL) operations on the required objects during data synchronization. Otherwise, data may
fail to be synchronized.

Due to the limits of , if  the disk space usage of the nodes in an cluster reaches 80%, the cluster is
locked. We recommend that you est imate the required disk space based on the objects that you
want to synchronize. You must ensure that the dest ination cluster has sufficient  storage space.

Prefix indexes cannot be synchronized. If  the source database contains prefix indexes, data may fail
to be synchronized.

SQL operations that can be synchronizedSQL operations that can be synchronized
INSERT, UPDATE, and DELETE

Permissions required for database accountsPermissions required for database accounts

Database Required permission

PolarDB-X

The SELECT permission on the objects to
synchronize and the REPLICATION CLIENT and
REPLICATION SLAVE permissions. These permissions
are automatically granted by DTS.
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Read and write permissions on the objects to
synchronize

Database Required permission

Data type mappingsData type mappings
For more information, see Data type mappings for schema synchronization.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to PolarDB-XPolarDB-X, Target Instance to
Analyt icDB f or MySQLAnalyt icDB f or MySQL, and Synchronization Topology to One-Way Synchronizat ionOne-Way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Section Parameter Description

N/A
Synchronizatio
n Task Name

The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to use a unique task name.
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Source
Instance
Details

Instance Type This parameter is set to DRDS Inst anceDRDS Inst ance and cannot be changed.

Instance
Region

The source region that you selected on the buy page. The value of
this parameter cannot be changed.

DRDS Instance
ID

The ID of the source PolarDB-X 1.0 instance.

Destination
Instance
Details

Instance Type This parameter is set to Analyt icDBAnalyt icDB and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. The
value of this parameter cannot be changed.

Version Select 3.03.0.

Database The ID of the instance.

Database
Account

The database account of the cluster. For information about the
permissions that are required for the account, see Permissions
required for database accounts.

Database
Password

The password of the database account.

Section Parameter Description

7. 

8. Select  the synchronization policy and objects to synchronize.
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Setting Description

Init ial
Synchronization

You must select both Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion and Init ial Full Dat aInit ial Full Dat a
Synchroniz at ionSynchroniz at ion in most cases. After the precheck is complete, DTS
synchronizes the schemas and data of required objects from the source instance
to the destination cluster. The schemas and data are the basis for subsequent
incremental synchronization.
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Processing Mode In
Existed Target
Table

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination database
contains tables that have the same names as tables in the source database. If
the destination database does not contain tables that have the same names
as those in the source database, the precheck is passed. Otherwise, an error is
returned during precheck and the data synchronization task cannot be started.

Not e Not e If the source and destination databases contain identical
table names and the tables in the destination database cannot be
deleted or renamed, you can use the object name mapping feature to
rename the tables that are synchronized to the destination database. For
more information, see Rename an object to be synchronized.

Ignore Errors and ProceedIgnore Errors and Proceed: skips the precheck for identical table names in
the source and destination databases.

Warning Warning If you select Ignore Errors and ProceedIgnore Errors and Proceed, data
consistency is not guaranteed and your business may be exposed to
potential risks.

If the source and destination databases have the same schema,
DTS does not synchronize data records that have the same
primary keys as data records in the destination database.

If the source and destination databases have different schemas,
init ial data synchronization may fail. In this case, only part of
columns are synchronized, or the data synchronization task fails.

Merge Multi Tables

If you select YesYes , DTS adds the  __dts_data_source  column to each table
to record data sources.

NoNo  is selected by default.

Not e Not e If you set this parameter to Yes, all of the selected source
tables in the task are merged into a destination table. If you want to merge
only part of the source tables, you can create two data synchronization
tasks.

Synchronization
Type

Select the types of operations that you want to synchronize based on your
business requirements. All operation types are selected by default.

InsertInsert

Updat eUpdat e

Delet eDelet e

Setting Description
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Select the objects
to synchronize

Select one or more tables from the AvailableAvailable section and click the  icon to

add the tables to the Select edSelect ed section.

Not eNot e

You can select only tables as objects to synchronize.

You can use the object name mapping feature to rename the
columns that are synchronized to the destination database. For
more information, see Rename an object to be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.

Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. In the lower-right corner of the page, click NextNext .

10. Specify a type for the tables that you want to synchronize to the dest ination database.

Not e Not e After you select  Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion, you must specify the t ypet ype,
primary key columnprimary key column, and part it ion key columnpart it ion key column for the tables that you want to synchronize
to . For more information, see CREATE TABLE.

11. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

Analyt icDB for PostgreSQL (previously known as HybridDB for PostgreSQL) is a fast, easy-to-use, and
cost-effect ive warehousing service that can process petabytes of data. This topic describes how to
synchronize data from a PolarDB-X instance to an Analyt icDB for PostgreSQL instance by using Data
Transmission Service (DTS). The data synchronization feature is suitable for scenarios such as ad-hoc
query and analysis, extract, transform, and load (ETL) operations, and data visualization.

PrerequisitesPrerequisites
A database is created in the source PolarDB-X instance based on one or more ApsaraDB RDS for
MySQL instances.

The tables to synchronize from the source database contain primary keys.

An Analyt icDB for PostgreSQL instance is created. For more information, see Create a Analyt icDB for
PostgreSQL instance.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is

10.3. Synchronize data from a10.3. Synchronize data from a
PolarDB-X 1.0 instance to anPolarDB-X 1.0 instance to an
AnalyticDB for PostgreSQL instanceAnalyticDB for PostgreSQL instance
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unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

When the data synchronization task is running, do not upgrade or downgrade the PolarDB-X
instance, migrate frequently-accessed tables, change shard keys, or perform DDL operations on
source objects. Otherwise, the data synchronization task fails.

If  you switch the network type of the PolarDB-X instance during data synchronization, you must
submit  a t icket  to update the network connection sett ings of the data synchronization task.

After a data synchronization task is started, new tables that are created in the source database can
be synchronized. To do this, you must add the tables to the selected objects of the task. For more
information, see Add an object  to a data synchronization task.

LimitsLimits
Only tables can be selected as the objects to synchronize.

DTS does not synchronize the following types of data: JSON, GEOMETRY, CURVE, SURFACE,
MULTIPOINT, MULTILINESTRING, MULTIPOLYGON, and GEOMETRYCOLLECTION.

SQL operations that can be synchronizedSQL operations that can be synchronized
INSERT, UPDATE, and DELETE

Term mappingsTerm mappings

PolarDB-X AnalyticDB for PostgreSQL

Database Schema

Table Table

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to PolarDB-XPolarDB-X, set  Target Instance to
Analyt icDB f or Post greSQLAnalyt icDB f or Post greSQL, and set  Synchronization Topology to One-WayOne-Way
Synchronizat ionSynchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

N/A
Synchronizatio
n Task Name

The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to use a unique task name.

Source
Instance
Details

Instance Type This parameter is set to DRDS Inst anceDRDS Inst ance and cannot be changed.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

DRDS Instance
ID

The ID of the source PolarDB-X instance.

Destination
Instance
Details

Instance Type
This parameter is set to Analyt icDB f or Post greSQLAnalyt icDB f or Post greSQL and cannot
be changed.

Instance
Region

The destination region that you selected on the buy page. The
value of this parameter cannot be changed.

Instance ID The ID of the AnalyticDB for PostgreSQL instance.

Database
Name

The name of the destination database in the AnalyticDB for
PostgreSQL instance.

Database
Account

The database account of the AnalyticDB for PostgreSQL instance.

Database
Password

The password of the database account.
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7. 

8. Set  the synchronization policy and objects to synchronize.

Setting Parameter Description

Init ial Synchronization

The synchronization policy. In most cases, you must select
both Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion and Init ial FullInit ial Full
Dat a Synchroniz at ionDat a Synchroniz at ion. After the precheck is complete,
DTS synchronizes the schemas and data of required
objects from the source instance to the destination
instance. The schemas and data are the basis for
subsequent incremental synchronization.
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Set the
synchronizat
ion policy

Processing Mode In
Existed Target Table

Clear T arget  T ableClear T arget  T able
Skips the check for empty destination tables during the
precheck. Clears the data in destination tables before
init ial full data synchronization. If you want to
synchronize your business data after you test the data
synchronization task, you can select this mode.

IgnoreIgnore
Skips the check for empty destination tables during the
precheck. Synchronizes data to the destination tables
without clearing the tables during init ial full data
synchronization. If you want to synchronize data from
multiple tables to a single table, you can select this
mode.

Synchronization Type

The operations that you want to synchronize based on
your business requirements.

InsertInsert

Updat eUpdat e

Delet eDelet e

Select the
objects to
synchronize

None

Select one or more tables from the AvailableAvailable section and

click the  icon to add the tables to the Select edSelect ed

section.

Not eNot e

You can select only tables as the objects to
synchronize.

You can use the object name mapping feature
to rename the columns that are synchronized
to the destination database. For more
information, see Rename an object to be
synchronized.

Rename
Databases
and Tables

None
You can use the object name mapping feature to rename
the objects that are synchronized to the destination
instance. For more information, see Object name mapping.

Setting Parameter Description
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Retry T ime
for Failed
Connections

None

By default, if DTS fails to connect to the source or
destination database, DTS retries within the next 720
minutes (12 hours). You can specify the retry t ime based
on your needs. If DTS reconnects to the source and
destination databases within the specified time, DTS
resumes the data synchronization task. Otherwise, the
data synchronization task fails.

Not e Not e When DTS retries a connection, you are
charged for the DTS instance. We recommend that
you specify the retry t ime based on your business
needs. You can also release the DTS instance at your
earliest opportunity after the source and destination
instances are released.

Setting Parameter Description

9. In the lower-right corner of the page, click NextNext .

10. Specify the primary key columns and distribution columns of the tables that you want to
synchronize to the Analyt icDB for PostgreSQL instance.

Not e Not e The page in this step appears only if  you select  Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion
in Step 8. For more information about primary key columns and distribution columns, see Define
constraints and Define table distribution.

11. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
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passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.
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Data Transmission Service (DTS) supports one-way data synchronization between ApsaraDB for Redis
instances. This feature is suitable for scenarios such as act ive geo-redundancy and geo-disaster
recovery. This topic describes how to configure one-way data synchronization between ApsaraDB for
Redis instances.

Warning Warning After you configure a data synchronization task, do not change the architecture
type of the source or dest ination database. For example, if  you change the master-replica
architecture to the cluster architecture, data synchronization fails. For more information about the
architecture types, see .

PrerequisitesPrerequisites
The engine versions of the source and dest ination instances are supported by DTS. For more
information, see Overview of data synchronization scenarios.

Not e Not e The version of the dest ination instance must be the same as or later than that of the
source instance. If  you want to synchronize data between different versions of instances, make
sure that the versions of the source and dest ination instances are compatible. For example, you
can create a dest ination pay-as-you-go instance to verify the compatibility between the source
and dest ination instances. Then, you can release this instance or change the billing method of
the instance to subscript ion.

The available storage space of the dest ination ApsaraDB for Redis instance is larger than the total
size of the data in the source ApsaraDB for Redis instance.

If  the source instance is a persistent memory-optimized instance of the ApsaraDB for Redis Enhanced
Edit ion (Tair), the appendonly parameter must be set  to ON.

The source instance cannot be a storage-optimized instance of the ApsaraDB for Redis Enhanced
Edit ion (Tair). In this scenario, a storage-optimized instance of ApsaraDB for Redis Enhanced Edit ion
(Tair) can be used only as the dest ination instance.

PrecautionsPrecautions
DTS uses the resources of the source and dest ination instances during init ial full data
synchronization. This may increase the loads of the database servers. If  you migrate a large amount
of data or if  the server specificat ions cannot meet your requirements, database services may become
unavailable. Before you synchronize data, evaluate the impact of data synchronization on the
performance of the source and dest ination instances. We recommend that you synchronize data
during off-peak hours.

If  an expirat ion policy is enabled for some keys in the source database, these keys may not be

11.Synchronize data between11.Synchronize data between
Redis databasesRedis databases
11.1. Configure one-way data11.1. Configure one-way data
synchronization between ApsaraDBsynchronization between ApsaraDB
for Redis instancesfor Redis instances
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deleted in a t imely manner after they expired. Therefore, the number of keys in the dest ination
database may be less than that in the source database. You can run the info command to view the
number of keys in the dest ination database.

Not e Not e The number of keys that do not have an expirat ion policy or have not expired is the
same in the source and dest ination databases.

If  the engine version of the source instance is 2.8, incremental data synchronization is not supported.

We recommend that you do not run the  FLUSHDB  or  FLUSHALL  command on the source instance
during data synchronization. If  you run one of the two commands, data inconsistency may occur
between the source and dest ination instances.

If  the data evict ion policy (  maxmemory-policy ) of the dest ination instance is not set  to  noevictio
n , data inconsistency may occur between the source and dest ination instances. For more
information about data evict ion policies, see How does ApsaraDB for Redis evict  data by default?

During data synchronization, if  the number of shards in the source instance is changed or if  the
database specificat ions are changed (for example, the memory capacity is scaled up), you must
reconfigure the data synchronization task. To ensure data consistency, we recommend that you clear
the data that has been synchronized to the dest ination instance before you reconfigure the task.

During data synchronization, if  the endpoint  of the source instance is changed, you must submit  a
t icket  to update the endpoint  change. Instance operations that may cause endpoint  changes include
zone changes and network type changes from classic network to virtual private cloud (VPC).
Otherwise, the append-only files (AOFs) of the source instance may be reset. For this reason, you
must reconfigure the task.

Limits on synchronizing a standalone ApsaraDB for Redis instance to an ApsaraDB for Redis cluster
instance: Each command can be run only on a single slot  in an ApsaraDB for Redis cluster instance. If
you perform operations on mult iple keys in the source database and the keys belong to different
slots, an error occurs.

CROSSSLOT Keys in request don't hash to the same slot

We recommend that you perform operations on only one key during data synchronization. Otherwise,
the synchronization task will be interrupted.

Supported synchronization topologiesSupported synchronization topologies
One-way one-to-one synchronization

One-way one-to-many synchronization

One-way cascade synchronization

For more information, see Synchronization topologies.

SQL operations that can be synchronizedSQL operations that can be synchronized
APPEND

BITOP, BLPOP, BRPOP, and BRPOPLPUSH

DECR, DECRBY, and DEL

EVAL, EVALSHA, EXEC, EXPIRE, and EXPIREAT

GEOADD and GETSET

HDEL, HINCRBY, HINCRBYFLOAT, HMSET, HSET, and HSETNX

INCR, INCRBY, and INCRBYFLOAT
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LINSERT, LPOP, LPUSH, LPUSHX, LREM, LSET, and LTRIM

MOVE, MSET, MSETNX, and MULTI

PERSIST, PEXPIRE, PEXPIREAT, PFADD, PFMERGE, and PSETEX

RENAME, RENAMENX, RESTORE, RPOP, RPOPLPUSH, RPUSH, and RPUSHX

SADD, SDIFFSTORE, SELECT, SET, SETBIT, SETEX, SETNX, SETRANGE, SINTERSTORE, SMOVE, SPOP, SREM,
and SUNIONSTORE

ZADD, ZINCRBY, ZINTERSTORE, ZREM, ZREMRANGEBYLEX, ZUNIONSTORE, ZREMRANGEBYRANK, and
ZREMRANGEBYSCORE

SWAPDB and UNLINK (supported only if  the engine version of the source instance is 4.0)

Not eNot e

PUBLISH operations cannot be synchronized.

If  you run the EVAL or EVALSHA command to call Lua scripts, DTS cannot identify whether
these Lua scripts are executed on the dest ination instance. This is because the dest ination
instance does not explicit ly return the execution results of Lua scripts during incremental
data synchronization.

When DTS runs the SYNC or PSYNC command to transfer data of the LIST type, DTS does not
clear the exist ing data in the dest ination instance. As a result , the dest ination instance may
contain duplicate data records.

Permissions required for database accountsPermissions required for database accounts

Database Permission and authorization method

Source ApsaraDB for Redis
instance

The database account must have read permissions. For more
information about how to grant the required permissions to an
account, see Create and manage database accounts.

Destination ApsaraDB for Redis
instance

The database account must have read and write permissions. For more
information about how to grant the required permissions to an
account, see Create and manage database accounts.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase a data

synchronization instance.

Not e Not e On the buy page, set  both Source Instance and Destination Instance to RedisRedis.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure T askConf igure T ask in the Act ions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

N/A
Synchronizatio
n Task Name

The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to use a unique task name.

Source
Instance
Details

Instance Type Select Redis Inst anceRedis Inst ance.

Instance
Region

The source region that you selected on the buy page. The value of
this parameter cannot be changed.

Instance ID The ID of the source instance.

Database
Password

The database password of the source instance. For information
about the permissions that are required for the database account,
see Permissions required for database accounts.

Not e Not e The database password is in the <user>:
<password> format. For example, if the username of a
custom account is admin and the password is Rp829dlwa, the
database password is admin:Rp829dlwa.

Destination

Instance Type Select Redis Inst anceRedis Inst ance.

Instance
Region

The destination region that you selected on the buy page. The
value of this parameter cannot be changed.

Instance ID The ID of the destination instance.
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Destination
Instance
Details

Database
Password

The database password of the destination instance. For
information about the permissions that are required for the
database account, see Permissions required for database
accounts.

Not e Not e The database password is in the <user>:
<password> format. For example, if the username of a
custom account is admin and the password is Rp829dlwa, the
database password is admin:Rp829dlwa.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not eNot e

You do not need to modify the security sett ings for ApsaraDB instances (such as and )
and databases that are hosted on Elast ic Compute Service (ECS). DTS automatically
adds the CIDR blocks of DTS servers to the whitelists of ApsaraDB instances or the
security group rules of ECS instances. For more information, see Add the CIDR blocks of
DTS servers to the security sett ings of on-premises databases.

After data synchronization is complete, we recommend that you remove the CIDR
blocks of DTS servers from the whitelists or security groups.

8. Select  the processing mode of conflict ing tables and the objects to synchronize.
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Setting Description

Select the processing
mode of conflicting
tables

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination instance is
empty. If the destination instance is empty, the precheck is passed. If the
instance is not empty, an error is returned during the precheck and the
data synchronization task cannot be started.

IgnoreIgnore: skips the check for empty destination instances.

Warning Warning If you select IgnoreIgnore, data records in the source
instance overwrite the data records that have the same keys in the
destination instance. Proceed with caution.

Select the objects to
synchronize

Select one or more databases from the AvailableAvailable section and click the 

 icon to add the databases to the Select edSelect ed section.

You can select only databases as objects to synchronize. Keys cannot be
selected as objects to synchronize.

Rename Databases and
Tables

In this scenario, you cannot rename objects.

Replicate Temporary
Tables When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online
DDL operations.

Not e Not e If online DDL operations generate a large amount of
data, the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated
by online DDL operations. Only the original DDL data of the source
database is synchronized.

Not e Not e If you select No, the tables in the destination database
may be locked.
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Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database,
DTS retries within the next 720 minutes (12 hours). You can specify the retry
time based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the
DTS instance. We recommend that you specify the retry t ime based on
your business needs. You can also release the DTS instance at your
earliest opportunity after the source and destination instances are
released.

Setting Description

9. In the lower-right corner of the page, click NextNext .

10. Select  init ial synchronization types. The value is set  to Include f ull dat a +  increment al dat aInclude f ull dat a +  increment al dat a
and cannot be changed.

Not eNot e

DTS synchronizes historical data from the source instance to the dest ination instance.
Then, DTS synchronizes incremental data.

If  a version-related error message is displayed, you must upgrade the source instance to
a specified version. For more information about how to upgrade the version, see
Upgrade the major version and Update the minor version.

11. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.
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12. Close the PrecheckPrecheck dialog box after the T he precheck is passed.T he precheck is passed. message is displayed in the
PrecheckPrecheck dialog box. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is complete and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

Not e Not e You can view the state of the data synchronization task on the Synchronizat ionSynchronizat ion
T asksT asks page.

This topic describes how to configure two-way data synchronization between ApsaraDB for Redis
Enhanced Edit ion (Tair) instances by using Data Transmission Service (DTS). The data synchronization
feature is applicable to scenarios such as act ive geo-redundancy and geo-disaster recovery.

PrerequisitesPrerequisites
The source and dest ination instances are ApsaraDB for Redis Enhanced Edit ion (Tair) instances (version
5.0).

Not eNot e

If the ApsaraDB for Redis instance is an Enhanced Edit ion instance (storage-optimized
instance), it  can be used only as the dest ination database.

If  the source ApsaraDB for Redis instance is an Enhanced Edit ion instance (persistent
memory-optimized instance), you must set  the appendonly parameter to yes.

ApsaraDB for Redis Enhanced Edit ion (Tair) supports the clust erclust er, st andardst andard, and
read/writ e split t ingread/writ e split t ing architectures.

PrecautionsPrecautions
During two-way data synchronization, the data synchronization task in the forward direct ion
performs and . The data synchronization task in the reverse direct ion performs only incremental data
synchronization.

Warning Warning To ensure data consistency, do not modify or write data to the same key in the
source and dest ination databases when the two-way data synchronization tasks are running.

11.2. Configure two-way data11.2. Configure two-way data
synchronization between ApsaraDBsynchronization between ApsaraDB
for Redis Enhanced Edition (Tair)for Redis Enhanced Edition (Tair)
instancesinstances
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full data synchronizationincremental data synchronization

DTS uses the resources of the source and dest ination databases during full data synchronization.
This may increase the loads of the database servers. If  you synchronize a large volume of data or the
server specificat ions cannot meet your requirements, the database services may become unavailable.
Before you synchronize data, evaluate the impacts of data synchronization on the performance of
the source and dest ination instances. We recommend that you synchronize data during off-peak
hours.

We recommend that you do not run the  FLUSHDB  or  FLUSHALL  command in the source instance
during data synchronization. Otherwise, data may become inconsistent between the source and
destination instances.

If  an expirat ion policy is enabled for some keys in the source database, these keys may not be
deleted in a t imely manner after they expired. Therefore, the number of keys in the dest ination
database may be less than that in the source database. You can run the info command to view the
number of keys in the dest ination database.

Not e Not e The number of keys that do not have an expirat ion policy or have not expired is the
same in the source and dest ination databases.

If  direct  connection is disabled for the dest ination ApsaraDB for Redis instance, DTS uses the proxy
forwarding mode to write data to the dest ination instance.

Not e Not e For more information about how to enable direct  connection, see Enable the direct
connection mode.

During data synchronization, if  the number of shards in the source or dest ination ApsaraDB for Redis
instance is increased or decreased, or if  the database specificat ions are changed (for example, the
memory capacity is scaled up), you must reconfigure the task. To ensure data consistency, we
recommend that you clear the data that has been synchronized to the source and dest ination Redis
databases before you reconfigure the task.

During data synchronization, if  the endpoint  of the source or dest ination ApsaraDB for Redis instance
is changed (for example, the zone of the instance is changed or the network type is changed from
classic network to VPC), you must submit  a t icket  to update the change. Otherwise, the append-only
files (AOF) of the source or dest ination ApsaraDB for Redis instance may be reset. In this case, you
must reconfigure the task.

If  the source or dest ination instance of a two-way data synchronization task resides in a region
outside the Chinese mainland, data can be synchronized only within this region. Cross-region two-
way synchronization is not supported. For example, if  the source instance resides in the Japan (Tokyo)
region, data can be synchronized only within the Japan (Tokyo) region and cannot be synchronized to
the Germany (Frankfurt) region.

Limits on synchronizing a standalone ApsaraDB for Redis instance to an ApsaraDB for Redis cluster
instance: Each command can be run only on a single slot  in an ApsaraDB for Redis cluster instance. If
you perform operations on mult iple keys in the source database and the keys belong to different
slots, an error occurs.

CROSSSLOT Keys in request don't hash to the same slot

We recommend that you perform operations on only one key during data synchronization. Otherwise,
the synchronization task will be interrupted.
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Operations that can be synchronizedOperations that can be synchronized
APPEND

BITOP, BLPOP, BRPOP, and BRPOPLPUSH

DECR, DECRBY, and DEL

EVAL, EVALSHA, EXEC, EXPIRE, and EXPIREAT

GEOADD and GETSET

HDEL, HINCRBY, HINCRBYFLOAT, HMSET, HSET, and HSETNX

INCR, INCRBY, and INCRBYFLOAT

LINSERT, LPOP, LPUSH, LPUSHX, LREM, LSET, and LTRIM

MOVE, MSET, MSETNX, and MULTI

PERSIST, PEXPIRE, PEXPIREAT, PFADD, PFMERGE, and PSETEX

RENAME, RENAMENX, RPOP, RPOPLPUSH, RPUSH, and RPUSHX

SADD, SDIFFSTORE, SELECT, SET, SETBIT, SETEX, SETNX, SETRANGE, SINTERSTORE, SMOVE, SPOP, SREM,
and SUNIONSTORE

UNLINK, ZADD, ZINCRBY, ZINTERSTORE, ZREM, ZREMRANGEBYLEX, ZUNIONSTORE, ZREMRANGEBYRANK,
and ZREMRANGEBYSCORE

SWAPDB (This operation is not supported if  the source or dest ination ApsaraDB for Redis instance is
deployed in the cluster architecture.)

Not iceNot ice

PUBLISH operations cannot be synchronized.

If  you run the EVAL or EVALSHA command to call Lua scripts, DTS cannot identify whether
these Lua scripts are executed on the dest ination database. During incremental data
synchronization, the dest ination database does not explicit ly return the execution results of
Lua scripts.

When DTS runs the SYNC or PSYNC command to transfer data of the LIST type, DTS does not
clear the exist ing data. As a result , the dest ination instance may contain duplicate data
records.

Permissions required for database accountsPermissions required for database accounts

Database Permissions and authorization method

Source ApsaraDB for Redis
instance

The database accounts of the source and destination instances must
have the read and write permissions. For more information about how
to authorize a database account, see Create and manage database
accounts.Destination ApsaraDB for Redis

instance

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not ice Not ice On the buy page, set  Source Instance to RedisRedis, set  Dest ination Instance to
RedisRedis, and set  Synchronization Topology to T wo-way Synchronizat ionT wo-way Synchronizat ion.
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2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Configure the data synchronization task in the forward direct ion.

i. Find the data synchronization instance, and click Conf igure T askConf igure T ask in the Act ionsAct ions column of
the first  data synchronization task.

Not ice Not ice A two-way data synchronization instance contains two data
synchronization tasks. You must set  parameters for each task. When you configure the
second data synchronization task, f ind the task and click Conf igure T askConf igure T ask in the Act ionsAct ions
column.

ii. Configure the source and dest ination instances.

Section Parameter Description

N/A
Synchronizati
on Task Name

DTS automatically generates a task name. We recommend that
you specify an informative name to identify the task. You do
not need to use a unique task name.
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Source
Instance
Details

Instance Type Select Redis Inst anceRedis Inst ance.

Instance
Region

The source region that you selected on the buy page. You
cannot change the value of this parameter.

Instance ID

Select the ID of the source ApsaraDB for Redis instance.

Not ice Not ice When you configure the data
synchronization task in the reverse direction, select the ID
of the destination ApsaraDB for Redis instance.

Database
Password

Enter the database password of the ApsaraDB for Redis
instance. For information about the permissions that are
required for the account, see Permissions required for database
accounts.

Not iceNot ice

Destination
Instance
Details

Instance Type Select Redis Inst anceRedis Inst ance.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

Instance ID

Select the ID of the destination ApsaraDB for Redis instance.

Not ice Not ice When you configure the data
synchronization task in the reverse direction, select the ID
of the source ApsaraDB for Redis instance.

Database
Password

Enter the database password of the ApsaraDB for Redis
instance. For information about the permissions that are
required for the account, see Permissions required for database
accounts.

Not iceNot ice

Section Parameter Description
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iii. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not eNot e

You do not need to modify the security sett ings for ApsaraDB instances (such as
and ) and ECS-hosted databases. DTS automatically adds the CIDR blocks of DTS
servers to the whitelists of ApsaraDB instances or the security group rules of Elast ic
Compute Service (ECS) instances. For more information, see Add the CIDR blocks of
DTS servers to the security sett ings of on-premises databases.

After data synchronization is completed, we recommend that you remove the CIDR
blocks of DTS servers from the whitelists or security groups.

iv. Select  the synchronization policy and the objects to be synchronized.

Setting Parameter Description

Select

Conflict
Resolution Policy

Overwrit eOverwrit e (Conflicting records in the destination instance are
overwritten)
During data synchronization, if data records have the same key
but different values, the data record with the latest key value
overwrites the conflicting records.
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Select
the
synchroni
zation
policy

Select the
processing mode
of conflicting
tables

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination
instance is empty. If the destination database is empty, the
precheck is passed. If the database is not empty, an error is
returned during the precheck and the data synchronization
task cannot be started.

IgnoreIgnore: skips the check for empty destination databases.

Warning Warning If you select IgnoreIgnore, the data records in
the source database overwrite the data records with
the same keys in the destination database. Proceed with
caution.

Select
the
objects
to be
synchroni
zed

N/A

Select one or more databases from the AvailableAvailable section

and click  icon to move the databases to the Select edSelect ed

section.

You can select only databases as the objects to be
synchronized. You cannot select keys as the objects to be
synchronized.

Rename
Database
s and
Tables

N/A In this scenario, you cannot rename objects.

Replicate
Tempora
ry Tables
When
DMS
Performs
DDL
Operatio
ns

N/A

If you use Data Management (DMS) to perform online DDL
operations on the source database, you can specify whether to
synchronize temporary tables generated by online DDL
operations.

YesYes : DTS synchronizes the data of temporary tables
generated by online DDL operations.

Not e Not e If online DDL operations generate a large
amount of data, the data synchronization task may be
delayed.

NoNo : DTS does not synchronize the data of temporary tables
generated by online DDL operations. Only the original DDL
data of the source database is synchronized.

Not e Not e If you select No, the tables in the
destination database may be locked.

Setting Parameter Description
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Retry
T ime for
Failed
Connecti
ons

N/A

By default, if DTS fails to connect to the source or destination
database, DTS retries within the next 720 minutes (12 hours).
You can specify the retry t ime based on your needs. If DTS
reconnects to the source and destination databases within the
specified time, DTS resumes the data synchronization task.
Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are
charged for the DTS instance. We recommend that you
specify the retry t ime based on your business needs. You
can also release the DTS instance at your earliest
opportunity after the source and destination instances are
released.

Setting Parameter Description

v. In the lower-right corner of the page, click NextNext .

vi. Select  the init ial synchronization types.

The value is set  to Include f ull dat a +  increment al dat aInclude f ull dat a +  increment al dat a. DTS synchronizes historical data
from the source ApsaraDB for Redis instance to the dest ination ApsaraDB for Redis instance.
Then, DTS synchronizes incremental data.

Not iceNot ice

If all the required objects have been synchronized from the source instance to the
destination instance, the data synchronization task in the reverse direct ion
synchronizes only incremental data.

If  a version-related error message appears, you can upgrade the source ApsaraDB
for Redis instance to a specified version. For more information, see Upgrade the
major version and Update the minor version.
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vii. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You
can start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed

item to view details.

After you troubleshoot the issues based on the causes, you can run a
precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items
and run a precheck again.

viii. Close the PrecheckPrecheck dialog box after the following message is displayed: Precheck PassedPrecheck Passed.
Then, the data synchronization task in the forward direct ion starts.

6. Wait  until init ial synchronization is completed and the data synchronization task is in the
Synchroniz ingSynchroniz ing state.

You can view the status of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

7. Configure the data synchronization task in the reverse direct ion.

i. Find the second data synchronization task, and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in
the Act ions column.

ii. Repeat substeps ii to viii that  are described in Step 5.

ResultResult
After a period of t ime, both data synchronization tasks are in the Synchroniz ingSynchroniz ing state.

11.3. Use OpenAPI Explorer to11.3. Use OpenAPI Explorer to
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You can call the API operations of Data Transmission Service (DTS) in OpenAPI Explorer to achieve one-
way or two-way data synchronization between ApsaraDB for Redis Enhanced Edit ion (Tair) instances.
This topic describes the precautions and provides sample code.
The sample code provided in this topic is writ ten in Java. You must replace  <accessKeyId>  and
 <accessSecret>  in the sample code with your AccessKey ID and AccessKey secret. OpenAPI Explorer

automatically calculates the signature value. For your convenience, we recommend that you call API
operations in OpenAPI Explorer. After you call an operation, OpenAPI Explorer dynamically generates
the sample code of the operation for SDKs for different programming languages.

PrerequisitesPrerequisites
The source and dest ination instances are ApsaraDB for Redis Enhanced Edit ion (Tair) instances (version
5.0).

Not eNot e

For one-way synchronization, the source instance cannot be a storage-optimized instance.
For two-way synchronization, the source and dest ination instances cannot be storage-
optimized instances.

ApsaraDB for Redis Enhanced Edit ion (Tair) supports the clust erclust er, st andardst andard, and
read/writ e split t ingread/writ e split t ing architectures.

Usage notesUsage notes
During two-way data synchronization, the data synchronization task in the forward direct ion
performs and . The data synchronization task in the reverse direct ion performs only incremental data
synchronization.

Warning Warning To ensure data consistency, do not modify or write data to the same key in the
source and dest ination databases when the two-way data synchronization tasks are running.

full data synchronizationincremental data synchronization

DTS uses the resources of the source and dest ination databases during full data synchronization.
This may increase the loads of the database servers. If  you synchronize a large volume of data or the
server specificat ions cannot meet your requirements, the database services may become unavailable.
Before you synchronize data, evaluate the impact of data synchronization on the performance of
the source and dest ination instances. We recommend that you synchronize data during off-peak
hours.

11.3. Use OpenAPI Explorer to11.3. Use OpenAPI Explorer to
configure one-way or two-way dataconfigure one-way or two-way data
synchronization between ApsaraDBsynchronization between ApsaraDB
for Redis Enhanced Edition (Tair)for Redis Enhanced Edition (Tair)
instancesinstances
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We recommend that you do not run the  FLUSHDB  or  FLUSHALL  command in the source instance
during data synchronization. Otherwise, data may become inconsistent between the source and
destination instances.

If  an expirat ion policy is enabled for some keys in the source database, these keys may not be
deleted in a t imely manner after they expired. Therefore, the number of keys in the dest ination
database may be less than that in the source database. You can run the info command to view the
number of keys in the dest ination database.

Not e Not e The number of keys that do not have an expirat ion policy or have not expired is the
same in the source and dest ination databases.

If  direct  connection is disabled for the dest ination ApsaraDB for Redis instance, DTS uses the proxy
forwarding mode to write data to the dest ination instance.

Not e Not e For more information about how to enable direct  connection, see Enable the direct
connection mode.

If  the source or the dest ination instance is located in a region outside the Chinese mainland, two-way
data synchronization is supported only between instances located with the same region. For
example, two-way data synchronization is supported between instances within the Japan (Tokyo)
region. Two-way data synchronization between an instance in the Japan (Tokyo) region and another
instance in the Germany (Frankfurt) region is not supported.

Limits on synchronizing a standalone ApsaraDB for Redis instance to an ApsaraDB for Redis cluster
instance: Each command can be run only on a single slot  in an ApsaraDB for Redis cluster instance. If
you perform operations on mult iple keys in the source database and the keys belong to different
slots, an error occurs.

CROSSSLOT Keys in request don't hash to the same slot

We recommend that you perform operations on only one key during data synchronization. Otherwise,
the synchronization task will be interrupted.

Limits on featuresLimits on features
One-way cascade synchronization is not supported. For more information, see Synchronization
topologies.

Operations that can be synchronizedOperations that can be synchronized
APPEND

BITOP, BLPOP, BRPOP, and BRPOPLPUSH

DECR, DECRBY, and DEL

EVAL, EVALSHA, EXEC, EXPIRE, and EXPIREAT

GEOADD and GETSET

HDEL, HINCRBY, HINCRBYFLOAT, HMSET, HSET, and HSETNX

INCR, INCRBY, and INCRBYFLOAT

LINSERT, LPOP, LPUSH, LPUSHX, LREM, LSET, and LTRIM
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MOVE, MSET, MSETNX, and MULTI

PERSIST, PEXPIRE, PEXPIREAT, PFADD, PFMERGE, and PSETEX

RENAME, RENAMENX, RPOP, RPOPLPUSH, RPUSH, and RPUSHX

SADD, SDIFFSTORE, SELECT, SET, SETBIT, SETEX, SETNX, SETRANGE, SINTERSTORE, SMOVE, SPOP, SREM,
and SUNIONSTORE

ZADD, ZINCRBY, ZINTERSTORE, ZREM, ZREMRANGEBYLEX, ZUNIONSTORE, ZREMRANGEBYRANK, and
ZREMRANGEBYSCORE

SWAPDB (This operation is not supported if  the source or dest ination ApsaraDB for Redis instance is
deployed in the cluster architecture.)

Not iceNot ice

PUBLISH operations cannot be synchronized.

If  you run the EVAL or EVALSHA command to call Lua scripts, DTS cannot identify whether
these Lua scripts are executed on the dest ination database. During incremental data
synchronization, the dest ination database does not explicit ly return the execution results of
Lua scripts.

When DTS runs the SYNC or PSYNC command to transfer data of the LIST type, DTS does not
clear the exist ing data. In this case, the dest ination database may contain duplicate data
records.

PreparationsPreparations
1. Create an AccessKey pair. For more information, see Create an AccessKey pair.

Not e Not e To protect  the AccessKey pair of your Alibaba Cloud account, we recommend that
you create a RAM user, grant the RAM user the permissions to access DTS, and then use the
AccessKey pair of the RAM user to call DTS SDK for Java. For more information, see Implement
access control by using RAM.

2. Download SDKs. For more information, see Use DTS SDK for Java.

Create a data synchronization taskCreate a data synchronization task
For more information about the request  parameters and response parameters in this example, see
CreateSynchronizationJob.

Not e Not e If  you set  the  Topology  parameter to oneway, a one-way data synchronization task
is created. If  you set  the parameter to bidirect ional, two-way data synchronization tasks are
created.

Sample request:
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import com.aliyuncs.DefaultAcsClient;
import com.aliyuncs.IAcsClient;
import com.aliyuncs.exceptions.ClientException;
import com.aliyuncs.exceptions.ServerException;
import com.aliyuncs.profile.DefaultProfile;
import com.google.gson.Gson;
import java.util.*;
import com.aliyuncs.dts.model.v20180801.*;
public class CreateSynchronizationJob {
    public static void main(String[] args) {
        DefaultProfile profile = DefaultProfile.getProfile("cn-hangzhou", "<accessKeyId>", 
"<accessSecret>");
        IAcsClient client = new DefaultAcsClient(profile);
        CreateSynchronizationJobRequest request = new CreateSynchronizationJobRequest();
        request.setRegionId("cn-hangzhou");
        request.setSourceRegion("cn-beijing");
        request.setDestRegion("cn-beijing");
        request.setSynchronizationJobClass("small");
        request.setPayType("Postpaid");
        request.setTopology("oneway");
        request.setSourceEndpointInstanceType("Redis");
        request.setDestinationEndpointInstanceType("Redis");
        try {
            CreateSynchronizationJobResponse response = client.getAcsResponse(request);
            System.out.println(new Gson().toJson(response));
        } catch (ServerException e) {
            e.printStackTrace();
        } catch (ClientException e) {
            System.out.println("ErrCode:" + e.getErrCode());
            System.out.println("ErrMsg:" + e.getErrMsg());
            System.out.println("RequestId:" + e.getRequestId());
        }
    }
}

Sample response:

{
    "SynchronizationJobId": "dts********",
    "RequestId": "158347*****-rqyjQ",
    "Success": true
}

Configure a one-way data synchronization taskConfigure a one-way data synchronization task
In this example, the database account of the source instance must have the read permissions on the
source database. The database account of the dest ination instance must have the read and write
permissions on the dest ination database.
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Not e Not e When you configure a one-way data synchronization task, you can also use a self-
managed Redis database or an ApsaraDB for Redis Community Edit ion instance as the source or
destination database. The configuration method is similar to that described in this topic. However,
you must specify the request  parameters based on your actual scenario, such as
 MigrationReserved .

For more information about the request  parameters and response parameters, see
ConfigureSynchronizationJob.

Sample request:

import com.aliyuncs.DefaultAcsClient;
import com.aliyuncs.IAcsClient;
import com.aliyuncs.exceptions.ClientException;
import com.aliyuncs.exceptions.ServerException;
import com.aliyuncs.profile.DefaultProfile;
import com.google.gson.Gson;
import java.util.*;
import com.aliyuncs.dts.model.v20180801.*;
public class ConfigureSynchronizationJob {
    public static void main(String[] args) {
        DefaultProfile profile = DefaultProfile.getProfile("cn-hangzhou", "<accessKeyId>", 
"<accessSecret>");
        IAcsClient client = new DefaultAcsClient(profile);
        ConfigureSynchronizationJobRequest request = new ConfigureSynchronizationJobRequest
();
        request.setRegionId("cn-hangzhou");
        request.setSynchronizationJobId("dts*******");
        request.setStructureInitialization(true);
        request.setDataInitialization(true);
        request.setSynchronizationObjects("[{\"DBName\": \"0\",\"NewDBName\": \"0\"}]");
        request.setSynchronizationJobName("apitest");
        request.setSourceEndpointInstanceId("r-2ze********");
        request.setSourceEndpointInstanceType("redis");
        request.setSourceEndpointPassword("Test******");
        request.setDestinationEndpointInstanceId("r-2ze********");
        request.setDestinationEndpointInstanceType("redis");
        request.setDestinationEndpointPassword("Test******");
        request.setMigrationReserved("{\"srcRedisType\":\"enterprise\",\"destRedisType\":\"
enterprise\"}");
        try {
            ConfigureSynchronizationJobResponse response = client.getAcsResponse(request);
            System.out.println(new Gson().toJson(response));
        } catch (ServerException e) {
            e.printStackTrace();
        } catch (ClientException e) {
            System.out.println("ErrCode:" + e.getErrCode());
            System.out.println("ErrMsg:" + e.getErrMsg());
            System.out.println("RequestId:" + e.getRequestId());
        }
    }
}
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Sample response:

{
    "RequestId": "1583********-BcO5F",
    "Success": true
}

Configure two-way data synchronization tasksConfigure two-way data synchronization tasks
In this example, the database accounts used for data synchronization must have the read and write
permissions.

For more information about the request  parameters and response parameters, see
ConfigureSynchronizationJob.

Sample request:

1. Configure the data synchronization task in the forward direct ion.
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import com.aliyuncs.DefaultAcsClient;
import com.aliyuncs.IAcsClient;
import com.aliyuncs.exceptions.ClientException;
import com.aliyuncs.exceptions.ServerException;
import com.aliyuncs.profile.DefaultProfile;
import com.google.gson.Gson;
import java.util.*;
import com.aliyuncs.dts.model.v20180801.*;
public class ConfigureSynchronizationJob {
    public static void main(String[] args) {
        DefaultProfile profile = DefaultProfile.getProfile("cn-hangzhou", "<accessKeyId
>", "<accessSecret>");
        IAcsClient client = new DefaultAcsClient(profile);
        ConfigureSynchronizationJobRequest request = new ConfigureSynchronizationJobReq
uest();
        request.setRegionId("cn-hangzhou");
        request.setSynchronizationJobId("dts*******");
        request.setStructureInitialization(true);
        request.setDataInitialization(true);
        request.setSynchronizationObjects("[{\"DBName\": \"0\",\"NewDBName\": \"0\"}]")
;
        request.setSynchronizationJobName("apitest");
        request.setSynchronizationDirection("Forward");
        request.setSourceEndpointInstanceId("r-2ze********");
        request.setSourceEndpointInstanceType("redis");
        request.setSourceEndpointPassword("Test******");
        request.setDestinationEndpointInstanceId("r-2ze********");
        request.setDestinationEndpointInstanceType("redis");
        request.setDestinationEndpointPassword("Test******");
        request.setMigrationReserved("{\"srcRedisType\":\"enterprise\",\"destRedisType\
":\"enterprise\"}");
        try {
            ConfigureSynchronizationJobResponse response = client.getAcsResponse(reques
t);
            System.out.println(new Gson().toJson(response));
        } catch (ServerException e) {
            e.printStackTrace();
        } catch (ClientException e) {
            System.out.println("ErrCode:" + e.getErrCode());
            System.out.println("ErrMsg:" + e.getErrMsg());
            System.out.println("RequestId:" + e.getRequestId());
        }
    }
}

2. Wait  until the data synchronization task in the forward direct ion enters the Synchroniz ingSynchroniz ing state.

Not e Not e You can view the status of a data synchronization task in the DTS console. You can
also call the DescribeSynchronizationJobStatus operation to view the status.

3. Configure the data synchronization task in the reverse direct ion.
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import com.aliyuncs.DefaultAcsClient;
import com.aliyuncs.IAcsClient;
import com.aliyuncs.exceptions.ClientException;
import com.aliyuncs.exceptions.ServerException;
import com.aliyuncs.profile.DefaultProfile;
import com.google.gson.Gson;
import java.util.*;
import com.aliyuncs.dts.model.v20180801.*;
public class ConfigureSynchronizationJob {
    public static void main(String[] args) {
        DefaultProfile profile = DefaultProfile.getProfile("cn-hangzhou", "<accessKeyId
>", "<accessSecret>");
        IAcsClient client = new DefaultAcsClient(profile);
        ConfigureSynchronizationJobRequest request = new ConfigureSynchronizationJobReq
uest();
        request.setRegionId("cn-hangzhou");
        request.setSynchronizationJobId("dts*******");
        request.setStructureInitialization(true);
        request.setDataInitialization(true);
        request.setSynchronizationObjects("[{\"DBName\": \"0\",\"NewDBName\": \"0\"}]")
;
        request.setSynchronizationJobName("apitest");
        request.setSynchronizationDirection("Reverse");
        request.setSourceEndpointInstanceId("r-2ze********");
        request.setSourceEndpointInstanceType("redis");
        request.setSourceEndpointPassword("Test******");
        request.setDestinationEndpointInstanceId("r-2ze********");
        request.setDestinationEndpointInstanceType("redis");
        request.setDestinationEndpointPassword("Test******");
        request.setMigrationReserved("{\"srcRedisType\":\"enterprise\",\"destRedisType\
":\"enterprise\"}");
        try {
            ConfigureSynchronizationJobResponse response = client.getAcsResponse(reques
t);
            System.out.println(new Gson().toJson(response));
        } catch (ServerException e) {
            e.printStackTrace();
        } catch (ClientException e) {
            System.out.println("ErrCode:" + e.getErrCode());
            System.out.println("ErrMsg:" + e.getErrMsg());
            System.out.println("RequestId:" + e.getRequestId());
        }
    }
}

Sample response:

{
    "RequestId": "1583********-BcO5F",
    "Success": true
}

ReferencesReferences
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View the connection status and performance of data synchronization
You can view the performance of data synchronization by using the performance metrics. DTS
provides the connection and performance metrics to help you manage data synchronization tasks.

Add an object  to a data synchronization task/Remove an object  from a data synchronization task
During a data synchronization task, you can add objects to or remove objects from the task.

Data Transmission Service (DTS) supports one-way data synchronization between Redis databases. This
feature is applicable to scenarios such as act ive geo-redundancy and geo-disaster recovery. This topic
describes how to configure one-way data synchronization from a self-managed Redis database hosted
on Elast ic Compute Service (ECS) to an ApsaraDB for Redis instance.

WarningWarning

PrerequisitesPrerequisites
The version of the source Redis database is 2.8, 3.0, 3.2, 4.0, or 5.0.

Not eNot e

The available storage space of the dest ination ApsaraDB for Redis instance is larger than the total
size of the data in the source Redis database.

If  the source Redis database is deployed in a cluster architecture, all nodes of the Redis cluster must
support  the  PSYNC  command and share the same password.

PrecautionsPrecautions

If  an expirat ion policy is enabled for some keys in the source database, these keys may not be
deleted in a t imely manner after they expired. Therefore, the number of keys in the dest ination
database may be less than that in the source database. You can run the info command to view the
number of keys in the dest ination database.

Not e Not e The number of keys that do not have an expirat ion policy or have not expired is the
same in the source and dest ination databases.

If  the  bind  parameter is configured in the redis.conf file of the source database, you must set  the
value of this parameter to the internal IP address of the ECS instance. The sett ing ensures that DTS
can connect to the source database.

To ensure the stability of data synchronization, we recommend that you increase the value of the re
pl-backlog-size parameter in the  redis.conf  f ile of the source Redis database.

To ensure the synchronization quality, DTS adds the following key to the source Redis database:  DT
S_REDIS_TIMESTAMP_HEARTBEAT . This key is used to record the t ime when data is synchronized to
ApsaraDB for Redis.

11.4. Synchronize data from a self-11.4. Synchronize data from a self-
managed Redis database hosted onmanaged Redis database hosted on
ECS to an ApsaraDB for Redis instanceECS to an ApsaraDB for Redis instance
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We recommend that you do not run the  FLUSHDB  or  FLUSHALL  command in the source database
during data synchronization. Otherwise, data may become inconsistent between the source and
destination databases.

During data synchronization, if  the number of shards in the self-managed Redis database is increased
or decreased, or if  the specificat ions of the database are changed (for example, the memory
capacity is scaled up), you must reconfigure the task. To ensure data consistency, we recommend
that you clear the data that has been synchronized to the dest ination Redis database before you
reconfigure the task.

During data synchronization, if  the endpoint  of the self-managed Redis database is changed, you
must submit  a t icket  to update the change. Otherwise, the append-only files (AOF) of the self-
managed Redis database may be reset. In this case, you must reconfigure the task.

Limits on synchronizing a standalone ApsaraDB for Redis instance to an ApsaraDB for Redis cluster
instance: Each command can be run only on a single slot  in an ApsaraDB for Redis cluster instance. If
you perform operations on mult iple keys in the source database and the keys belong to different
slots, an error occurs.

CROSSSLOT Keys in request don't hash to the same slot

We recommend that you perform operations on only one key during data synchronization. Otherwise,
the synchronization task will be interrupted.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase a data

synchronization instance.

Not e Not e On the buy page, set  both Source Instance and Destination Instance to RedisRedis.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

N/A
Synchronizatio
n Task Name

DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You do
not need to use a unique task name.

Source
Instance
Details

Instance Type Select User-Creat ed Dat abase in ECS Inst anceUser-Creat ed Dat abase in ECS Inst ance.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

ECS Instance ID

Select the ID of the ECS instance that hosts the source Redis
database.

Not e Not e If the source Redis database is deployed in a
cluster architecture, select the ID of the ECS instance where a
master node resides.

Database Type The value of this parameter is set to RedisRedis .

Instance Mode
Select St andaloneSt andalone or Clust erClust er based on the architecture of the
source Redis database.
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Port Number

Enter the service port number of the source Redis database. The
default port number is 63796379. In this example, enter 70007000.

Not e Not e If the source Redis database is deployed in a
cluster architecture, enter the service port number of a master
node.

Database
Password

Enter the password of the source Redis database.

Not e Not e This parameter is optional and can be left  blank
if no database password is set.

Destination
Instance
Details

Instance Type Select Redis Inst anceRedis Inst ance.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

Instance ID Select the ID of the destination Redis instance.

Database
Password

Enter the database password of the destination ApsaraDB for
Redis instance.

Not eNot e

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the inbound rule of the source ECS
instance and the whitelist  of the dest ination ApsaraDB for Redis instance. This ensures that
DTS servers can connect to the source and dest ination instances.

8. 

9. 

10. 

11. In the lower-right corner of the page, click PrecheckPrecheck.

Dat a Transmission Service Dat a Synchronizat ion··Synchronize d
at a bet ween Redis dat abases

> Document  Version: 20220712 468



Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. 

13. 

Data Transmission Service (DTS) supports one-way data synchronization between ApsaraDB for Redis
instances. This feature is suitable for scenarios such as act ive geo-redundancy and geo-disaster
recovery. This topic describes how to synchronize data from a self-managed Redis database connected
over Express Connect, VPN Gateway, or Smart  Access Gateway to a self-managed Redis database
hosted on Elast ic Compute Service (ECS).

Not eNot e

PrerequisitesPrerequisites
The engine version of the source Redis database is 2.8, 3.0, 3.2, 4.0, or 5.0.

Not e Not e The engine version of the dest ination Redis database can be 2.8, 3.0, 3.2, 4.0, or 5.0.
The engine version of the dest ination database must be the same as or later than that of the
source database. If  you synchronize data between different versions of Redis databases, make
sure that the versions of the source and dest ination databases are compatible.

The available storage space of the dest ination Redis database is larger than the total size of the
data in the source Redis database.

If  the source Redis database is deployed in a cluster architecture, all nodes of the Redis cluster must
support  the  PSYNC  command and share the same password.

11.5. Synchronize data from a self-11.5. Synchronize data from a self-
managed Redis database connectedmanaged Redis database connected
over Express Connect, VPN Gateway,over Express Connect, VPN Gateway,
or Smart Access Gateway to a self-or Smart Access Gateway to a self-
managed Redis database hosted onmanaged Redis database hosted on
ECSECS
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ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase a data

synchronization instance.

Not e Not e On the buy page, set  both Source Instance and Destination Instance to RedisRedis.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure T askConf igure T ask in the Act ions column.

6. Configure the source and dest ination instances.

Section Parameter Description

N/A
Synchronizatio
n Task Name

The task name that DTS automatically generates. We recommend
that you specify a descriptive name that makes it  easy to identify
the task. You do not need to use a unique task name.

Instance Type
Select User-Creat ed Dat abase Connect ed over ExpressUser-Creat ed Dat abase Connect ed over Express
Connect , VPN Gat eway, or Smart  Access Gat ewayConnect , VPN Gat eway, or Smart  Access Gat eway.

Instance
Region

The source region that you selected on the buy page. The value of
this parameter cannot be changed.
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Source
Instance
Details

Peer VPC
The ID of the virtual private cloud (VPC) that is connected to the
self-managed Redis database.

Database Type The value of this parameter is set to RedisRedis .

Instance Mode
The architecture of the source Redis database. Select St andaloneSt andalone
or Clust erClust er.

IP Address

The server IP address of the source Redis database.

Not e Not e If the source Redis database is deployed in a
cluster architecture, enter the IP address of the server to
which a master node belongs.

Port Number

The service port number of the source Redis database. Default
value: 63796379.

Not e Not e If the source Redis database is deployed in a
cluster architecture, enter the service port number of a master
node.

Database
Password

The password of the source Redis database.

Not e Not e This parameter is optional and can be left  blank
if no database password is set.

Destination
Instance
Details

Instance Type Select User-Creat ed Dat abase in ECS Inst anceUser-Creat ed Dat abase in ECS Inst ance.

Instance
Region

The destination region that you selected on the buy page. The
value of this parameter cannot be changed.

Instance ID

The ID of the ECS instance that hosts the destination Redis
database.

Not e Not e If the destination Redis database is deployed in a
cluster architecture, select the ID of the ECS instance where a
master node resides.

Instance Mode
The architecture of the destination Redis database. Select
St andaloneSt andalone or Clust erClust er.

Section Parameter Description
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Port Number

The service port number of the destination Redis database.
Default value: 63796379.

Not e Not e If the destination Redis database is deployed in a
cluster architecture, enter the service port number of a master
node.

Database
Password

The password of the destination Redis database.

Not e Not e This parameter is optional and can be left  blank
if no database password is set.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not eNot e

You do not need to modify the security sett ings for ApsaraDB instances (such as and )
and ECS-hosted databases. DTS automatically adds the CIDR blocks of DTS servers to
the whitelists of ApsaraDB instances or the security group rules of ECS instances. For
more information, see Add the CIDR blocks of DTS servers to the security sett ings of on-
premises databases.

After data synchronization is complete, we recommend that you remove the CIDR
blocks of DTS servers from the whitelists or security groups.

8. 

9. 

10. 

11. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. 

13. 

11.6. Synchronize data from a self-11.6. Synchronize data from a self-
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Data Transmission Service (DTS) supports one-way data synchronization between Redis clusters. This
feature is applicable to scenarios such as data migration, act ive geo-redundancy, and geo-disaster
recovery. This topic describes how to configure one-way data synchronization from a self-managed
Redis cluster to an ApsaraDB for Redis cluster instance.
You can also follow the procedure to configure data synchronization from an ApsaraDB for Redis
cluster instance to a self-managed Redis cluster. However, you must configure parameters for the
source and dest ination instances based on the actual scenarios.

WarningWarning

PrerequisitesPrerequisites
The database version of the self-managed Redis cluster is 2.8, 3.0, 3.2, 4.0, or 5.0.

Not e Not e The database version of the dest ination ApsaraDB for Redis cluster instance can be
2.8, 4.0, or 5.0. The version of the dest ination database must be the same as or later than the
version of the source database. If  you synchronize data between different versions of Redis
databases, make sure that the versions of the source and dest ination databases are compatible.
You can create a pay-as-you-go ApsaraDB for Redis cluster instance to verify database
compatibility. After verificat ion, you can release the instance or change the billing method to
subscript ion.

The available storage space of the dest ination ApsaraDB for Redis cluster instance is larger than the
total size of the data in the source Redis database.

All nodes of the source Redis cluster support  the  PSYNC  command and share the same password.

PrecautionsPrecautions

To ensure the stability of data synchronization, we recommend that you increase the value of the re
pl-backlog-size parameter in the  redis.conf  f ile.

To ensure the synchronization quality, DTS adds the following key to the source Redis database:
DTS_REDIS_TIMESTAMP_HEARTBEAT. This key is used to record the t ime when data is synchronized to
ApsaraDB for Redis.

We recommend that you do not run the  FLUSHDB  or  FLUSHALL  command in the source Redis
cluster. Otherwise, data may become inconsistent between the source and dest ination databases.

If  an expirat ion policy is enabled for some keys in the source database, these keys may not be
deleted in a t imely manner after they expired. Therefore, the number of keys in the dest ination
database may be less than that in the source database. You can run the info command to view the
number of keys in the dest ination database.

11.6. Synchronize data from a self-11.6. Synchronize data from a self-
managed Redis cluster to anmanaged Redis cluster to an
ApsaraDB for Redis cluster instanceApsaraDB for Redis cluster instance
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Not e Not e The number of keys that do not have an expirat ion policy or have not expired is the
same in the source and dest ination databases.

Limits on synchronizing a standalone ApsaraDB for Redis instance to an ApsaraDB for Redis cluster
instance: Each command can be run only on a single slot  in an ApsaraDB for Redis cluster instance. If
you perform operations on mult iple keys in the source database and the keys belong to different
slots, an error occurs.

CROSSSLOT Keys in request don't hash to the same slot

We recommend that you perform operations on only one key during data synchronization. Otherwise,
the synchronization task will be interrupted.

ProcedureProcedure
1. Purchase a data synchronization instance.

Not e Not e On the buy page, set  both Source Instance and Destination Instance to RedisRedis.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

N/A
Synchronizatio
n Task Name

DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You do
not need to use a unique task name.

Source
Instance
Details

Instance Type

Select User-Creat ed Dat abase in ECS Inst anceUser-Creat ed Dat abase in ECS Inst ance. You can select
User-Creat ed Dat abase in ECS Inst anceUser-Creat ed Dat abase in ECS Inst ance or User-Creat edUser-Creat ed
Dat abase Connect ed Over Express Connect , VPN Gat eway,Dat abase Connect ed Over Express Connect , VPN Gat eway,
or Smart  Access Gat ewayor Smart  Access Gat eway based on the type of the source
database.
The procedure in this topic uses User-Creat ed Dat abase in ECSUser-Creat ed Dat abase in ECS
Inst anceInst ance as an example. You can also follow the procedure to
configure data synchronization tasks for other types of self-
managed Redis databases.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

ECS Instance ID
Select the ID of the Elastic Compute Service (ECS) instance where a
master node in the self-managed Redis cluster resides.

Database Type The value of this parameter is set to RedisRedis .

Instance Mode Select Clust erClust er.

Port Number
Enter the service port number of a master node in the self-
managed Redis cluster. In this example, enter 70007000.

Database
Password

Enter the password that is used to log on to the self-managed
Redis database.

Not e Not e This parameter is optional and can be left  blank
if no database password is set.

Destination
Instance
Details

Instance Type Select Redis Inst anceRedis Inst ance.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

Instance ID
Select the ID of the destination ApsaraDB for Redis cluster
instance.

Database
Password

Enter the database password of the destination ApsaraDB for
Redis cluster instance.

Not eNot e

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .
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Not e Not e DTS adds the CIDR blocks of DTS servers to the inbound rule of the source ECS
instance and the whitelist  of the dest ination ApsaraDB for Redis cluster instance. This ensures
that DTS servers can connect to the source and dest ination instances.

8. 

9. 

10. 

11. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

You can troubleshoot the issues based on the causes and run a precheck again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. 

13. 

ApsaraDB for Redis is a database service compatible with the open source Redis protocol and provides
hybrid storage of memory and disks. Based on reliable hot standby architectures and scalable cluster
architectures, ApsaraDB for Redis is suitable for scenarios that require flexible configuration changes,
high throughput, and low latency. This topic describes how to synchronize data from a Codis cluster to
an ApsaraDB for Redis instance by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
An ApsaraDB for Redis instance is created as the dest ination instance, and the database version of
the instance is 2.8, 4.0, or 5.0. For more information, see Step 1: Create an ApsaraDB for Redis
instance.

The available storage capacity of the dest ination ApsaraDB for Redis instance is larger than the total
size of data stored in the source Codis cluster.

All master nodes in the source Codis cluster support  the  PSYNC  command.

How DTS synchronizes data from a Codis clusterHow DTS synchronizes data from a Codis cluster

11.7. Synchronize data from a Codis11.7. Synchronize data from a Codis
cluster hosted on ECS to an ApsaraDBcluster hosted on ECS to an ApsaraDB
for Redis instancefor Redis instance
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A Codis cluster consists of mult iple codis-groups. You must create a data synchronization task for each
codis-group. DTS synchronizes each codis-group in a data synchronization task until the whole cluster is
synchronized.

Architecture of the Codis clusterArchitecture of the Codis cluster
In this topic, a Codis cluster that consists of two codis-groups is used. Each codis-group runs in a
master-replica architecture. The following figure shows the architecture of the cluster.

PrecautionsPrecautions

To ensure the stability of data synchronization, we recommend that you increase the value of the re
pl-backlog-size parameter in the  redis.conf  f ile of the source Codis cluster.

To ensure the synchronization quality, DTS adds the following key to the source Codis cluster:  DTS_
REDIS_TIMESTAMP_HEARTBEAT . This key is used to record the t ime when data is synchronized to the
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destination instance.

We recommend that you do not run the  FLUSHDB  or  FLUSHALL  command in the source Codis
cluster. Otherwise, data may become inconsistent between the source and dest ination databases.

If  an expirat ion policy is enabled for some keys in the source database, these keys may not be
deleted in a t imely manner after they expired. Therefore, the number of keys in the dest ination
database may be less than that in the source database. You can run the info command to view the
number of keys in the dest ination database.

Not e Not e The number of keys that do not have an expirat ion policy or have not expired is the
same in the source and dest ination databases.

The database version of the dest ination ApsaraDB for Redis instance must be 2.8, 4.0, or 5.0. The
version of the dest ination database must be the same as or later than the version of the source
database. If  you synchronize data between different versions of Redis databases, make sure that the
versions of the source and dest ination databases are compatible with each other. For example, you
can create a dest ination pay-as-you-go ApsaraDB for Redis instance to verify the compatibility
between the source and dest ination databases. Then, you can release the instance or change the
billing method of the instance to subscript ion.

Commands that can be synchronizedCommands that can be synchronized
APPEND

BITOP, BLPOP, BRPOP, and BRPOPLPUSH

DECR, DECRBY, and DEL

EVAL, EVALSHA, EXEC, EXPIRE, and EXPIREAT

GEOADD and GETSET

HDEL, HINCRBY, HINCRBYFLOAT, HMSET, HSET, and HSETNX

INCR, INCRBY, and INCRBYFLOAT

LINSERT, LPOP, LPUSH, LPUSHX, LREM, LSET, and LTRIM

MOVE, MSET, MSETNX, and MULTI

PERSIST, PEXPIRE, PEXPIREAT, PFADD, PFMERGE, PSETEX, and PUBLISH

RENAME, RENAMENX, RESTORE, RPOP, RPOPLPUSH, RPUSH, and RPUSHX

SADD, SDIFFSTORE, SELECT, SET, SETBIT, SETEX, SETNX, SETRANGE, SINTERSTORE, SMOVE, SPOP, SREM,
and SUNIONSTORE

ZADD, ZINCRBY, ZINTERSTORE, ZREM, ZREMRANGEBYLEX, ZUNIONSTORE, ZREMRANGEBYRANK, and
ZREMRANGEBYSCORE

Not eNot e

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to RedisRedis, set  Dest ination Instance to RedisRedis,
and set  Synchronization Topology to One-Way Synchronizat ionOne-Way Synchronizat ion.
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2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Section Parameter Description

None
Synchronizatio
n Task Name

DTS generates a task name. We recommend that you specify an
informative name to identify the task. You do not need to use a
unique task name.

Instance Type Select User-Creat ed Dat abase in ECS Inst anceUser-Creat ed Dat abase in ECS Inst ance.

Instance
Region

The source region that you selected on the buy page. The value of
this parameter cannot be changed.
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Source
Instance
Details

ECS Instance ID

Select the ID of the Elastic Compute Service (ECS) instance that
hosts the master node of the codis-group.

Not e Not e DTS synchronizes each codis-group of the Codis
cluster by using a data synchronization task until the entire
cluster is synchronized. In this step, enter the ECS instance ID
of the master node for codis-group 1. When you configure the
data synchronization task for codis-group 2, enter the ECS
instance ID of the master node for codis-group 2. You can
configure data synchronization tasks for all codis-groups by
following the procedure described in this topic.

Database Type The value of this parameter is set to RedisRedis .

Instance Mode

Select St andaloneSt andalone.

Not e Not e You must select St andaloneSt andalone for this parameter
because data from a Codis cluster cannot be synchronized at
a t ime. DTS synchronizes each codis-group of the cluster in a
data synchronization task until all codis-groups are
synchronized.

Port Number
Enter the service port number of the master node in the codis-
group.

Database
Password

The database password of the master node.

Not e Not e This parameter is optional and can be left  blank
if no database password is set.

Destination
Instance
Details

Instance Type Select Redis Inst anceRedis Inst ance.

Instance
Region

The region of the destination cluster. The region is the same as
the destination region that you selected on the buy page. The
value of this parameter cannot be changed.

Instance ID Select the ID of the destination ApsaraDB for Redis instance.

Database
Password

Enter the database password of the ApsaraDB for Redis instance.

Not eNot e

Section Parameter Description

7. 

8. Select  the processing mode of conflict ing tables and the objects to be synchronized.
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Parameter Description

Select the processing
mode of conflicting
tables

DTS synchronizes each codis-group of the Codis cluster in a data
synchronization task until the whole cluster is synchronized. When you
configure data synchronization for codis-group 1, select Pre-check andPre-check and
Int erceptInt ercept  if the ApsaraDB for Redis instance has no data. When you
configure data synchronization for codis-groups 2 to N, select IgnoreIgnore.
Otherwise, errors may occur during data synchronization.

Not eNot e

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination
database is empty. If the destination database is empty, the
precheck is passed. If the database is not empty, an error is
returned during the precheck and the data synchronization task
cannot be started.

IgnoreIgnore: skips the precheck for empty destination databases
and continues with data synchronization. If the keys in the
destination database are the same as those in the source
database during data synchronization, the keys in the source
database overwrite those in the destination database.

Select the objects to be
synchronized

Select one or more databases from the AvailableAvailable section and click 

to move the databases to the Select edSelect ed section.

You can select only databases as the objects to be synchronized. You
cannot select keys as the objects to be synchronized.
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Rename Databases and
Tables

In this scenario, you cannot rename objects.

Replicate Temporary
Tables When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online
DDL operations.

Not e Not e If online DDL operations generate a large amount of
data, the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated
by online DDL operations. Only the original DDL data of the source
database is synchronized.

Not e Not e If you select No, the tables in the destination database
may be locked.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database,
DTS retries within the next 720 minutes (12 hours). You can specify the retry
time based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the
DTS instance. We recommend that you specify the retry t ime based on
your business needs. You can also release the DTS instance at your
earliest opportunity after the source and destination instances are
released.

Parameter Description

9. In the lower-right corner of the page, click NextNext .

10. Configure init ial synchronization.

Not e Not e The value is set  to Include f ull dat a +  increment al dat aInclude f ull dat a +  increment al dat a. DTS synchronizes
historical data from the source Codis cluster to the dest ination Redis databases and then
synchronizes incremental data.

11. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

Not e Not e You can view the state of the data synchronization task on the Synchronizat ionSynchronizat ion
T asksT asks page.

14. Create and configure a data synchronization task for the other codis-group by repeating Steps 1
to 13.

ResultResult
In this topic, the Codis cluster consists of two codis-groups. You must create two data synchronization
tasks. The following figure shows that the init ial synchronization is complete for both tasks and both
tasks are in the Synchroniz ingSynchroniz ing state.

In this topic, databases DB0 and DB1 are synchronized. You can use Data Management (DMS) to log on
to the ApsaraDB for Redis instance and check the total number of keys in the ApsaraDB for Redis
instance. The total number of keys is the same as that in the source Codis cluster. For more information
about how to use DMS to log on to an ApsaraDB for Redis instance, see Use DMS to log on to an
ApsaraDB for Redis instance.

ApsaraDB for Redis instance

Dat a Synchronizat ion··Synchronize d
at a bet ween Redis dat abases

Dat a Transmission Service

483 > Document  Version: 20220712

file:///home/admin/dita-files/output/21702202/task19030682/~~43847~~


Source Codis cluster

ApsaraDB for Redis is a database service that is compatible with the open source Redis protocol and
supports a hybrid of memory and disks for storage. Based on reliable hot standby architectures and
scalable cluster architectures, ApsaraDB for Redis is suitable for scenarios that require flexible
configuration changes, high throughput, and low latency. This topic describes how to synchronize data
from a Twemproxy Redis cluster to an ApsaraDB for Redis instance by using Data Transmission Service
(DTS).

PrerequisitesPrerequisites
An ApsaraDB for Redis instance is created. For more information, see Step 1: Create an ApsaraDB for
Redis instance.

The available storage capacity of the ApsaraDB for Redis instance is larger than the total size of
data stored in the Twemproxy Redis cluster.

All master nodes in the Twemproxy Redis cluster support  the  PSYNC  command.

How DTS synchronizes data from a Twemproxy Redis clusterHow DTS synchronizes data from a Twemproxy Redis cluster
A Twemproxy Redis cluster consists of mult iple Redis servers. DTS synchronizes data of each Redis
server in a data synchronization task until the entire cluster is synchronized.

11.8. Synchronize data from a11.8. Synchronize data from a
Twemproxy Redis cluster hosted onTwemproxy Redis cluster hosted on
ECS to an ApsaraDB for Redis instanceECS to an ApsaraDB for Redis instance
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Architecture of the Twemproxy Redis clusterArchitecture of the Twemproxy Redis cluster
In this topic, the Twemproxy Redis cluster consists of two Redis servers. Each Redis server runs in a
master-replica architecture. The following figure shows the architecture of the cluster.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to RedisRedis, set  Dest ination Instance to RedisRedis,
and set  Synchronization Topology to One-Way Synchronizat ionOne-Way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
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resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Section Parameter Description

N/A
Synchronizatio
n Task Name

DTS automatically generates a task name. We recommend that
you specify an informative name to identify the task. You do not
need to use a unique task name.

Source

Instance Type Select User-Creat ed Dat abase in ECS Inst anceUser-Creat ed Dat abase in ECS Inst ance.

Instance
Region

The source region that you selected on the buy page. The value of
this parameter cannot be changed.

ECS Instance ID

Select the ID of the Elastic Compute Service (ECS) instance that
hosts the master node of the Redis server.

Not e Not e DTS synchronizes each Redis server of the
Twemproxy Redis cluster by using a data synchronization task
until the entire cluster is synchronized. In this step, enter the
ECS instance ID for the master node of the Redis server 1.
When you configure the data synchronization task for the
Redis server 2, enter the ECS instance ID for the master node
of the Redis server 2. You can configure data synchronization
tasks for all Redis servers by following the procedure
described in this topic.
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Source
Instance
Details

Database Type The value of this parameter is set to RedisRedis .

Instance Mode

Select St andaloneSt andalone.

Not e Not e You must select St andaloneSt andalone for this parameter
because data from a Twemproxy Redis cluster cannot be
synchronized at a t ime. DTS synchronizes data of each Redis
server of the cluster in a data synchronization task until all
Redis servers are synchronized.

Port Number
Enter the service port number of the master node in the Redis
server.

Database
Password

Enter the database password of the master node.

Not e Not e This parameter is optional and can be left  blank
if no database password is set.

Destination
Instance
Details

Instance Type Select Redis Inst anceRedis Inst ance.

Instance
Region

The region of the destination instance. The region is the same as
the destination region that you selected on the buy page. The
value of this parameter cannot be changed.

Instance ID Select the ID of the destination ApsaraDB for Redis instance.

Database
Password

Enter the database password of the ApsaraDB for Redis instance.

Not eNot e

Section Parameter Description

7. 

8. Select  the processing mode of conflict ing tables, and the objects to be synchronized.
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Configuration Description

Select the processing
mode of conflicting
tables

DTS synchronizes each Redis server of the Twemproxy Redis cluster in a
data synchronization task until the entire cluster is synchronized. When you
configure data synchronization for the Redis server 1, select Pre-check andPre-check and
Int erceptInt ercept  if the ApsaraDB for Redis instance has no data. When you
configure data synchronization for the Redis server 2 to N, select IgnoreIgnore.
Otherwise, errors may occur during data synchronization.

Not eNot e

Select the objects to be
synchronized

Rename Databases and
Tables

In this scenario, you cannot rename objects.
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Replicate Temporary
Tables When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online
DDL operations.

Not e Not e If online DDL operations generate a large amount of
data, the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated
by online DDL operations. Only the original DDL data of the source
database is synchronized.

Not e Not e If you select No, the tables in the destination database
may be locked.

Retry T ime for Failed
Connections

By default, if DTS fails to connect to the source or destination database,
DTS retries within the next 720 minutes (12 hours). You can specify the retry
time based on your needs. If DTS reconnects to the source and destination
databases within the specified time, DTS resumes the data synchronization
task. Otherwise, the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the
DTS instance. We recommend that you specify the retry t ime based on
your business needs. You can also release the DTS instance at your
earliest opportunity after the source and destination instances are
released.

Configuration Description

9. In the lower-right corner of the page, click NextNext .

10. Select  the init ial synchronization types.

Not e Not e The value is set  to Include f ull dat a +  increment al dat aInclude f ull dat a +  increment al dat a. DTS synchronizes
historical data from the source Twemproxy Redis cluster to the dest ination Redis database and
then synchronizes incremental data.

11. In the lower-right corner of the page, click PrecheckPrecheck.
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Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

13. Wait  until init ial synchronization is complete and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

Not e Not e You can view the status of the data synchronization task on the Synchronizat ionSynchronizat ion
T asksT asks page.

14. Create and configure a data synchronization task for every other Redis server by repeating Step 1
to 13.

ResultResult
In this topic, the Twemproxy Redis cluster consists of two Redis servers. You must create two data
synchronization tasks. The following figure shows that the init ial synchronization is complete for both
tasks and both tasks are in the Synchroniz ingSynchroniz ing state.

In this topic, the database DB0 is synchronized. You can use Data Management (DMS) to log on to the
destination ApsaraDB for Redis instance and check the total number of keys in the instance. The total
number of keys is the same as that in the Twemproxy Redis cluster. For more information about DMS
usage, see Log on to an ApsaraDB for Redis instance by using DMS.

ApsaraDB for Redis instance
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This topic describes how to synchronize data from an ApsaraDB RDS for SQL Server instance to an
Analyt icDB for PostgreSQL instance by using Data Transmission Service (DTS). The data synchronization
feature allows you to transfer and analyze data with ease.

PrerequisitesPrerequisites
An ApsaraDB RDS for SQL Server instance is created. For more information, see Create an ApsaraDB
RDS for SQL Server instance and Overview of data synchronization scenarios.

Not ice Not ice The engine version of the ApsaraDB RDS for SQL Server instance can be 2012, 2014,
2016, 2017, or 2019.

An Analyt icDB for PostgreSQL instance is created. For more information, see Create an Analyt icDB for
PostgreSQL instance.

The source tables in the ApsaraDB RDS for SQL Server instance contain primary keys.

The dest ination tables in the Analyt icDB for PostgreSQL instance contain primary keys or unique
indexes.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during full data
migration. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you migrate data, evaluate the
impact of data migration on the performance of the source and dest ination databases. We
recommend that you migrate data during off-peak hours. For example, you can migrate data when
the CPU utilizat ion of the source and dest ination databases is less than 30%.

To ensure that the latency of data synchronization is accurate, DTS adds a heartbeat table to the
source database. The name of the heartbeat table is  dts_log_heart_beat .

In this scenario, DTS supports schema synchronization for the following types of objects: schema,
table, view, function, and procedure.

12.Synchronize data from an12.Synchronize data from an
ApsaraDB RDS for SQL ServerApsaraDB RDS for SQL Server
instanceinstance
12.1. Synchronize data from an12.1. Synchronize data from an
ApsaraDB RDS for SQL Server instanceApsaraDB RDS for SQL Server instance
to an AnalyticDB for PostgreSQLto an AnalyticDB for PostgreSQL
instanceinstance
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Warning Warning ApsaraDB RDS for SQL Server and Analyt icDB for PostgreSQL are heterogeneous
databases. Their data types do not have one-to-one correspondence. We recommend that you
evaluate the impact of data type conversion on your business. For more information, see Data
type mappings for schema synchronization.

DTS does not synchronize data of the following types: TIMESTAMP, CURSOR, ROWVERSION,
HIERACHYID, SQL_VARIANT, SPATIAL GEOMETRY, SPATIAL GEOGRAPHY, and TABLE.

SQL operations that can be synchronizedSQL operations that can be synchronized
DDL operation: ADD COLUMN

DML operations: INSERT, UPDATE, and DELETE

Permissions required for database accountsPermissions required for database accounts

Database Required permission Authorization method

ApsaraDB RDS for SQL
Server instance

Permissions of the source database owner

Modify the
permissions of a
standard account on
an ApsaraDB RDS for
SQL Server instance

AnalyticDB for
PostgreSQL instance

The LOGIN permission

The SELECT, CREATE, INSERT, UPDATE, and DELETE
permissions on the destination tables

The CONNECT and CREATE permissions on the
destination database

The CREATE permission on the destination schemas

The COPY permission (the permission to perform
memory-based batch copy operations)

Not e Not e You can use the init ial account of the
AnalyticDB for PostgreSQL instance.

Manage users and
permissions

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to SQL ServerSQL Server, Dest ination Instance to
Analyt icDB f or Post greSQLAnalyt icDB f or Post greSQL, and Synchronization Topology to One-way Synchronizat ionOne-way Synchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.
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6. Configure the source and dest ination instances.

Section Parameter Description

N/A
Synchronizati
on Task Name

The task name that DTS automatically generates. We
recommend that you specify a descriptive name that makes it
easy to identify the task. You do not need to use a unique task
name.

Source Instance
Details

Instance Type Select RDS Inst anceRDS Inst ance.

Instance
Region

The source region that you selected on the buy page. The value
of this parameter cannot be changed.

Instance ID The ID of the source ApsaraDB RDS for SQL Server instance.

Database
Account

The database account of the ApsaraDB RDS for SQL Server
instance. For information about the permissions that are required
for the account, see Permissions required for database accounts.

Database
Password

The password of the database account.
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Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed. If you want to select
SSL-encrypt edSSL-encrypt ed, you must enable SSL encryption for the
ApsaraDB RDS for SQL Server instance before you configure the
data migration task. For more information, see Configure SSL
encryption on an ApsaraDB RDS for SQL Server instance.

Not e Not e The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Destination
Instance Details

Instance Type
The value of this parameter is set to Analyt icDB f orAnalyt icDB f or
Post greSQLPost greSQL and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. The
value of this parameter cannot be changed.

Instance ID The ID of the destination AnalyticDB for PostgreSQL instance.

Database
Name

The name of the destination database.

Database
Account

The database account of the destination AnalyticDB for
PostgreSQL instance. For information about the permissions that
are required for the account, see Permissions required for
database accounts.

Database
Password

The password of the database account.

Section Parameter Description

7. 

8. Select  the synchronization policy and objects to synchronize.
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Setting Description

Init ialize
Synchronization

Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion, Init ial Full Dat a Synchroniz at ionInit ial Full Dat a Synchroniz at ion, and
Init ial Increment al Dat a Synchroniz at ionInit ial Increment al Dat a Synchroniz at ion are selected by default. After the
precheck is complete, DTS synchronizes the schemas and data of required
objects from the source instance to the destination instance. The schemas and
data are the basis for subsequent incremental synchronization.
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Processing Mode in
Existed Target
Table

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination database
contains tables that have the same names as tables in the source database. If
the destination database does not contain tables that have the same names
as tables in the source database, the precheck is passed. Otherwise, an error
is returned during precheck and the data synchronization task cannot be
started.

Not e Not e If the source and destination databases contain identical
table names and the tables in the destination database cannot be
deleted or renamed, you can use the object name mapping feature to
rename the tables that are synchronized to the destination database. For
more information, see Rename an object to be synchronized.

Ignore Errors and ProceedIgnore Errors and Proceed: skips the precheck for identical table names in
the source and destination databases.

Warning Warning If you select Ignore Errors and ProceedIgnore Errors and Proceed, data
inconsistency may occur and your business may be exposed to potential
risks.

If the source and destination databases have the same schema,
DTS does not synchronize data records that have the same
primary keys as data records in the destination database.

If the source and destination databases have different schemas,
init ial data migration may fail. In this case, only specific columns
are migrated, or the data migration task fails.

Setting Description
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Merge Multi Tables

YesYes : In online transaction processing (OLTP) scenarios, sharding is
implemented to speed up the response to business tables. However,
AnalyticDB for PostgreSQL allows you to store a large amount of data in a
single table and makes your SQL queries more efficient. You can merge
multiple source tables that have the same schema into a single destination
table. This feature allows you to synchronize data from multiple tables in the
source database to a single table in AnalyticDB for PostgreSQL.

Not eNot e

After you select multiple tables from the source database, you
must change the names of these tables to the name of the
destination table in AnalyticDB for PostgreSQL. To do this, you can
use the object name mapping feature. For more information
about how to use this feature, see Rename an object to be
synchronized.

You must add a column named  __dts_data_source  to the
destination table in AnalyticDB for PostgreSQL. This column is
used to record the data source. The data type of this column is
TEXT. DTS writes column values in the following format:  <Data
synchronization instance ID>:<Source database name>.<So
urce schema name>.<Source table name> . Such column
values allow DTS to identify each source table. For example,  dt
s********:dtstestdata.testschema.customer1  indicates
that the source table is customer1.

If you set this parameter to Yes, all the selected source tables in
the task are merged into a destination table. If you do not need
to merge specific source tables, you can create a separate data
synchronization task for these tables.

NoNo : the default value.

Setting Description
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Select the
operation types

Select the types of operations that you want to synchronize based on your
business requirements. All operation types are selected by default.

Select the objects
to be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon to

add the objects to the Select edSelect ed section.
In this scenario, data synchronization is performed between heterogeneous
databases. Therefore, the objects to synchronize are tables, and other objects
such as views, triggers and stored procedure are not synchronized to the
destination database.

Not eNot e

By default, after an object is synchronized to the destination
instance, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see
Rename an object to be synchronized.

If you set the Merge Mult i T ablesMerge Mult i T ables  parameter to YesYes , you must
change the names of the selected tables to the name of the
destination table in the AnalyticDB for PostgreSQL instance. To do
this, you can use the object name mapping feature.

Add quotation
marks to the
target object

Specify whether you need to enclose object names in quotation marks. If you
select YesYes  and the following conditions are met, DTS encloses object names in
single quotation marks (') or double quotation marks (") during schema
migration and incremental data migration.

The business environment of the source database is case-sensit ive but the
database name contains both uppercase and lowercase letters.

A source table name does not start with a letter and contains characters
other than letters, digits, and special characters.

Not e Not e A source table name can contain only the following special
characters: underscores (_), number signs (#), and dollar signs ($).

The names of the schemas, tables, or columns that you want to synchronize
are keywords, reserved keywords, or invalid characters in the destination
database.

Not e Not e If you select Yes, after DTS synchronizes data to the
destination database, you must specify the object name in quotation marks
to query the object.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.

Setting Description
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Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. Specify the table type, primary key column, and distribution key of the tables that you want to
synchronize to the Analyt icDB for PostgreSQL instance.

Not e Not e For more information about primary key columns and distribution keys, see Define
constraints and Define table distribution.

10. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

11. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

12. Wait  until the init ial synchronization is complete and the data synchronization task is in the
Synchroniz ingSynchroniz ing state.
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You can view the status of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

FAQFAQ
Q: How do I f ind the tables that are synchronized to the Analyt icDB for PostgreSQL instance?

A: During schema synchronization, DTS synchronizes tables to the dest ination database based on the
schema of the source database. In this example, you can find the  customer  and  Student  tables in
the  dbo  schema of the  dtstestdata  database in the dest ination instance, as shown in the
following figure.

This topic describes how to synchronize data from a self-managed SQL Server database that is hosted
on Elast ic Compute Service (ECS) to an instance by using Data Transmission Service (DTS).

PrerequisitesPrerequisites
The version of the self-managed SQL Server database is 2008, 2008 R2, 2012, 2014, 2016, or 2017.

Not e Not e If  you deploy the SQL Server database in an Always On availability group (AOAG), you
must use the synchronous-commit mode.

12.2. Synchronize data from a self-12.2. Synchronize data from a self-
managed SQL Server database hostedmanaged SQL Server database hosted
on ECS to an AnalyticDB foron ECS to an AnalyticDB for
PostgreSQL instancePostgreSQL instance
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The tables to be synchronized from the self-managed SQL Server database have primary keys or
UNIQUE NOT NULL indexes.

The available storage space of the instance is larger than the total size of the data in the self-
managed SQL Server database.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

To ensure that the data synchronization task runs as expected, do not frequently back up the source
database. We recommend that you retain log files for more than three days. Otherwise, you cannot
retrieve log files after they are truncated.

To ensure that the delay t ime of data synchronization is accurate, DTS adds a heartbeat table to the
self-managed SQL Server database. The name of the heartbeat table is  Source table name_dts_mys
ql_heartbeat .

LimitsLimits
DTS does not synchronize the schemas of assemblies, service brokers, full-text  indexes, full-text
catalogs, distributed schemas, distributed functions, CLR stored procedures, CLR scalar-valued
functions, CLR table-valued functions, internal tables, systems, or aggregate functions.

DTS does not synchronize data of the following types: TIMESTAMP, CURSOR, ROWVERSION,
HIERACHYID, SQL_VARIANT, SPATIAL GEOMETRY, SPATIAL GEOGRAPHY, and TABLE.

DTS does not synchronize tables that contain computed columns.

SQL operations that can be synchronizedSQL operations that can be synchronized
Data manipulation language (DML) operations: INSERT, UPDATE, and DELETE

Data definit ion language (DDL) operation: ADD COLUMN

Permissions required for database accountsPermissions required for database accounts

Database Required permissions References

Self-managed SQL
Server database

The permissions of the sysadmin role
CREATE USER and
GRANT (Transact-SQL)
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AnalyticDB for
PostgreSQL instance

The LOGIN permission

The SELECT, CREATE, INSERT, UPDATE, and DELETE
permissions on the destination tables

The CONNECT and CREATE permissions on the
destination databases

The CREATE permission on the destination schemas

The COPY permission (the permission to perform
memory-based batch copy operations)

Not e Not e You can use the init ial account of the
AnalyticDB for PostgreSQL instance.

Create a database
account

Manage users and
permissions

Database Required permissions References

Before you beginBefore you begin
Before you configure a data synchronization task, configure log sett ings and create clustered indexes
on the self-managed SQL Server database.

1. Run the following command on the self-managed SQL Server database to change the recovery
model to full. You can also change the recovery model by using SQL Server Management Studio
(SSMS). For more information, see View or Change the Recovery Model of a Database (SQL Server).

use master;
GO
ALTER DATABASE <database_name> SET RECOVERY FULL WITH ROLLBACK IMMEDIATE;
GO

Parameters:
<database_name>: the name of the source database.
Example:

use master;
GO
ALTER DATABASE mytestdata SET RECOVERY FULL WITH ROLLBACK IMMEDIATE;
GO

2. Run the following command to create a logical backup for the source database. Skip this step if
you have already created a logical backup.

BACKUP DATABASE <database_name> TO DISK='<physical_backup_device_name>';
GO

Parameters:

<database_name>: the name of the source database.

<physical_backup_device_name>: the storage path and file name of the backup file.

Example:

BACKUP DATABASE mytestdata TO DISK='D:\backup\dbdata.bak';
GO

3. Run the following command to back up the log entries of the source database:
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BACKUP LOG <database_name> to DISK='<physical_backup_device_name>' WITH init;
GO

Parameters:

<database_name>: the name of the source database.

<physical_backup_device_name>: the storage path and file name of the backup file.

Example:

BACKUP LOG mytestdata TO DISK='D:\backup\dblog.bak' WITH init;
GO

4. Create clustered indexes for the tables that you want to synchronize. For more information, see
Create Clustered Indexes.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to SQL ServerSQL Server, set  Dest ination Instance to
Analyt icDB f or Post greSQLAnalyt icDB f or Post greSQL, and set  Synchronization Topology to One-wayOne-way
Synchronizat ionSynchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.
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Section Parameter Description

N/A
Synchronizati
on Task Name

DTS automatically generates a task name. We recommend that
you specify an informative name to identify the task. You do not
need to use a unique task name.

Source Instance
Details

Instance Type

Select an instance type based on the deployment of the source
database. In this example, select User-Creat ed Dat abase inUser-Creat ed Dat abase in
ECS Inst anceECS Inst ance.

Not e Not e If you select other instance types, you must
prepare the environment that is required for the source
database. For more information, see Preparation overview.

Instance
Region

The source region that you selected on the buy page. You cannot
change the value of this parameter.

ECS Instance
ID

Select the ID of the Elastic Compute Service (ECS) instance that
hosts the source database.

Database
Type

This parameter is set to SQLServerSQLServer and cannot be changed.
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Details

Port Number
Enter the service port number of the source database. The
default port number is 33063306.

Database
Account

Enter the account of the source database. For information about
the permissions that are required for the account, see
Permissions required for database accounts.

Database
Password

Enter the password of the database account.

Encryption

Select Non-encrypt edNon-encrypt ed or SSL-encrypt edSSL-encrypt ed.

Not e Not e The Encrypt ionEncrypt ion parameter is available only for
regions in the Chinese mainland and the China (Hong Kong)
region.

Destination
Instance Details

Instance Type
The value of this parameter is set to Analyt icDB f orAnalyt icDB f or
Post greSQLPost greSQL and cannot be changed.

Instance
Region

The destination region that you selected on the buy page. You
cannot change the value of this parameter.

Instance ID
Select the ID of the destination AnalyticDB for PostgreSQL
instance.

Database
Name

Enter the name of the destination database.

Database
Account

Enter the database account of the destination AnalyticDB for
PostgreSQL instance. For information about the permissions that
are required for the account, see Permissions required for
database accounts.

Database
Password

Enter the password of the database account.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS automatically adds the CIDR blocks of DTS servers to the whitelists of the
source SQL Server database and the dest ination Analyt icDB for PostgreSQL instance. You must
manually add the CIDR blocks of DTS servers to the inbound rule of the ECS instance that hosts
the source database. This ensures that DTS servers can connect to the source and dest ination
instances.

8. Select  the synchronization policy and objects to synchronize.
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Setting Description

Init ialize
Synchronization

Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion, Init ial Full Dat a Synchroniz at ionInit ial Full Dat a Synchroniz at ion, and
Init ial Increment al Dat a Synchroniz at ionInit ial Increment al Dat a Synchroniz at ion are selected by default. After the
precheck is complete, DTS synchronizes the schemas and data of required
objects from the source instance to the destination instance. The schemas and
data are the basis for subsequent incremental synchronization.
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Processing Mode in
Existed Target
Table

Pre-check and Int erceptPre-check and Int ercept : checks whether the destination database
contains tables that have the same names as tables in the source database. If
the destination database does not contain tables that have the same names
as tables in the source database, the precheck is passed. Otherwise, an error
is returned during precheck and the data synchronization task cannot be
started.

Not e Not e If the source and destination databases contain identical
table names and the tables in the destination database cannot be
deleted or renamed, you can use the object name mapping feature to
rename the tables that are synchronized to the destination database. For
more information, see Rename an object to be synchronized.

Ignore Errors and ProceedIgnore Errors and Proceed: skips the precheck for identical table names in
the source and destination databases.

Warning Warning If you select Ignore Errors and ProceedIgnore Errors and Proceed, data
inconsistency may occur and your business may be exposed to potential
risks.

If the source and destination databases have the same schema,
DTS does not synchronize data records that have the same
primary keys as data records in the destination database.

If the source and destination databases have different schemas,
init ial data migration may fail. In this case, only specific columns
are migrated, or the data migration task fails.

Setting Description
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Merge Multi Tables

YesYes : In online transaction processing (OLTP) scenarios, sharding is
implemented to speed up the response to business tables. However,
AnalyticDB for PostgreSQL allows you to store a large amount of data in a
single table and makes your SQL queries more efficient. You can merge
multiple source tables that have the same schema into a single destination
table. This feature allows you to synchronize data from multiple tables in the
source database to a single table in AnalyticDB for PostgreSQL.

Not eNot e

After you select multiple tables from the source database, you
must change the names of these tables to the name of the
destination table in AnalyticDB for PostgreSQL. To do this, you can
use the object name mapping feature. For more information
about how to use this feature, see Rename an object to be
synchronized.

You must add a column named  __dts_data_source  to the
destination table in AnalyticDB for PostgreSQL. This column is
used to record the data source. The data type of this column is
TEXT. DTS writes column values in the following format:  <Data
synchronization instance ID>:<Source database name>.<So
urce schema name>.<Source table name> . Such column
values allow DTS to identify each source table. For example,  dt
s********:dtstestdata.testschema.customer1  indicates
that the source table is customer1.

If you set this parameter to Yes, all the selected source tables in
the task are merged into a destination table. If you do not need
to merge specific source tables, you can create a separate data
synchronization task for these tables.

NoNo : the default value.

Select the
operation types

Select the types of operations that you want to synchronize based on your
business requirements. All operation types are selected by default.

Setting Description
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Select the objects
to be synchronized

Select one or more objects from the AvailableAvailable section and click the  icon to

add the objects to the Select edSelect ed section.
In this scenario, data synchronization is performed between heterogeneous
databases. Therefore, the objects to synchronize are tables, and other objects
such as views, triggers and stored procedure are not synchronized to the
destination database.

Not eNot e

By default, after an object is synchronized to the destination
instance, the name of the object remains unchanged. You can use
the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see
Rename an object to be synchronized.

If you set the Merge Mult i T ablesMerge Mult i T ables  parameter to YesYes , you must
change the names of the selected tables to the name of the
destination table in the AnalyticDB for PostgreSQL instance. To do
this, you can use the object name mapping feature.

Add quotation
marks to the
target object

Specify whether you need to enclose object names in quotation marks. If you
select YesYes  and the following conditions are met, DTS encloses object names in
single quotation marks (') or double quotation marks (") during schema
migration and incremental data migration.

The business environment of the source database is case-sensit ive but the
database name contains both uppercase and lowercase letters.

A source table name does not start with a letter and contains characters
other than letters, digits, and special characters.

Not e Not e A source table name can contain only the following special
characters: underscores (_), number signs (#), and dollar signs ($).

The names of the schemas, tables, or columns that you want to synchronize
are keywords, reserved keywords, or invalid characters in the destination
database.

Not e Not e If you select Yes, after DTS synchronizes data to the
destination database, you must specify the object name in quotation marks
to query the object.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.

Setting Description
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Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. Specify the table type, primary key column, and distribution key of the tables that you want to
synchronize to the Analyt icDB for PostgreSQL instance.

Not e Not e For more information about primary key columns and distribution keys, see Define
constraints and Define table distribution.

10. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

11. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

12. Wait  until the init ial synchronization is complete and the data synchronization task is in the
Synchroniz ingSynchroniz ing state.
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You can view the status of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.
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This topic describes how to synchronize data from an ApsaraDB RDS for PostgreSQL instance to an
instance by using Data Transmission Service (DTS). The data synchronization feature provided by DTS
allows you to transfer and analyze data with ease.

PrerequisitesPrerequisites
The tables to synchronize from the ApsaraDB RDS for PostgreSQL instance contain primary keys.

The dest ination instance is created. For more information, see Create an instance.

PrecautionsPrecautions
A single data synchronization task can synchronize data from only one database. To synchronize
data from mult iple databases, you must create a data synchronization task for each database.

During data synchronization, new tables that are created in the source database can also be
synchronized. However, to ensure data consistency, you must execute the following statement on
the new tables before they can be synchronized:

ALTER TABLE schema.table REPLICA IDENTITY FULL;

To ensure that the data synchronization task runs as expected, you can perform primary/secondary
switchover only on an ApsaraDB RDS for PostgreSQL instance V11. In this case, you must set  the  rds
_failover_slot_mode  parameter to  sync . For more information, see Logical Replicat ion Slot
Failover.

Warning Warning If  you perform primary/secondary switchover on a self-managed PostgreSQL
database or an ApsaraDB RDS for PostgreSQL instance of other versions, the data
synchronization task stops.

LimitsLimits
Init ial schema synchronization is not supported. DTS does not synchronize the schemas of the
required objects from the source database to the dest ination database.

You can select  only tables as the objects to synchronize.

DTS does not synchronize the following types of data: BIT, VARBIT, GEOMETRY, UUID, TSQUERY,
TSVECTOR, and TXID_SNAPSHOT.

If  you perform a DDL operation on an object  to be synchronized in the source database during data
synchronization, you must perform the operation in the dest ination database. Then, you must restart

13.Synchronize data between13.Synchronize data between
PostgreSQL databasesPostgreSQL databases
13.1. Synchronize data from an13.1. Synchronize data from an
ApsaraDB RDS for PostgreSQLApsaraDB RDS for PostgreSQL
instance to an AnalyticDB forinstance to an AnalyticDB for
PostgreSQL instancePostgreSQL instance
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the data synchronization task.

SQL operations that can be synchronizedSQL operations that can be synchronized
INSERT, UPDATE, and DELETE

PreparationsPreparations
1. Change the value of the  wal_level  parameter for the source RDS instance.

Warning Warning After you change the value of the  wal_level  parameter, you must restart
the instance to apply the change. We recommend that you evaluate the impact on your
business and change the parameter sett ing during off-peak hours.

i. Log on to the ApsaraDB RDS console.

ii. In the top navigation bar, select  the region where the RDS instance resides.

iii. Find the RDS instance and click its ID.

iv. In the left-side navigation pane, click Paramet ersParamet ers.

v. On the Paramet ersParamet ers page, find the  wal_level  parameter and change the parameter value
to  logical .

2. Create a database, schema, and table in the dest ination instance based on the schema of the
objects to synchronize. For more information, see SQL statements.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to Post greSQLPost greSQL, set  Target Instance to
Analyt icDB f or Post greSQLAnalyt icDB f or Post greSQL, and set  Synchronization Topology to One-WayOne-Way
Synchronizat ionSynchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination databases.
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Section Parameter Description

N/A
Synchronization
Task Name

DTS automatically generates a task name. We recommend
that you specify an informative name to identify the task.
You do not need to use a unique task name.

Source Instance
Details

Instance Type Select RDS Inst anceRDS Inst ance.

Instance Region
The source region that you selected on the buy page. You
cannot change the value of this parameter.

The ID of the
instance.

Select the ID of the ApsaraDB RDS for PostgreSQL instance.

Database Name Enter the name of the source database.

Database
Account

Enter the account of the AnalyticDB for PostgreSQL instance,
and the account must be a privileged account.

Not e Not e If the source database runs on an ApsaraDB
RDS for PostgreSQL instance V9.4 and you synchronize
only DML operations, the database account must have
the REPLICATION permission.
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Database
Password

Enter the password of the source database account.

Destination
Instance Details

Instance Type
The value of this parameter is set to Analyt icDB f orAnalyt icDB f or
Post greSQLPost greSQL and cannot be changed.

Instance Region
The destination region that you selected on the buy page.
You cannot change the value of this parameter.

The ID of the
instance.

Select the ID of the instance.

Database Name

Enter the name of the destination database.

Not e Not e The database must exist in the instance.
Otherwise, you must create a database.

Database
Account

Enter the init ial accountinit ial account  of the instance. For more
information, see Create a database account.

Not e Not e You can also enter an account that has the
RDS_SUPERUSER permission. For more information, see
Manage users and permissions.

Database
Password

Enter the password of the database account.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the whitelists of the ApsaraDB RDS for
PostgreSQ and instances. This ensures that DTS servers can connect to the source and
destination instances.

8. Select  the synchronization policy and the objects to synchronize.
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Section Parameter Description

Specify
Source and
Destination
Database

Init ial synchronization

Init ial Full Dat a Synchroniz at ionInit ial Full Dat a Synchroniz at ion is selected by
default. After the precheck, DTS synchronizes historical
data of the required objects from the source instance to
the destination instance. The data is the basis for
subsequent incremental synchronization.

Processing Mode In
Existed Target Table

Clear T arget  T ableClear T arget  T able
Skips the Schema Name Conf lictSchema Name Conf lict  item during the
precheck. Clears the data in the destination table
before init ial full data synchronization. If you want to
synchronize your business data after testing the data
synchronization task, you can select this mode.

IgnoreIgnore
Skips the Schema Name Conf lictSchema Name Conf lict  item during the
precheck. Adds data to the existing data during init ial
full data synchronization. If you want to synchronize
data from multiple tables to one table, you can select
this mode.
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Database

Synchronization Type

Select the types of operations that you want to
synchronize based on your business requirements.

Not e Not e The Alt er T ableAlt er T able operation is not
supported.

InsertInsert

Updat eUpdat e

Delet eDelet e

Alt erT ableAlt erT able

Select
Object to be
Synchronize
d

None

Select one or more tables from the AvailableAvailable section

and click the  icon to move the tables to the Select edSelect ed

section.

Not eNot e

You can select only tables as the objects to
synchronize.

You can use the object name mapping
feature to rename the columns that are
synchronized to the destination database. For
more information, see Rename an object to
be synchronized.

Rename
Databases
and Tables

None

You can use the object name mapping feature to rename
the objects that are synchronized to the destination
instance. For more information, see Object name
mapping.

Section Parameter Description

Dat a Transmission Service
Dat a Synchronizat ion··Synchronize d
at a bet ween Post greSQL dat abase

s

> Document  Version: 20220712 518

https://www.alibabacloud.com/help/doc-detail/125591.htm#concept-610481
https://www.alibabacloud.com/help/doc-detail/26628.htm#concept-610481


Retry T ime
for Failed
Connections

None

By default, if DTS fails to connect to the source or
destination database, DTS retries within the next 720
minutes (12 hours). You can specify the retry t ime based
on your needs. If DTS reconnects to the source and
destination databases within the specified time, DTS
resumes the data synchronization task. Otherwise, the
data synchronization task fails.

Not e Not e When DTS retries a connection, you are
charged for the DTS instance. We recommend that
you specify the retry t ime based on your business
needs. You can also release the DTS instance at your
earliest opportunity after the source and destination
instances are released.

Section Parameter Description

9. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

10. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

11. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.

13.2. Synchronize data from a self-13.2. Synchronize data from a self-
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This topic describes how to synchronize data from a self-managed PostgreSQL database to an
instance by using Data Transmission Service (DTS). The data synchronization feature provided by DTS
allows you to transfer and analyze data with ease.

PrerequisitesPrerequisites
The tables to be synchronized from the self-managed PostgreSQL database contain primary keys.

The dest ination instance is created. For more information, see Create an Analyt icDB for PostgreSQL
instance.

PrecautionsPrecautions
A single data synchronization task can synchronize data from only one database. To synchronize
data from mult iple databases, you must create a data synchronization task for each database.

During data synchronization, new tables that are created in the source database can also be
synchronized. However, to ensure data consistency, you must execute the following statement on
the new tables before they can be synchronized:

ALTER TABLE schema.table REPLICA IDENTITY FULL;

To ensure that the data synchronization task runs as expected, you can perform primary/secondary
switchover only on an ApsaraDB RDS for PostgreSQL instance V11. In this case, you must set  the  rds
_failover_slot_mode  parameter to  sync . For more information, see Logical Replicat ion Slot
Failover.

Warning Warning If  you perform primary/secondary switchover on a self-managed PostgreSQL
database or an ApsaraDB RDS for PostgreSQL instance of other versions, the data
synchronization task stops.

LimitsLimits
Init ial schema synchronization is not supported. DTS does not synchronize the schemas of the
required objects from the source database to the dest ination database.

You can select  only tables as the objects to synchronize.

DTS does not synchronize the following types of data: BIT, VARBIT, GEOMETRY, UUID, TSQUERY,
TSVECTOR, and TXID_SNAPSHOT.

If  you perform a DDL operation on an object  to be synchronized in the source database during data
synchronization, you must perform the operation in the dest ination database. Then, you must restart
the data synchronization task.

SQL operations that can be synchronizedSQL operations that can be synchronized
INSERT, UPDATE, and DELETE

Before you beginBefore you begin

13.2. Synchronize data from a self-13.2. Synchronize data from a self-
managed PostgreSQL database to anmanaged PostgreSQL database to an
AnalyticDB for PostgreSQL instanceAnalyticDB for PostgreSQL instance
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Create a database, schema, and table in the dest ination instance based on the schema of the objects
to be synchronized. For more information, see SQL statements.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to Post greSQLPost greSQL, set  Target Instance to
Analyt icDB f or Post greSQLAnalyt icDB f or Post greSQL, and set  Synchronization Topology to One-WayOne-Way
Synchronizat ionSynchronizat ion.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. At  the top of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the dest ination instance
resides.

5. Find the data synchronization instance and click Conf igure Synchronizat ion ChannelConf igure Synchronizat ion Channel in the
Actions column.

6. Configure the source and dest ination instances.

Section Parameter Description

N/A
Synchronization
Task Name

DTS automatically generates a task name. We recommend
that you specify an informative name for easy identification.
You do not need to use a unique task name.
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Source Instance
Details

Instance Type

Select an instance type based on the deployment of the
source database. In this example, select User-Creat edUser-Creat ed
Dat abase in ECS Inst anceDat abase in ECS Inst ance.

Not e Not e If you select other instance types, you must
deploy the network environment for the self-managed
database. For more information, see Preparation
overview.

This topic uses User-Creat ed Dat abase in ECS Inst anceUser-Creat ed Dat abase in ECS Inst ance
as an example to describe how to configure a data
synchronization task.

Instance Region
The source region that you selected on the buy page. You
cannot change the value of this parameter.

ECS Instance ID
Select the ID of the Elastic Compute Service (ECS) instance on
which the self-managed PostgreSQL database is deployed.

Database Type
This parameter is set to Post greSQLPost greSQL and cannot be
changed.

Port Number
Enter the service port number of the self-managed
PostgreSQL database.

Database Name Enter the name of the source database.

Database
Account

Enter the account of the self-managed PostgreSQL
database.

Not e Not e The account must have the permissions of
the schema owner.

Database
Password

Enter the password of the database account.

Destination
Instance Details

Instance Type
This parameter is set to Analyt icDB f or Post greSQLAnalyt icDB f or Post greSQL and
cannot be changed.

Instance Region
The destination region that you selected on the buy page.
You cannot change the value of this parameter.

Instance ID Select the ID of the instance.

Database Name Enter the name of the destination database.

Section Parameter Description
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Database
Account

Enter the init ial accountinit ial account  of the instance. For more
information, see Create a database account.

Not e Not e You can also enter an account that has the
RDS_SUPERUSER permission. For more information, see
Manage users and permissions.

Database
Password

Enter the password of the database account.

Section Parameter Description

7. In the lower-right corner of the page, click Set  Whit elist  and NextSet  Whit elist  and Next .

Not e Not e DTS adds the CIDR blocks of DTS servers to the inbound security group rule of the
ECS instance and the whitelist  of the instance. This ensures that DTS servers can connect to
the source and dest ination instances.

8. Select  the synchronization policy and the objects to synchronize.
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Section Parameter Description

Specify
Source and
Destination
Database

Init ial synchronization

Init ial Full Dat a Synchroniz at ionInit ial Full Dat a Synchroniz at ion is selected by
default. After the precheck, DTS synchronizes historical
data of the required objects from the source instance to
the destination instance. The data is the basis for
subsequent incremental synchronization.

Processing Mode In
Existed Target Table

Clear T arget  T ableClear T arget  T able
Skips the Schema Name Conf lictSchema Name Conf lict  item during the
precheck. Clears the data in the destination table
before init ial full data synchronization. If you want to
synchronize your business data after testing the data
synchronization task, you can select this mode.

IgnoreIgnore
Skips the Schema Name Conf lictSchema Name Conf lict  item during the
precheck. Adds data to the existing data during init ial
full data synchronization. If you want to synchronize
data from multiple tables to one table, you can select
this mode.

Synchronization Type

Select the types of operations that you want to
synchronize based on your business requirements.

Not e Not e The Alt er T ableAlt er T able operation is not
supported.

InsertInsert

Updat eUpdat e

Delet eDelet e

Alt erT ableAlt erT able

Select
Object to be
Synchronize
d

None

Select one or more tables from the AvailableAvailable section

and click the  icon to move the tables to the Select edSelect ed

section.

Not eNot e

You can select only tables as the objects to
synchronize.

You can use the object name mapping
feature to rename the columns that are
synchronized to the destination database. For
more information, see Rename an object to
be synchronized.
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Rename
Databases
and Tables

None

You can use the object name mapping feature to rename
the objects that are synchronized to the destination
instance. For more information, see Object name
mapping.

Retry T ime
for Failed
Connections

None

By default, if DTS fails to connect to the source or
destination database, DTS retries within the next 720
minutes (12 hours). You can specify the retry t ime based
on your needs. If DTS reconnects to the source and
destination databases within the specified time, DTS
resumes the data synchronization task. Otherwise, the
data synchronization task fails.

Not e Not e When DTS retries a connection, you are
charged for the DTS instance. We recommend that
you specify the retry t ime based on your business
needs. You can also release the DTS instance at your
earliest opportunity after the source and destination
instances are released.

Section Parameter Description

9. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

10. Close the PrecheckPrecheck dialog box after the following message is displayed: T he precheck isT he precheck is
passed.passed. Then, the data synchronization task starts.

11. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.

You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.
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This topic describes how to synchronize data from a self-managed TiDB database to an cluster by
using Data Transmission Service (DTS). In this example, Pump, Drainer, and a Kafka cluster are deployed.

PrerequisitesPrerequisites
An cluster is created. For more information, see Create an cluster.

The dest ination cluster has sufficient  storage space.

ContextContext

The binary log format and implementation mechanism of a TiDB database are different from those of a
MySQL database. To synchronize data and minimize modificat ions to the source TiDB database, you
must deploy Pump, Drainer, and a Kafka cluster.

Pump records the binary log files that are generated in TiDB in real t ime, and sends the binary log files
to Drainer. Drainer writes the binary log files to the downstream Kafka cluster. During incremental data
synchronization, DTS retrieves data from the Kafka cluster and synchronizes the data to the dest ination
database in real t ime. For example, DTS can synchronize data to an cluster.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following

14.Synchronize data from a14.Synchronize data from a
TiDB databaseTiDB database
14.1. Synchronize data from a self-14.1. Synchronize data from a self-
managed TiDB database to anmanaged TiDB database to an
AnalyticDB for MySQL clusterAnalyticDB for MySQL cluster
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cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

We recommend that you do not use gh-ost  or pt-online-schema-change to perform data definit ion
language (DDL) operations on the required objects during data synchronization. Otherwise, data may
fail to be synchronized.

Due to the limits of , if  the disk space usage of the nodes in an cluster reaches 80%, the cluster is
locked. We recommend that you est imate the required disk space based on the objects that you
want to synchronize. You must ensure that the dest ination cluster has sufficient  storage space.

Prefix indexes cannot be synchronized. If  the source database contains prefix indexes, data may fail
to be synchronized.

SQL operations that can be synchronizedSQL operations that can be synchronized
DDL operations: CREATE TABLE, DROP TABLE, RENAME TABLE, TRUNCATE TABLE, ADD COLUMN, and
DROP COLUMN

DML operations: INSERT, UPDATE, and DELETE

Not e Not e If  the data type of a field in the source table is changed during data synchronization,
an error message is reported and the data synchronization task is interrupted. You can submit  a
t icket  or manually troubleshoot the issue. For more information, see Troubleshoot the
synchronization failure that occurs due to field type changes.

PreparationsPreparations

Not e Not e The server on which the source database is deployed must be in the same internal
network as the servers on which Pump, Drainer, and the Kafka cluster are deployed. This minimizes
the impact of network latency on data synchronization.

1. Deploy Pump and Drainer. For more information, see TiDB Binlog Cluster Deployment.

2. Modify the configuration file of Drainer and specify a Kafka cluster to receive data from Drainer. For
more information, see Binlog Slave Client  User Guide.

3. Deploy a Kafka cluster by using one of the following methods:

Deploy a self-managed Kafka cluster. For more information, visit  the Apache Kafka official
website.

Warning Warning We recommend that you set  the  message.max.bytes  and  replica.fetch.
max.bytes  parameters for the Kafka broker to greater values. We also recommend that you
set the  fetch.message.max.bytes  parameter for the Kafka consumer to a greater value.
These sett ings ensure that the Kafka cluster can receive the binary log files that are
generated in TiDB. For more information, see Kafka 2.5 Documentation.

Purchase and deploy a Message Queue for Apache Kafka instance. For more information, see
Quick start  of Message Queue for Apache Kafka.
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Not e Not e The Message Queue for Apache Kafka instance must be deployed in the same
virtual private cloud (VPC) as the source database server. This ensures reliable data
transmission and minimizes the impact of network latency on data synchronization.

4. Create a topic in the self-managed Kafka cluster or the Message Queue for Apache Kafka instance.

5. Add the CIDR blocks of DTS servers to a whitelist  of the TiDB database. For more information, see
Add the CIDR blocks of DTS servers to the security settings of on-premises databases.

ProcedureProcedure
1. Purchase a data synchronization instance. For more information, see Purchase procedure.

Not e Not e On the buy page, set  Source Instance to T iDBT iDB and set  Dest ination Instance to
Analyt icDB f or MySQLAnalyt icDB f or MySQL.

2. Log on to the DTS console.

3. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

4. In the upper part  of the Synchronizat ion T asksSynchronizat ion T asks page, select  the region where the data
synchronization instance resides.

5. Find the data synchronization instance and click Conf igure T askConf igure T ask in the Act ions column.

6. Configure the source and dest ination instances.

i. Configure the task name and the source database.
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Parameter Description

Synchronization
Task Name

The task name that DTS automatically generates. We recommend that you
specify a descriptive name that makes it  easy to identify the task. You do not
need to use a unique task name.

Instance Type

The access method of the source database. In this example, User-Creat edUser-Creat ed
Dat abase in ECS Inst anceDat abase in ECS Inst ance is selected.

Not e Not e If you select other instance types, you must deploy the
network environment for the self-managed database. For more
information, see Preparation overview.

Instance Region
The source region that you selected on the buy page. The value of this
parameter cannot be changed.

Database Type The value of this parameter is set to T iDBT iDB and cannot be changed.
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Port Number The service port number of the source T iDB database. Default value: 40004000.

Database
Account

The account of the source T iDB database. The account must have the SELECT
permission on the objects to synchronize and the SHOW VIEW permission. For
more information, see Privilege Management.

Database
Password

The password of the database account.

Kafka Cluster
Type

The access method of the Kafka cluster. In this example, User-Creat edUser-Creat ed
Dat abase in ECS Inst anceDat abase in ECS Inst ance is selected. If the Kafka cluster is connected over
other methods, you must deploy the network environment for the Kafka
cluster. For more information, see Preparation overview.

Not e Not e You cannot select Message Queue for Apache Kafka for the
Kafka Cluster Type parameter. If you deploy a Message Queue for Apache
Kafka instance, you must select User-Creat ed Dat abase Connect edUser-Creat ed Dat abase Connect ed
over Express Connect , VPN Gat eway, or Smart  Access Gat ewayover Express Connect , VPN Gat eway, or Smart  Access Gat eway.
Then, you must select the VPC to which the Message Queue for Apache
Kafka instance belongs.

Instance Region
The value of this parameter is the same as the region of the source database
and cannot be changed.

ECS Instance ID
The ID of the Elastic Compute Service (ECS) instance that hosts the self-
managed Kafka cluster.

Kafka Port
Number

The service port number of the self-managed Kafka cluster. Default value:
9092.

Kafka Cluster
Account

The username that is used to log on to the Kafka cluster. If no authentication
is enabled for the Kafka cluster, you do not need to enter the username.

Kafka Cluster
Password

The password that corresponds to the username. If no authentication is
enabled for the Kafka cluster, you do not need to enter the password.

Topic Click Get  T opic ListGet  T opic List  and select a topic name from the drop-down list.

Kafka Version The version of the self-managed Kafka cluster.

Kafka Cluster
Encryption

Select Non-encrypt edNon-encrypt ed or SCRAM-SHA-256SCRAM-SHA-256 based on your business and
security requirements.

Parameter Description
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ii. Configure the dest ination database.

Parameter Description

Instance Type The value of this parameter is set to Analyt icDBAnalyt icDB and cannot be changed.

Instance Region
The destination region that you selected on the buy page. The value of this
parameter cannot be changed.

Version The value of this parameter is set to 3.03.0 and cannot be changed.

Database The ID of the destination cluster.

Database
Account

The database account of the destination cluster. The account must have read
and write permissions on the destination database. For more information, see
Create a database account.

Database
Password

The password of the database account.

7. 

8. Select  the synchronization policy and the objects to synchronize.

Setting Description

Select the init ial
synchronization
types

You must select both Init ial Schema Synchroniz at ionInit ial Schema Synchroniz at ion and Init ial Full Dat aInit ial Full Dat a
Synchroniz at ionSynchroniz at ion in most cases. After the precheck is complete, DTS
synchronizes the schemas and data of required objects from the source instance
to the destination cluster. The schemas and data are the basis for subsequent
incremental synchronization.
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Select the
processing mode
of conflicting
tables

Precheck and Report  ErrorsPrecheck and Report  Errors : checks whether the destination database
contains tables that have the same names as tables in the source database. If
the destination database does not contain tables that have the same names
as tables in the source database, the precheck is passed. Otherwise, an error
is returned during precheck and the data synchronization task cannot be
started.

Not e Not e You can use the object name mapping feature to rename the
tables that are synchronized to the destination database. If the source
and destination databases contain identical table names and the tables in
the destination database cannot be deleted or renamed, you can use this
feature. For more information, see Rename an object to be synchronized.

Ignore Errors and ProceedIgnore Errors and Proceed: skips the precheck for identical table names in
the source and destination databases.

Warning Warning If you select Ignore Errors and ProceedIgnore Errors and Proceed, data
inconsistency may occur and your business may be exposed to potential
risks.

If the source and destination databases have the same schema,
DTS does not synchronize data records that have the same
primary keys as data records in the destination database.

If the source and destination databases have different schemas,
init ial data synchronization may fail. In this case, only specific
columns are synchronized, or the data synchronization task fails.

Specify whether to
merge tables

If you select YesYes , DTS adds the  __dts_data_source  column to each table
to store data sources. In this case, DDL operations cannot be synchronized.

NoNo  is selected by default. In this case, DDL operations can be synchronized.

Not e Not e If you set this parameter to Yes, all the selected source tables
in the task are merged into the destination table. To merge only the data
source columns of specific tables, you can create two data synchronization
tasks.

Select the
operation types to
synchronize

Select the types of operations that you want to synchronize based on your
business requirements. All operation types are selected by default. For more
information, see SQL operations that can be synchronized.

Setting Description
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Select the objects
to synchronize

Select one or more objects from the AvailableAvailable section and click the  icon to

add the objects to the Select edSelect ed section.
You can select tables or databases as the objects to synchronize.

Not eNot e

If you select a database as the object to synchronize, all schema
changes in the database are synchronized to the destination
database.

If you select a table as the object to synchronize, only the ADD
COLUMN operations that are performed on the table are
synchronized to the destination database.

By default, after an object is synchronized to the destination cluster,
the name of the object remains unchanged. You can use the object
name mapping feature to rename the objects that are synchronized
to the destination cluster. For more information, see Rename an
object to be synchronized.

Rename Databases
and Tables

You can use the object name mapping feature to rename the objects that are
synchronized to the destination instance. For more information, see Object name
mapping.

Replicate
Temporary Tables
When DMS
Performs DDL
Operations

If you use Data Management (DMS) to perform online DDL operations on the
source database, you can specify whether to synchronize temporary tables
generated by online DDL operations.

YesYes : DTS synchronizes the data of temporary tables generated by online DDL
operations.

Not e Not e If online DDL operations generate a large amount of data,
the data synchronization task may be delayed.

NoNo : DTS does not synchronize the data of temporary tables generated by
online DDL operations. Only the original DDL data of the source database is
synchronized.

Not e Not e If you select No, the tables in the destination database may
be locked.

Setting Description

Dat a Synchronizat ion··Synchronize d
at a from a TiDB dat abase

Dat a Transmission Service

533 > Document  Version: 20220712

https://www.alibabacloud.com/help/doc-detail/125591.htm#concept-610481
https://www.alibabacloud.com/help/doc-detail/26628.htm#concept-610481
https://www.alibabacloud.com/help/doc-detail/47550.htm#task-1919582


Retry T ime for
Failed Connections

By default, if DTS fails to connect to the source or destination database, DTS
retries within the next 720 minutes (12 hours). You can specify the retry t ime
based on your needs. If DTS reconnects to the source and destination databases
within the specified time, DTS resumes the data synchronization task. Otherwise,
the data synchronization task fails.

Not e Not e When DTS retries a connection, you are charged for the DTS
instance. We recommend that you specify the retry t ime based on your
business needs. You can also release the DTS instance at your earliest
opportunity after the source and destination instances are released.

Setting Description

9. In the lower-right corner of the page, click NextNext .

10. Specify a type for the tables that you want to synchronize to the dest ination database.

Not e Not e After you select  Init ial Schema Synchronizat ionInit ial Schema Synchronizat ion, you must specify the t ypet ype,
primary key columnprimary key column, and part it ion key columnpart it ion key column for the tables that you want to synchronize
to the dest ination cluster. For more information, see CREATE TABLE.

11. In the lower-right corner of the page, click PrecheckPrecheck.

Not eNot e

Before you can start  the data synchronization task, DTS performs a precheck. You can
start  the data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, you can click the  icon next  to each failed item

to view details.

After you troubleshoot the issues based on the causes, you can run a precheck
again.

If  you do not need to troubleshoot the issues, you can ignore failed items and
run a precheck again.

12. Close the PrecheckPrecheck dialog box after the following message is displayed: Precheck PassedPrecheck Passed. Then,
the data synchronization task starts.

13. Wait  until init ial synchronization is completed and the data synchronization task enters the
Synchroniz ingSynchroniz ing state.
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You can view the state of the data synchronization task on the Synchronizat ion T asksSynchronizat ion T asks page.
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