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Legal disclaimer
Alibaba Cloud reminds you t o carefully read and fully underst and t he t erms and condit ions of t his legal
disclaimer before you read or use t his document . If you have read or used t his document , it  shall be deemed
as your t ot al accept ance of t his legal disclaimer.

1. You shall download and obt ain t his document  from t he Alibaba Cloud websit e or ot her Alibaba Cloud-
aut horized channels, and use t his document  for your own legal business act ivit ies only. The cont ent  of
t his document  is considered confident ial informat ion of Alibaba Cloud. You shall st rict ly abide by t he
confident ialit y obligat ions. No part  of t his document  shall be disclosed or provided t o any t hird part y for
use wit hout  t he prior writ t en consent  of Alibaba Cloud.

2. No part  of t his document  shall be excerpt ed, t ranslat ed, reproduced, t ransmit t ed, or disseminat ed by
any organizat ion, company or individual in any form or by any means wit hout  t he prior writ t en consent  of
Alibaba Cloud.

3. The cont ent  of t his document  may be changed because of product  version upgrade, adjust ment , or
ot her reasons. Alibaba Cloud reserves t he right  t o modify t he cont ent  of t his document  wit hout  not ice
and an updat ed version of t his document  will be released t hrough Alibaba Cloud-aut horized channels
from t ime t o t ime. You should pay at t ent ion t o t he version changes of t his document  as t hey occur and
download and obt ain t he most  up-t o-dat e version of t his document  from Alibaba Cloud-aut horized
channels.

4. This document  serves only as a reference guide for your use of Alibaba Cloud product s and services.
Alibaba Cloud provides t his document  based on t he "st at us quo", "being defect ive", and "exist ing
funct ions" of it s product s and services. Alibaba Cloud makes every effort  t o provide relevant  operat ional
guidance based on exist ing t echnologies. However, Alibaba Cloud hereby makes a clear st at ement  t hat
it  in no way guarant ees t he accuracy, int egrit y, applicabilit y, and reliabilit y of t he cont ent  of t his
document , eit her explicit ly or implicit ly. Alibaba Cloud shall not  t ake legal responsibilit y for any errors or
lost  profit s incurred by any organizat ion, company, or individual arising from download, use, or t rust  in
t his document . Alibaba Cloud shall not , under any circumst ances, t ake responsibilit y for any indirect ,
consequent ial, punit ive, cont ingent , special, or punit ive damages, including lost  profit s arising from t he
use or t rust  in t his document  (even if Alibaba Cloud has been not ified of t he possibilit y of such a loss).

5. By law, all t he cont ent s in Alibaba Cloud document s, including but  not  limit ed t o pict ures, archit ect ure
design, page layout , and t ext  descript ion, are int ellect ual propert y of Alibaba Cloud and/or it s
affiliat es. This int ellect ual propert y includes, but  is not  limit ed t o, t rademark right s, pat ent  right s,
copyright s, and t rade secret s. No part  of t his document  shall be used, modified, reproduced, publicly
t ransmit t ed, changed, disseminat ed, dist ribut ed, or published wit hout  t he prior writ t en consent  of
Alibaba Cloud and/or it s affiliat es. The names owned by Alibaba Cloud shall not  be used, published, or
reproduced for market ing, advert ising, promot ion, or ot her purposes wit hout  t he prior writ t en consent  of
Alibaba Cloud. The names owned by Alibaba Cloud include, but  are not  limit ed t o, "Alibaba Cloud",
"Aliyun", "HiChina", and ot her brands of Alibaba Cloud and/or it s affiliat es, which appear separat ely or in
combinat ion, as well as t he auxiliary signs and pat t erns of t he preceding brands, or anyt hing similar t o
t he company names, t rade names, t rademarks, product  or service names, domain names, pat t erns,
logos, marks, signs, or special descript ions t hat  t hird part ies ident ify as Alibaba Cloud and/or it s
affiliat es.

6. Please direct ly cont act  Alibaba Cloud for any errors of t his document .
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Document conventions
St yleSt yle Descript ionDescript ion ExampleExample

 DangerDanger
A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

 Danger:Danger:

Resetting will result  in the loss of user
configuration data.

 WarningWarning
A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

 Warning:Warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

 Not iceNot ice
A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

 Not ice:Not ice:

If the weight is set to 0, the server no
longer receives new requests.

 Not eNot e
A note indicates supplemental
instructions, best practices, t ips, and
other content.

 Not e:Not e:

You can use Ctrl + A to select all files.

>
Closing angle brackets are used to
indicate a multi-level menu cascade.

Click Set t ingsSet t ings > Net workNet work> Set  net workSet  net work
t ypet ype.

BoldBold
Bold formatting is used for buttons ,
menus, page names, and other UI
elements.

Click OKOK.

Courier font Courier font is used for commands
Run the cd /d C:/window  command to
enter the Windows system folder.

Italic Italic formatting is used for parameters
and variables.

bae log list  --instanceid

Instance_ID

[] or [a|b]
This format is used for an optional value,
where only one item can be selected.

ipconfig [-all|-t]

{} or {a|b}
This format is used for a required value,
where only one item can be selected.

switch {active|stand}
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Container Service provides various serverless containers based on virtual nodes and Elast ic Container
Instance (ECI). For example, Serverless Kubernetes (ASK) clusters enable seamless integration of
Kubernetes and ECI. This topic describes how to use Alibaba Cloud Service Mesh (ASM) to manage
applications in ECI pods that run in ASK clusters.

PrerequisitesPrerequisites
An ASK cluster is created. For more information, see ASK quick start .

Not e Not e To use the service discovery feature, you must set  the service discovery mode to
PrivateZone or CoreDNS when you create an ASK cluster.

The ASK cluster is added to your ASM instance. For more information, see Add a cluster to an ASM
instance.

Enable automatic sidecar injectionEnable automatic sidecar injection
After you enable automatic sidecar inject ion for a namespace in the ASM console, an Envoy proxy is
automatically injected as a sidecar into each pod that is created in the namespace. These Envoy proxies
comprise the data plane of the ASM instance.

1. Log on to the ASM console.

2. In the left-side navigation pane, choose Service MeshService Mesh >  > Mesh ManagementMesh Management .

3. On the Mesh ManagementMesh Management  page, find the ASM instance that you want to configure. Click the
name of the ASM instance or click ManageManage in the Act ionsAct ions column of the ASM instance.

4. On the details page of the ASM instance, click NamespaceNamespace in the left-side navigation pane.

5. On the NamespacesNamespaces page, find the namespace for which you want to enable automatic sidecar
inject ion and click Enable Aut omat ic Sidecar Inject ionEnable Aut omat ic Sidecar Inject ion in the Aut omat ic Sidecar Inject ionAut omat ic Sidecar Inject ion
column.

6. In the SubmitSubmit  message, click OKOK.

Create an application that runs in an ECI podCreate an application that runs in an ECI pod
All pods that run in ASK clusters are ECI pods. You do not need to label these pods.

Not e Not e After an application is created and run in an ECI pod, ASM can manage the application
on the data plane by using sidecars.

1. Run the following command to create an NGINX application:

kubectl run nginx -n default --image nginx

2. Run the following command to view the information about the pods that run on virtual nodes:

kubectl get pod -n default -o wide|grep virtual-kubelet

FAQFAQ

1.Use ASM to manage applications1.Use ASM to manage applications
in ECI pods running in ASK clustersin ECI pods running in ASK clusters

Alibaba Cloud Service Mesh
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Why am I unable to enable service discovery for an ASK cluster?

If  the logs of containers where sidecars are injected indicate that the ist iod.ist io-system service is
resolved to an invalid IP address, the PrivateZone service of Alibaba Cloud DNS (DNS) is not act ivated.
You can submit  a t icket  to enable the PrivateZone service or you can install CoreDNS.

Mult i-clust er··Use ASM t o manage a
pplicat ions in ECI pods running in ASK
clust ers
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Container Service provides various serverless containers based on virtual nodes and Elast ic Container
Instance (ECI). For example, virtual nodes can be deployed in Container Service for Kubernetes (ACK)
clusters to enable seamless integration of Kubernetes and ECI. You can create ECI pods as needed to
avoid the planning of cluster capacity. This topic describes how to use Alibaba Cloud Service Mesh
(ASM) to manage applications in ECI pods that run on the virtual nodes of ACK clusters.

PrerequisitesPrerequisites
The version of your ASM instance is v1.7.5.41-ge61a01c3-aliyun or later.

The ack-virtual-node component is deployed and properly runs in your ACK cluster. For more
information, see Step 1: Deploy ack-virtual-node in ACK clusters.

The ACK cluster is added to your ASM instance. For more information, see Add a cluster to an ASM
instance.

Enable automatic sidecar injectionEnable automatic sidecar injection
After you enable automatic sidecar inject ion for a namespace in the ASM console, an Envoy proxy is
automatically injected as a sidecar into each pod that is created in the namespace. These Envoy proxies
comprise the data plane of the ASM instance.

1. Log on to the ASM console.

2. In the left-side navigation pane, choose Service MeshService Mesh >  > Mesh ManagementMesh Management .

3. On the Mesh ManagementMesh Management  page, find the ASM instance that you want to configure. Click the
name of the ASM instance or click ManageManage in the Act ionsAct ions column of the ASM instance.

4. On the details page of the ASM instance, click NamespaceNamespace in the left-side navigation pane.

5. On the NamespacesNamespaces page, find the namespace for which you want to enable automatic sidecar
inject ion and click Enable Aut omat ic Sidecar Inject ionEnable Aut omat ic Sidecar Inject ion in the Aut omat ic Sidecar Inject ionAut omat ic Sidecar Inject ion
column. In this example, automatic sidecar inject ion is enabled for the namespaces that are named
default  and vk. If  no namespaces are available, you must create at  least  two namespaces.

6. In the SubmitSubmit  message, click OKOK.

Create an application that runs in an ECI podCreate an application that runs in an ECI pod

Not e Not e After an application is created and run in an ECI pod, ASM can manage the application
on the data plane by using sidecars.

Use a pod label t o creat e an applicat ion t hat  runs in an ECI podUse a pod label t o creat e an applicat ion t hat  runs in an ECI pod

You can add the  label alibabacloud.com/eci=true  label to a pod to make the pod an ECI pod that
runs on a virtual node.

1. Run the following command to check whether the  istio-injection=enabled  label is added to
the namespace that is named default:

2.Use ASM to manage applications2.Use ASM to manage applications
in ECI pods running on virtualin ECI pods running on virtual
nodes of ACK clustersnodes of ACK clusters
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kubectl get ns default --show-labels

The following output is expected:

NAME      STATUS   AGE   LABELS
default   Active   84d   istio-injection=enabled,provider=asm

2. Run the following command to create an NGINX application:

kubectl run nginx -n default --image nginx -l alibabacloud.com/eci=true

3. Run the following command to view the information about the pods that run on virtual nodes:

kubectl get pod -n default -o wide|grep virtual-kubelet

Use a namespace label t o creat e an applicat ion t hat  runs in an ECI podUse a namespace label t o creat e an applicat ion t hat  runs in an ECI pod

You can add the  label alibabacloud.com/eci=true  label to the namespace of a pod to make the
pod an ECI pod that runs on a virtual node.

1. Run the following command to check whether the  istio-injection=enabled  label is added to
the vk namespace:

kubectl get ns default --show-labels

The following output is expected:

NAME      STATUS   AGE   LABELS
default   Active   84d   istio-injection=enabled,provider=asm

2. Run the following command to add a label to the vk namespace:

kubectl label namespace vk alibabacloud.com/eci=true

3. Run the following command to create an NGINX application:

kubectl -n vk run nginx --image nginx

4. Run the following command to view the information about the pods that run on virtual nodes:

kubectl -n vk get pod -o wide|grep virtual-kubelet

Mult i-clust er··Use ASM t o manage a
pplicat ions in ECI pods running on vir
t ual nodes of ACK clust ers
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Alibaba Cloud Service Mesh (ASM) allows you to manage applications in external Kubernetes clusters
that are registered in the Container Service console.

PrerequisitesPrerequisites
An external Kubernetes cluster that can access the Internet is registered in the Container Service
console. For more information, see Register an external Kubernetes cluster.

ASM is act ivated. For more information, see Create an ASM instance.

ProceduresProcedures
1. Log on to the ASM console.

2. In the left-side navigation pane, choose Service MeshService Mesh >  > Mesh ManagementMesh Management .

3. On the Mesh ManagementMesh Management  page, click Creat e ASM Inst anceCreat e ASM Inst ance.

4. In the Creat e ASM Inst anceCreat e ASM Inst ance panel, enter an instance name, and select  a region, a virtual private
cloud (VPC), and a vSwitch.

Not eNot e

Select  the region where the registered external Kubernetes cluster resides or a region
that is nearest  to the cluster.

Select  the VPC where the registered external Kubernetes cluster resides.

Select  a vSwitch from the vSwitch drop-down list  as required. If  no vSwitch is available,
click Creat e vSwit chCreat e vSwit ch to create one. For more information, see Work with vSwitches.

5. Specify whether to allow Internet access to the API server.

Not e Not e An ASM instance runs on Kubernetes runtime. You can use the API server to define
various mesh resources, such as virtual services, dest ination rules, and Ist io gateways.

If  you allow Internet access to the API server, an elast ic IP address (EIP) is created and
bound to a Server Load Balancer (SLB) instance on the private network. Port  6443 of the
API server is exposed. You can use the kubeconfig file of the cluster to connect to and
manage the registered cluster to define mesh resources over the Internet.

If  you do not allow Internet access to the API server, no EIP is created. You can use the
kubeconfig file to connect to and manage the registered cluster to define mesh
resource only through the VPC where the cluster resides.

6. Select  Expose Ist io PilotExpose Ist io Pilot  in the Internet Access sect ion.

Not e Not e If  you do not select  Expose Ist io Pilot, the pod in the registered external cluster
cannot connect to Ist io Pilot, and applications in the pod cannot work as expected.

3.Use ASM to manage applications3.Use ASM to manage applications
in registered external Kubernetesin registered external Kubernetes
clustersclusters

Alibaba Cloud Service Mesh
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7. Keep the default  sett ings for other parameters. Click OKOK to create the ASM instance.

Not e Not e It  takes 2 to 3 minutes to create an ASM instance.

8. On the Mesh ManagementMesh Management  page, find the ASM instance that you want to configure. Click the
name of the ASM instance or click ManageManage in the Act ionsAct ions column of the ASM instance.

9. On the details page of the ASM instance, choose Dat a Plane (Service Discovery)Dat a Plane (Service Discovery) >  > Kubernet esKubernet es
Clust ersClust ers in the left-side navigation pane. On the Kubernetes Clusters page, click AddAdd.

10. In the Add Clust erAdd Clust er panel, select  an external cluster as required and click OKOK.

Not e Not e After you add a cluster to an ASM instance, the status of the ASM instance
becomes Updat ingUpdat ing. Wait  a few seconds and click Ref reshRef resh in the upper-right corner. If  the
cluster is added to the instance, the status of the instance will become RunningRunning. The wait ing
duration may vary with the network speed. On the Kubernet es Clust ersKubernet es Clust ers page, you can view
the information about the added cluster.

11. On the details page of the ASM instance, click ASM Gat ewaysASM Gat eways in the left-side navigation pane. On
the ASM Gateways page, click Deploy Def ault  Ingress Gat ewayDeploy Def ault  Ingress Gat eway.

12. In the Deploy Ingress Gateway panel, set  the parameters as required.

i. Select  the cluster where you want to deploy an ingress gateway service from the Clust erClust er
drop-down list .

ii. Select  Internet Access or Internal Access for the SLB Instance Type parameter.

Not e Not e Different external clusters may support  different types of SLB instances. For
example, specific external clusters do not support  internal SLB instances. Select  the SLB
instance type as required. If  the registered external cluster does not support  SLB instances,
select  Internet Access for SLB Instance Type. After the ingress gateway service is defined,
edit  the YAML file of the ingress gateway service to specify the service type, such as
Nodeport  or ClusterIP.

You can only create SLB instances instead of using exist ing ones for external clusters.

iii. Configure port  mappings.

Not eNot e

We recommend that you use the same port  for the container and the service in a
mapping and enable the port  on the Ist io gateway.

ASM provides four default  ports that are commonly used by Ist io. You can keep or
delete the default  ports, or add new ports as required.

13. Click OKOK to deploy the ingress gateway service.

After you deploy the ingress gateway service, log on to the external cluster to view the details of
the ingress gateway service.

Deploy applications in the external clusterDeploy applications in the external cluster
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Deploy applications in the external cluster by running commands on the kubectl client  or using the
external cluster console. For more information, see Deploy an application in an ASM instance.

Define Istio resourcesDefine Istio resources
Define Ist io resources in the ASM console. For more information, see Define Istio resources.
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Alibaba Cloud Service Mesh (ASM) allows you to deploy the microservices of an application in mult iple
clusters in the same Virtual Private Cloud (VPC). This topic uses the Bookinfo application as an example
to describe how to deploy an application in two clusters that share the same VPC and are added to the
same ASM instance.

PrerequisitesPrerequisites
Two Container Service for Kubernetes (ACK) clusters are created in the same VPC. For more
information, see Create an ACK dedicated cluster. In this topic, the two clusters are m1c1 and m1c2.

An ASM instance is created. For more information, see Create an ASM instance. In this topic, the ASM
instance is mesh1.

Step 1: Change the security group names for the two clustersStep 1: Change the security group names for the two clusters
Change the security group names for the two clusters. Make sure that users can deduce the
corresponding clusters from the new security group names. In this example, change the security group
names to m1c1-sg and m1c2-sg.

1. Log on to the ECS console.

2. In the left-side navigation pane, choose Net work &  Securit yNet work &  Securit y >  > Securit y GroupsSecurit y Groups.

3. In the top navigation bar, select  a region.

4. On the Securit y GroupsSecurit y Groups page, find the security group to be modified and click Modif yModif y in the
Act ionsAct ions column.

5. In the dialog box that appears, modify Securit y Group NameSecurit y Group Name and Descript ionDescript ion.

6. Click OKOK.

The following figure shows the new security group names.

Step 2: Set security group rules to allow mutual access between theStep 2: Set security group rules to allow mutual access between the
two clusterstwo clusters
To enable the two clusters to access each other, you must set  rules for accessing the security groups
of the two clusters.

1. On the configuration page of the m1c1-sg group, create a rule to allow the access from m1c2-sg.
For more information, see Add security group rules.

2. On the configuration page of the m1c2-sg group, create a rule to allow the access from m1c1-sg.

4.Use ASM to deploy an application4.Use ASM to deploy an application
in multiple clusters in the same VPCin multiple clusters in the same VPC
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Step 3: Add the two clusters to the ASM instance and deploy anStep 3: Add the two clusters to the ASM instance and deploy an
ingress gatewayingress gateway
The two clusters can access each other. After you add the two clusters to the ASM instance, you only
need to deploy an ingress gateway for one of the two clusters.

1. Add the two clusters to the ASM instance. For more information, see Add a cluster to an ASM instance.

2. Deploy an ingress gateway for the m1c1 cluster. For more information, see Deploy an ingress gateway
service.

Step 4: Deploy the Bookinfo applicationStep 4: Deploy the Bookinfo application
ASM allows you to deploy an application across clusters. You can deploy the microservices of the
Bookinfo application in the two clusters.

1. Deploy the Bookinfo application excluding the v3 version of the reviews microservice in the m1c2
cluster. For more information, see Deploy an application in an ASM instance.

Not e Not e The v3 version of the reviews microservice displays rat ings as red stars.

The following code shows the content of the YAML file:

#####################################################################################
#############
# Details service
#####################################################################################
#############
apiVersion: v1
kind: Service
metadata:
  name: details
  labels:
    app: details
    service: details
spec:
  ports:
  - port: 9080
    name: http
  selector:
    app: details
---
apiVersion: v1
kind: ServiceAccount
metadata:
  name: bookinfo-details
  labels:
    account: details
---
apiVersion: apps/v1
kind: Deployment
metadata:
  name: details-v1
  labels:
    app: details
    version: v1

Alibaba Cloud Service Mesh
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    version: v1
spec:
  replicas: 1
  selector:
    matchLabels:
      app: details
      version: v1
  template:
    metadata:
      labels:
        app: details
        version: v1
    spec:
      serviceAccountName: bookinfo-details
      containers:
      - name: details
        image: docker.io/istio/examples-bookinfo-details-v1:1.15.0
        imagePullPolicy: IfNotPresent
        ports:
        - containerPort: 9080
---
#####################################################################################
#############
# Ratings service
#####################################################################################
#############
apiVersion: v1
kind: Service
metadata:
  name: ratings
  labels:
    app: ratings
    service: ratings
spec:
  ports:
  - port: 9080
    name: http
  selector:
    app: ratings
---
apiVersion: v1
kind: ServiceAccount
metadata:
  name: bookinfo-ratings
  labels:
    account: ratings
---
apiVersion: apps/v1
kind: Deployment
metadata:
  name: ratings-v1
  labels:
    app: ratings
    version: v1
spec:
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spec:
  replicas: 1
  selector:
    matchLabels:
      app: ratings
      version: v1
  template:
    metadata:
      labels:
        app: ratings
        version: v1
    spec:
      serviceAccountName: bookinfo-ratings
      containers:
      - name: ratings
        image: docker.io/istio/examples-bookinfo-ratings-v1:1.15.0
        imagePullPolicy: IfNotPresent
        ports:
        - containerPort: 9080
---
#####################################################################################
#############
# Reviews service
#####################################################################################
#############
apiVersion: v1
kind: Service
metadata:
  name: reviews
  labels:
    app: reviews
    service: reviews
spec:
  ports:
  - port: 9080
    name: http
  selector:
    app: reviews
---
apiVersion: v1
kind: ServiceAccount
metadata:
  name: bookinfo-reviews
  labels:
    account: reviews
---
apiVersion: apps/v1
kind: Deployment
metadata:
  name: reviews-v1
  labels:
    app: reviews
    version: v1
spec:
  replicas: 1

Alibaba Cloud Service Mesh
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  replicas: 1
  selector:
    matchLabels:
      app: reviews
      version: v1
  template:
    metadata:
      labels:
        app: reviews
        version: v1
    spec:
      serviceAccountName: bookinfo-reviews
      containers:
      - name: reviews
        image: docker.io/istio/examples-bookinfo-reviews-v1:1.15.0
        imagePullPolicy: IfNotPresent
        ports:
        - containerPort: 9080
---
apiVersion: apps/v1
kind: Deployment
metadata:
  name: reviews-v2
  labels:
    app: reviews
    version: v2
spec:
  replicas: 1
  selector:
    matchLabels:
      app: reviews
      version: v2
  template:
    metadata:
      labels:
        app: reviews
        version: v2
    spec:
      serviceAccountName: bookinfo-reviews
      containers:
      - name: reviews
        image: docker.io/istio/examples-bookinfo-reviews-v2:1.15.0
        imagePullPolicy: IfNotPresent
        ports:
        - containerPort: 9080
# ---
# apiVersion: apps/v1
# kind: Deployment
# metadata:
#   name: reviews-v3
#   labels:
#     app: reviews
#     version: v3
# spec:
#   replicas: 1

Mult i-clust er··Use ASM t o deploy an 
applicat ion in mult iple clust ers in t h
e same VPC

Alibaba Cloud Service Mesh

16 > Document  Version: 20220207



#   selector:
#     matchLabels:
#       app: reviews
#       version: v3
#   template:
#     metadata:
#       labels:
#         app: reviews
#         version: v3
#     spec:
#       serviceAccountName: bookinfo-reviews
#       containers:
#       - name: reviews
#         image: docker.io/istio/examples-bookinfo-reviews-v3:1.15.0
#         imagePullPolicy: IfNotPresent
#         ports:
#         - containerPort: 9080
---
#####################################################################################
#############
# Productpage services
#####################################################################################
#############
apiVersion: v1
kind: Service
metadata:
  name: productpage
  labels:
    app: productpage
    service: productpage
spec:
  ports:
  - port: 9080
    name: http
  selector:
    app: productpage
---
apiVersion: v1
kind: ServiceAccount
metadata:
  name: bookinfo-productpage
  labels:
    account: productpage
---
apiVersion: apps/v1
kind: Deployment
metadata:
  name: productpage-v1
  labels:
    app: productpage
    version: v1
spec:
  replicas: 1
  selector:
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    matchLabels:
      app: productpage
      version: v1
  template:
    metadata:
      labels:
        app: productpage
        version: v1
    spec:
      serviceAccountName: bookinfo-productpage
      containers:
      - name: productpage
        image: docker.io/istio/examples-bookinfo-productpage-v1:1.15.0
        imagePullPolicy: IfNotPresent
        ports:
        - containerPort: 9080
---

2. Deploy the v3 version of the reviews microservice and the rat ing microservice on which the reviews
microservice depends in the m1c1 cluster.

The following code shows the content of the YAML file:

#####################################################################################
#############
# Reviews service
#####################################################################################
#############
apiVersion: v1
kind: Service
metadata:
  name: reviews
  labels:
    app: reviews
    service: reviews
spec:
  ports:
  - port: 9080
    name: http
  selector:
    app: reviews
---
apiVersion: v1
kind: ServiceAccount
metadata:
  name: bookinfo-reviews
  labels:
    account: reviews
---
apiVersion: apps/v1
kind: Deployment
metadata:
  name: reviews-v3
  labels:
    app: reviews
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    version: v3
spec:
  replicas: 1
  selector:
    matchLabels:
      app: reviews
      version: v3
  template:
    metadata:
      labels:
        app: reviews
        version: v3
    spec:
      serviceAccountName: bookinfo-reviews
      containers:
      - name: reviews
        image: docker.io/istio/examples-bookinfo-reviews-v3:1.15.0
        imagePullPolicy: IfNotPresent
        ports:
        - containerPort: 9080
---
#####################################################################################
#############
# Ratings service
#####################################################################################
#############
apiVersion: v1
kind: Service
metadata:
  name: ratings
  labels:
    app: ratings
    service: ratings
spec:
  ports:
  - port: 9080
    name: http
  selector:
    app: ratings

Step 5: Define a virtual service and an Istio gatewayStep 5: Define a virtual service and an Istio gateway
1. In the namespace that is named default  of the ASM instance, define a virtual service that is named

bookinfo. For more information, see Define Istio resources.

The following code shows the content of the YAML file:
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apiVersion: networking.istio.io/v1alpha3
kind: VirtualService
metadata:
  name: bookinfo
spec:
  hosts:
  - "*"
  gateways:
  - bookinfo-gateway
  http:
  - match:
    - uri:
        exact: /productpage
    - uri:
        prefix: /static
    - uri:
        exact: /login
    - uri:
        exact: /logout
    - uri:
        prefix: /api/v1/products
    route:
    - destination:
        host: productpage
        port:
          number: 9080

2. In the namespace that is named default  of the ASM instance, define an Ist io gateway that is
named bookinfo-gateway. For more information, see Define Istio resources.

The following code shows the content of the YAML file:

apiVersion: networking.istio.io/v1alpha3
kind: Gateway
metadata:
  name: bookinfo-gateway
spec:
  selector:
    istio: ingressgateway # use istio default controller
  servers:
  - port:
      number: 80
      name: http
      protocol: HTTP
    hosts:
    - "*"

You can refresh the product page to view the effect  of the three versions of the reviews microservice in
turn. The v3 version of the reviews microservice can take effect  normally though it  does not reside in
the same cluster as other microservices.

Step 6: Make the v3 version of the reviews microservice take effectStep 6: Make the v3 version of the reviews microservice take effect
all the t ime (Optional)all the t ime (Optional)
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You can define a dest ination rule and a virtual service to set  a policy for deploying the microservices of
the Bookinfo application. The following example specifies that the v3 version of the reviews
microservice always takes effect.

1. In the namespace that is named default  of the ASM instance, define a dest ination rule that is
named reviews.

The following code shows the content of the YAML file:

apiVersion: networking.istio.io/v1alpha3
kind: DestinationRule
metadata:
  name: reviews
spec:
  host: reviews
  subsets:
  - name: v1
    labels:
      version: v1
  - name: v2
    labels:
      version: v2
  - name: v3
    labels:
      version: v3

2. In the namespace that is named default  of the ASM instance, define a virtual service that is named
reviews.

The following code shows the content of the YAML file:

apiVersion: networking.istio.io/v1alpha3
kind: VirtualService
metadata:
  name: reviews
spec:
  hosts:
    - reviews
  http:
  - route:
    - destination:
        host: reviews
        subset: v3
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When you access the product page, the v3 version of the reviews microservice takes effect  all the t ime.
In this case, rat ings are displayed as red stars.
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Alibaba Cloud Service Mesh (ASM) provides cross-region traffic distribution and failover capabilit ies for
applications. The cross-region traffic distribution feature implements cross-region load balancing by
routing traffic to mult iple clusters based on their weights. The cross-region failover feature implements
cross-region disaster recovery by transferring traffic from a faulty region to another region. This topic
describes how to use cross-region failover and traffic distribution features to implement cross-region
disaster recovery and load balancing. The Bookinfo application is used as an example.

PrerequisitesPrerequisites
An ASM instance is created. For more information, see Create an ASM instance.

Plan a networkPlan a network
Before you use ASM, you must plan a network for ASM. This involves the CIDR blocks and names of the
vSwitches, virtual private clouds (VPCs), and clusters. In this example, create a network based on the
following plan:

Network plan for the vSwitches and VPCs

vSwitches

Not ice Not ice To prevent route conflicts when you use Cloud Enterprise Network (CEN) to
connect to a VPC, use different CIDR blocks for each vSwitch.

vSwitch VPC IPv4 CIDR block

vpc-hangzhou-switch-1 vpc-hangzhou 192.168.0.0/24

vpc-shanghai-switch-1 vpc-shanghai 192.168.2.0/24

VPCs

VPC Region IPv4 CIDR block

vpc-hangzhou cn-hangzhou 192.168.0.0/16

vpc-shanghai cn-shanghai 192.168.0.0/16

Network plan for the clusters

Cluster Region VPC Pod CIDR Service CIDR

ack-hangzhou cn-hangzhou vpc-hangzhou 10.45.0.0/16 172.16.0.0/16

ack-shanghai cn-shanghai vpc-shanghai 10.47.0.0/16 172.18.0.0/16

5.Use ASM to implement cross-5.Use ASM to implement cross-
region disaster recovery and loadregion disaster recovery and load
balancingbalancing

Alibaba Cloud Service Mesh
Mult i-clust er··Use ASM t o implement
cross-region disast er recovery and l

oad balancing

> Document  Version: 20220207 23

https://www.alibabacloud.com/help/doc-detail/147793.htm#task-2370657


Step 1: Create clusters in different regionsStep 1: Create clusters in different regions
1. Create two vSwitches in the China (Hangzhou) and China (Shanghai) regions based on the

preceding plan, and then create VPCs that are associated with the vSwitches. For more
information, see Create a vSwitch and Create a VPC.

2. Use the VPCs that you created and the preceding network plan to create clusters in the China
(Hangzhou) and China (Shanghai) regions. For more information, see Create an ACK managed cluster.

Step 2: Use CEN to implement cross-region VPC communicationStep 2: Use CEN to implement cross-region VPC communication
1. Create a CEN instance.

i. Log on to the CEN console.

ii. On the Inst ancesInst ances page, click Creat e CEN Inst anceCreat e CEN Inst ance.

iii. In the Creat e CEN Inst anceCreat e CEN Inst ance panel, set  the parameters and click OKOK.

Parameter Description

Name

The name of the CEN instance.

The name must be 2 to 128 characters in length
and can contain digits, underscores (_), and
hyphens (-). It  must start with a letter.

Description The description of the instance.

Network Type
The type of the network. In this example, VPC is
used.

Region
The region where the instance resides. In this
example, China (Hangzhou) is used.

Networks
The instance that you want to attach. In this
example, the VPC that you created in the China
(Hangzhou) region is used.

2. Attach a network instance.

i. On the Inst ancesInst ances page, find the CEN instance that you created and click its ID.

ii. Click the Net worksNet works tab and then click At t ach Net workAt t ach Net work.

iii. In the At t ach Net workAt t ach Net work panel, set  the parameters on the Your AccountYour Account  tab and click OKOK.

Parameter Description

Network Type
The type of the network. In this example, VPC is
used.

Region
The region where the instance resides. In this
example, China (Shanghai) is used.

Networks
The instance that you want to attach. In this
example, the VPC that you created in the China
(Shanghai) region is used.
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3. Purchase the bandwidth plan. For more information, see Purchase a bandwidth plan.

4. Set  the cross-region connection bandwidth.

i. On the Inst ancesInst ances page, find the CEN instance that you created and click its ID.

ii. Click the Region Connect ionsRegion Connect ions tab and then click Set  Region Connect ionSet  Region Connect ion.

iii. In the Set  Region Connect ionSet  Region Connect ion panel, select  the bandwidth plan that you purchased from the
Bandwidt h PlansBandwidt h Plans drop-down list , set  the Connect ed RegionsConnect ed Regions to China (Shanghai) and China
(Hangzhou), and then click OKOK.

5. Add rules to the security groups.

Add the pod network CIDR of the ack-shanghai cluster to the security group of the ack-hangzhou
cluster and vice versa. This allows the pod CIDR of a cluster to access the localhost  of another
cluster.

i. Log on to the ACK console.

ii. On the Clust ersClust ers page, find the ack-shanghai cluster and click Det ailsDet ails in the Act ionsAct ions column.

iii. On the Clust er Inf ormat ionClust er Inf ormat ion page, click the Basic Inf ormat ionBasic Inf ormat ion tab.

View the pod network CIDR of the ack-shanghai cluster and go back to the Clust ersClust ers page.

iv. On the Clust ersClust ers page, find the ack-hangzhou cluster and click Det ailsDet ails in the Act ionsAct ions column.

v. On the Clust er Inf ormat ionClust er Inf ormat ion page, click the Clust er ResourcesClust er Resources tab. Then, click the security
group ID next  to Securit y GroupSecurit y Group.

vi. On the Securit y Group RulesSecurit y Group Rules page, click Add RuleAdd Rule on the InboundInbound tab.

vii. Set  the Prot ocol T ypeProt ocol T ype parameter to AllAll and the SourceSource parameter to the pod network CIDR
of the ack-shanghai cluster. Then, click SaveSave in the Act ionsAct ions column.

viii. Repeat the preceding substeps to view the pod network CIDR of the ack-hangzhou cluster and
add the pod network CIDR to the security group of the ack-shanghai cluster.

Step 3: Publish the pod route information to CENStep 3: Publish the pod route information to CEN
1. Log on to the ACK console.

2. On the Clust ersClust ers page, find the ack-hangzhou cluster and click Det ailsDet ails in the Act ionsAct ions column.

3. On the cluster details page, click the Clust er ResourcesClust er Resources tab and click the VPC ID next  to VPCVPC.

4. On the Information tab, view the router ID in the vRout er Basic Inf ormat ionvRout er Basic Inf ormat ion sect ion.

5. In the left-side navigation pane of the VPC console, click Rout e T ablesRout e T ables.

6. On the Rout e T ablesRout e T ables page, find the router ID and click the name of the route instance.

7. On the Rout e Ent ry ListRout e Ent ry List  tab, click Cust omCust om.

8. Click PublishPublish next  to the pod CIDR block. This topic uses a CIDR block of 10.45.0.0/16.

9. In the Publish Rout e Ent ryPublish Rout e Ent ry dialog box, click OKOK.

10. Repeat the preceding substeps to publish the pod route information about the ack-shanghai
cluster to CEN.

11. Verify whether the pod route information about the ack-hangzhou and ack-shanghai clusters is
published to CEN.

On the details page of the route table in the China (Hangzhou) region, click DynamicDynamic on the
Rout esRout es tab. You can view the route information of the pod CIDR block in the ack-shanghai cluster
and the route information about the IPv4 CIDR block of vpc-shanghai-switch-1. On the details page
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of the route table in the China (Shanghai) region, you can also view the route information of the
pod CIDR block in the ack-hangzhou cluster and the route information about the IPv4 CIDR block of
vpc-hangzhou-switch-1. This indicates that the pod route information about the ack-hangzhou
and ack-shanghai clusters is published to CEN.

Step 4: Add clusters to an ASM instanceStep 4: Add clusters to an ASM instance
Add the ack-hangzhou and ack-shanghai clusters that you created to an ASM instance.

1. Log on to the ASM console.

2. In the left-side navigation pane, choose Service MeshService Mesh >  > Mesh ManagementMesh Management .

3. On the Mesh ManagementMesh Management  page, find the ASM instance that you want to configure. Click the
name of the ASM instance or click ManageManage in the Act ionsAct ions column of the ASM instance.

4. On the details page of the ASM instance, choose Dat a Plane (Service Discovery)Dat a Plane (Service Discovery) >  > Kubernet esKubernet es
Clust ersClust ers in the left-side navigation pane. On the Kubernetes Clusters page, click AddAdd.

5. In the Add Clust erAdd Clust er panel, select  the ack-hangzhou cluster and click OKOK.

6. In the Not eNot e dialog box, click OKOK.

7. Repeat the preceding substeps to add the ack-shanghai cluster to the same ASM instance.

Step 5: Configure an ingress gateway in ASMStep 5: Configure an ingress gateway in ASM
1. View the ID of the ack-shanghai cluster.

i. Log on to the ACK console.

ii. On the Clust ersClust ers page, find the ack-shanghai cluster and click Det ailsDet ails in the Act ionsAct ions column.

iii. On the Cluster Information page, click the Basic Inf ormat ionBasic Inf ormat ion tab.

In the Basic Inf ormat ionBasic Inf ormat ion sect ion, view the ID of the ack-shanghai cluster.

2. Log on to the ASM console.

3. In the left-side navigation pane, choose Service MeshService Mesh >  > Mesh ManagementMesh Management .

4. On the Mesh ManagementMesh Management  page, find the ASM instance that you want to configure. Click the
name of the ASM instance or click ManageManage in the Act ionsAct ions column of the ASM instance.

5. On the details page of the ASM instance, click ASM Gat ewaysASM Gat eways in the left-side navigation pane.

6. On the ASM Gat ewaysASM Gat eways page, click Creat eCreat e.

7. On the Creat eCreat e page, select  the ack-hangzhou cluster from the Clust erClust er drop-down list , set  the
SLB Inst ance T ypeSLB Inst ance T ype parameter to Int ernet  AccessInt ernet  Access, and then select  an SLB instance from the
Creat e SLB Inst anceCreat e SLB Inst ance drop-down list . Keep the default  values of other parameters. Click Creat eCreat e.

8. On the ASM Gat ewaysASM Gat eways page, find the gateway named ingressgateway and click YAMLYAML in the
Act ionsAct ions column.

9. In the EditEdit  panel, enter the ID of the ack-shanghai cluster and click OKOK.

spec:
  clusterIds:
    - ack-hangzhou cluster-id
    - ack-shanghai cluster-id 

Step 6: Deploy the Bookinfo applicationStep 6: Deploy the Bookinfo application
1. Use kubectl to connect to the ack-hangzhou cluster. For more information, see Connect to ACK
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clusters by using kubectl.

2. Create an ack-hangzhou-k8s.yaml file that contains the following content:

 View the content of the YAML file.

# Details service
apiVersion: v1
kind: Service
metadata:
  name: details
  labels:
    app: details
    service: details
spec:
  ports:
  - port: 9080
    name: http
  selector:
    app: details
---
apiVersion: v1
kind: ServiceAccount
metadata:
  name: bookinfo-details
  labels:
    account: details
---
apiVersion: apps/v1
kind: Deployment
metadata:
  name: details-v1
  labels:
    app: details
    version: v1
spec:
  replicas: 1
  selector:
    matchLabels:
      app: details
      version: v1
  template:
    metadata:
      labels:
        app: details
        version: v1
    spec:
      serviceAccountName: bookinfo-details
      containers:
      - name: details
        image: docker.io/istio/examples-bookinfo-details-v1:1.16.2
        imagePullPolicy: IfNotPresent
        ports:
        - containerPort: 9080
        securityContext:
          runAsUser: 1000
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          runAsUser: 1000
---
# Ratings service
apiVersion: v1
kind: Service
metadata:
  name: ratings
  labels:
    app: ratings
    service: ratings
spec:
  ports:
  - port: 9080
    name: http
  selector:
    app: ratings
---
apiVersion: v1
kind: ServiceAccount
metadata:
  name: bookinfo-ratings
  labels:
    account: ratings
---
apiVersion: apps/v1
kind: Deployment
metadata:
  name: ratings-v1
  labels:
    app: ratings
    version: v1
spec:
  replicas: 1
  selector:
    matchLabels:
      app: ratings
      version: v1
  template:
    metadata:
      labels:
        app: ratings
        version: v1
    spec:
      serviceAccountName: bookinfo-ratings
      containers:
      - name: ratings
        image: docker.io/istio/examples-bookinfo-ratings-v1:1.16.2
        imagePullPolicy: IfNotPresent
        ports:
        - containerPort: 9080
        securityContext:
          runAsUser: 1000
---
# Reviews service
apiVersion: v1
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apiVersion: v1
kind: Service
metadata:
  name: reviews
  labels:
    app: reviews
    service: reviews
spec:
  ports:
  - port: 9080
    name: http
  selector:
    app: reviews
---
apiVersion: v1
kind: ServiceAccount
metadata:
  name: bookinfo-reviews
  labels:
    account: reviews
---
apiVersion: apps/v1
kind: Deployment
metadata:
  name: reviews-v1
  labels:
    app: reviews
    version: v1
spec:
  replicas: 1
  selector:
    matchLabels:
      app: reviews
      version: v1
  template:
    metadata:
      labels:
        app: reviews
        version: v1
    spec:
      serviceAccountName: bookinfo-reviews
      containers:
      - name: reviews
        image: docker.io/istio/examples-bookinfo-reviews-v1:1.16.2
        imagePullPolicy: IfNotPresent
        env:
        - name: LOG_DIR
          value: "/tmp/logs"
        ports:
        - containerPort: 9080
        volumeMounts:
        - name: tmp
          mountPath: /tmp
        - name: wlp-output
          mountPath: /opt/ibm/wlp/output
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        securityContext:
          runAsUser: 1000
      volumes:
      - name: wlp-output
        emptyDir: {}
      - name: tmp
        emptyDir: {}
---
# Productpage services
apiVersion: v1
kind: Service
metadata:
  name: productpage
  labels:
    app: productpage
    service: productpage
spec:
  ports:
  - port: 9080
    name: http
  selector:
    app: productpage
---
apiVersion: v1
kind: ServiceAccount
metadata:
  name: bookinfo-productpage
  labels:
    account: productpage
---
apiVersion: apps/v1
kind: Deployment
metadata:
  name: productpage-v1
  labels:
    app: productpage
    version: v1
spec:
  replicas: 1
  selector:
    matchLabels:
      app: productpage
      version: v1
  template:
    metadata:
      labels:
        app: productpage
        version: v1
    spec:
      serviceAccountName: bookinfo-productpage
      containers:
      - name: productpage
        image: docker.io/istio/examples-bookinfo-productpage-v1:1.16.2
        imagePullPolicy: IfNotPresent
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        ports:
        - containerPort: 9080
        volumeMounts:
        - name: tmp
          mountPath: /tmp
        securityContext:
          runAsUser: 1000
      volumes:
      - name: tmp
        emptyDir: {}
---
   

3. Run the following command to deploy the BookInfo application in the ack-hangzhou cluster:

kubectl apply -f ack-hangzhou-k8s.yaml

4. Use kubectl to connect to the ack-shanghai cluster. For more information, see Connect to ACK
clusters by using kubectl.

Not e Not e When you use kubectl to connect to the ack-shanghai cluster, you must switch the
kubeconfig of the ack-hangzhou cluster to that of the ack-shanghai cluster.

5. Create an ack-shanghai.yaml file that contains the following content:

View the content of the YAML file.

# Details service
apiVersion: v1
kind: Service
metadata:
  name: details
  labels:
    app: details
    service: details
spec:
  ports:
  - port: 9080
    name: http
  selector:
    app: details
---
apiVersion: v1
kind: ServiceAccount
metadata:
  name: bookinfo-details
  labels:
    account: details
---
apiVersion: apps/v1
kind: Deployment
metadata:
  name: details-v1
  labels:
    app: details
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    version: v1
spec:
  replicas: 1
  selector:
    matchLabels:
      app: details
      version: v1
  template:
    metadata:
      labels:
        app: details
        version: v1
    spec:
      serviceAccountName: bookinfo-details
      containers:
      - name: details
        image: docker.io/istio/examples-bookinfo-details-v1:1.16.2
        imagePullPolicy: IfNotPresent
        ports:
        - containerPort: 9080
        securityContext:
          runAsUser: 1000
---
# Ratings service
apiVersion: v1
kind: Service
metadata:
  name: ratings
  labels:
    app: ratings
    service: ratings
spec:
  ports:
  - port: 9080
    name: http
  selector:
    app: ratings
---
apiVersion: v1
kind: ServiceAccount
metadata:
  name: bookinfo-ratings
  labels:
    account: ratings
---
apiVersion: apps/v1
kind: Deployment
metadata:
  name: ratings-v1
  labels:
    app: ratings
    version: v1
spec:
  replicas: 1
  selector:
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  selector:
    matchLabels:
      app: ratings
      version: v1
  template:
    metadata:
      labels:
        app: ratings
        version: v1
    spec:
      serviceAccountName: bookinfo-ratings
      containers:
      - name: ratings
        image: docker.io/istio/examples-bookinfo-ratings-v1:1.16.2
        imagePullPolicy: IfNotPresent
        ports:
        - containerPort: 9080
        securityContext:
          runAsUser: 1000
---
# Reviews service
apiVersion: v1
kind: Service
metadata:
  name: reviews
  labels:
    app: reviews
    service: reviews
spec:
  ports:
  - port: 9080
    name: http
  selector:
    app: reviews
---
apiVersion: v1
kind: ServiceAccount
metadata:
  name: bookinfo-reviews
  labels:
    account: reviews
---
apiVersion: apps/v1
kind: Deployment
metadata:
  name: reviews-v2
  labels:
    app: reviews
    version: v2
spec:
  replicas: 1
  selector:
    matchLabels:
      app: reviews
      version: v2
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      version: v2
  template:
    metadata:
      labels:
        app: reviews
        version: v2
    spec:
      serviceAccountName: bookinfo-reviews
      containers:
      - name: reviews
        image: docker.io/istio/examples-bookinfo-reviews-v2:1.16.2
        imagePullPolicy: IfNotPresent
        env:
        - name: LOG_DIR
          value: "/tmp/logs"
        ports:
        - containerPort: 9080
        volumeMounts:
        - name: tmp
          mountPath: /tmp
        - name: wlp-output
          mountPath: /opt/ibm/wlp/output
        securityContext:
          runAsUser: 1000
      volumes:
      - name: wlp-output
        emptyDir: {}
      - name: tmp
        emptyDir: {}
---
# Productpage services
apiVersion: v1
kind: Service
metadata:
  name: productpage
  labels:
    app: productpage
    service: productpage
spec:
  ports:
  - port: 9080
    name: http
  selector:
    app: productpage
---
apiVersion: v1
kind: ServiceAccount
metadata:
  name: bookinfo-productpage
  labels:
    account: productpage
---
apiVersion: apps/v1
kind: Deployment
metadata:
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metadata:
  name: productpage-v1
  labels:
    app: productpage
    version: v1
spec:
  replicas: 1
  selector:
    matchLabels:
      app: productpage
      version: v1
  template:
    metadata:
      labels:
        app: productpage
        version: v1
    spec:
      serviceAccountName: bookinfo-productpage
      containers:
      - name: productpage
        image: docker.io/istio/examples-bookinfo-productpage-v1:1.16.2
        imagePullPolicy: IfNotPresent
        ports:
        - containerPort: 9080
        volumeMounts:
        - name: tmp
          mountPath: /tmp
        securityContext:
          runAsUser: 1000
      volumes:
      - name: tmp
        emptyDir: {}
---
   

6. Run the following command to deploy the BookInfo application in the ack-shanghai cluster:

kubectl apply -f ack-shanghai.yaml

7. Use kubectl to connect to the ASM instance. For more information, see Use kubectl to connect to an
ASM instance.

Not e Not e When you use kubectl to connect to the ASM instance, you must switch the
kubeconfig of the ack-shanghai cluster to that of the ASM instance.

8. Create an asm.yaml file that contains the following content:

View the content of the YAML file.

apiVersion: networking.istio.io/v1alpha3
kind: Gateway
metadata:
  name: bookinfo-gateway
spec:
  selector:
    istio: ingressgateway # use istio default controller
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    istio: ingressgateway # use istio default controller
  servers:
  - port:
      number: 80
      name: http
      protocol: HTTP
    hosts:
    - "*"
---
apiVersion: networking.istio.io/v1alpha3
kind: VirtualService
metadata:
  name: bookinfo
spec:
  hosts:
  - "*"
  gateways:
  - bookinfo-gateway
  http:
  - match:
    - uri:
        exact: /productpage
    - uri:
        prefix: /static
    - uri:
        exact: /login
    - uri:
        exact: /logout
    - uri:
        prefix: /api/v1/products
    route:
    - destination:
        host: productpage
        port:
          number: 9080
---
apiVersion: networking.istio.io/v1alpha3
kind: DestinationRule
metadata:
  name: productpage
spec:
  host: productpage
  subsets:
  - name: v1
    labels:
      version: v1
---
apiVersion: networking.istio.io/v1alpha3
kind: DestinationRule
metadata:
  name: reviews
spec:
  host: reviews
  subsets:
  - name: v1
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  - name: v1
    labels:
      version: v1
  - name: v2
    labels:
      version: v2
  - name: v3
    labels:
      version: v3
---
apiVersion: networking.istio.io/v1alpha3
kind: DestinationRule
metadata:
  name: ratings
spec:
  host: ratings
  subsets:
  - name: v1
    labels:
      version: v1
  - name: v2
    labels:
      version: v2
  - name: v2-mysql
    labels:
      version: v2-mysql
  - name: v2-mysql-vm
    labels:
      version: v2-mysql-vm
---
apiVersion: networking.istio.io/v1alpha3
kind: DestinationRule
metadata:
  name: details
spec:
  host: details
  subsets:
  - name: v1
    labels:
      version: v1
  - name: v2
    labels:
      version: v2
---
   

9. Run the following command to create a routing rule in the ASM instance:

kubectl apply -f asm.yaml

10. Verify whether the Bookinfo application is deployed.

i. Log on to the ACK console.

ii. In the left-side navigation pane of the ACK console, click Clust ersClust ers.

iii. On the Clust ersClust ers page, find the ack-hangzhou cluster and click Det ailsDet ails in the Act ionsAct ions column.
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iv. In the left-side navigation pane of the details page, choose Net workNet work >  > ServicesServices

v. At  the top of the ServicesServices page, select  ist io-system from the NamespaceNamespace drop-down list .
Find the ingress gateway that is named ist io-ingressgateway and view the IP address whose
port  is 80 in the Ext ernal EndpointExt ernal Endpoint  column.

vi. Enter the <IP address of the ingress gateway>/productpage in the address bar of your
browser.

Refresh the page mult iple t imes. The following images alternately appear on the screen.

Step 7: Use the cross-region traffic distribution and failover featuresStep 7: Use the cross-region traffic distribution and failover features
Conf igure cross-region t raf f ic dist ribut ionConf igure cross-region t raf f ic dist ribut ion

1. Log on to the ASM console.

2. In the left-side navigation pane, choose Service MeshService Mesh >  > Mesh ManagementMesh Management .

3. On the Mesh ManagementMesh Management  page, find the ASM instance that you want to configure. Click the
name of the ASM instance or click ManageManage in the Act ionsAct ions column of the ASM instance.

4. In the Basic Inf ormat ionBasic Inf ormat ion sect ion, click Enable localit y t raf f ic dist ribut ionEnable localit y t raf f ic dist ribut ion on the right of
Localit y-FailoverLocalit y-Failover.

Not e Not e If  you have enabled cross-region failover, you must disable cross-region failover
before you can enable cross-region traffic distribution.

5. In the Localit y-T raf f ic-Dist ribut ionLocalit y-T raf f ic-Dist ribut ion dialog box, set  the PolicyPolicy parameter to cn-hangzhou and
click New PolicyNew Policy.

6. Click the  icon and the  icon. Set  the T oT o parameter to cn-hangzhou and the WeightWeight

parameter to 90%.
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7. Click the  icon, set  the T oT o parameter to cn-shanghai and the WeightWeight  parameter to 10%, and

then click SubmitSubmit .

8. Run the following command to request  the BookInfo application 10 t imes to verify whether the
cross-region traffic distribution is successful:

for ((i=1;i<=10;i++));do curl http://<Ingress gateway endpoint of port 80 in the ack-ha
ngzhou cluster>/productpage 2>&1|grep full.stars;done

Expected output:

<!-- full stars: -->
<!-- full stars: -->

You can find that 10 access requests are made and two rows of  full stars  output are
returned. This indicates that 9 of the 10 requests are routed to the v1 reviews service in the ack-
hangzhou cluster and 1 request  is routed to the v2 reviews service in the ack-shanghai cluster.
Traffic is routed to different clusters based on the weights of the clusters.

Conf igure cross-region f ailoverConf igure cross-region f ailover

1. Disables the reviews service in the ack-hangzhou cluster.

i. Log on to the ACK console.

ii. In the left-side navigation pane of the ACK console, click Clust ersClust ers.

iii. In the left-side navigation pane of the details page, choose WorkloadsWorkloads >  > Deployment sDeployment s.

iv. On the Deployment sDeployment s page, set  the NamespaceNamespace parameter to default , f ind reviews-v1, and
then click ScaleScale in the Act ions Act ions column.

v. In the ScaleScale dialog box, set  the Desired Number of  PodsDesired Number of  Pods parameter to 0 and click OKOK.

2. Configure a dest ination rule.

Configure a dest ination rule. If  the reviews service cannot be requested within 1 second, the
reviews service will be ejected for 1 minute.

i. Log on to the ASM console.

ii. In the left-side navigation pane, choose Service MeshService Mesh >  > Mesh ManagementMesh Management .

iii. On the Mesh ManagementMesh Management  page, find the ASM instance that you want to configure. Click the
name of the ASM instance or click ManageManage in the Act ionsAct ions column of the ASM instance.

iv. On the details page of the ASM instance, choose T raf f ic ManagementT raf f ic Management  >  > Dest inat ionRuleDest inat ionRule in
the left-side navigation pane.

v. On the Dest inat ionRuleDest inat ionRule page, find the reviews service and click YAMLYAML in the Act ionsAct ions column.
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vi. In the EditEdit  panel, copy the following content to the code editor and click OKOK.

spec:
  ......
  trafficPolicy:
    connectionPool:
      http:
        maxRequestsPerConnection: 1
    outlierDetection:
      baseEjectionTime: 1m
      consecutive5xxErrors: 1
      interval: 1s

maxRequestsPerConnection: specifies the maximum number of requests per connection.

baseEject ionTime: specifies the minimum eject ion duration.

consecutive5xxErrors: specifies the number of consecutive errors.

interval: specifies the t ime interval for eject ion analysis.

3. Enable cross-region failover.

i. In the Basic Inf ormat ionBasic Inf ormat ion sect ion, click Enable Localit y-FailoverEnable Localit y-Failover on the right of Localit y-Localit y-
FailoverFailover.

Not e Not e If  you have enabled cross-region traffic distribution, you must disable cross-
region traffic distribution before you can enable cross-region failover.

ii. In the Localit y-FailoverLocalit y-Failover dialog box, set  the Failover parameter to cn-hangzhou if  the FromFrom
parameter is set  to cn-shanghai. Set  the Failover parameter to cn-shanghai if  the FromFrom
parameter is set  to cn-hangzhou. Then, click SubmitSubmit .

4. Run the following command to request  the BookInfo application 10 t imes and record the number
of successful routes to the v2 reviews service:

for ((i=1;i<=10;i++));do curl http://<Ingress gateway endpoint of port 80 in the ack-ha
ngzhou cluster>/productpage 2>&1|grep full.stars;done|wc -l

Expected output:

20

You can find that 10 access requests are made and 20 rows of results are returned. This is because
a two-row result  that contains  full stars  is returned each t ime a route to the v2 reviews
service succeeds. This indicates that all 10 requests are routed to the v2 reviews service in the ack-
shanghai cluster, and the cross-region failover is successful.
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