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Legal disclaimer
Alibaba Cloud reminds you t o carefully read and fully underst and t he t erms and condit ions of t his legal
disclaimer before you read or use t his document . If you have read or used t his document , it  shall be deemed
as your t ot al accept ance of t his legal disclaimer.

1. You shall download and obt ain t his document  from t he Alibaba Cloud websit e or ot her Alibaba Cloud-
aut horized channels, and use t his document  for your own legal business act ivit ies only. The cont ent  of
t his document  is considered confident ial informat ion of Alibaba Cloud. You shall st rict ly abide by t he
confident ialit y obligat ions. No part  of t his document  shall be disclosed or provided t o any t hird part y for
use wit hout  t he prior writ t en consent  of Alibaba Cloud.

2. No part  of t his document  shall be excerpt ed, t ranslat ed, reproduced, t ransmit t ed, or disseminat ed by
any organizat ion, company or individual in any form or by any means wit hout  t he prior writ t en consent  of
Alibaba Cloud.

3. The cont ent  of t his document  may be changed because of product  version upgrade, adjust ment , or
ot her reasons. Alibaba Cloud reserves t he right  t o modify t he cont ent  of t his document  wit hout  not ice
and an updat ed version of t his document  will be released t hrough Alibaba Cloud-aut horized channels
from t ime t o t ime. You should pay at t ent ion t o t he version changes of t his document  as t hey occur and
download and obt ain t he most  up-t o-dat e version of t his document  from Alibaba Cloud-aut horized
channels.

4. This document  serves only as a reference guide for your use of Alibaba Cloud product s and services.
Alibaba Cloud provides t his document  based on t he "st at us quo", "being defect ive", and "exist ing
funct ions" of it s product s and services. Alibaba Cloud makes every effort  t o provide relevant  operat ional
guidance based on exist ing t echnologies. However, Alibaba Cloud hereby makes a clear st at ement  t hat
it  in no way guarant ees t he accuracy, int egrit y, applicabilit y, and reliabilit y of t he cont ent  of t his
document , eit her explicit ly or implicit ly. Alibaba Cloud shall not  t ake legal responsibilit y for any errors or
lost  profit s incurred by any organizat ion, company, or individual arising from download, use, or t rust  in
t his document . Alibaba Cloud shall not , under any circumst ances, t ake responsibilit y for any indirect ,
consequent ial, punit ive, cont ingent , special, or punit ive damages, including lost  profit s arising from t he
use or t rust  in t his document  (even if Alibaba Cloud has been not ified of t he possibilit y of such a loss).

5. By law, all t he cont ent s in Alibaba Cloud document s, including but  not  limit ed t o pict ures, archit ect ure
design, page layout , and t ext  descript ion, are int ellect ual propert y of Alibaba Cloud and/or it s
affiliat es. This int ellect ual propert y includes, but  is not  limit ed t o, t rademark right s, pat ent  right s,
copyright s, and t rade secret s. No part  of t his document  shall be used, modified, reproduced, publicly
t ransmit t ed, changed, disseminat ed, dist ribut ed, or published wit hout  t he prior writ t en consent  of
Alibaba Cloud and/or it s affiliat es. The names owned by Alibaba Cloud shall not  be used, published, or
reproduced for market ing, advert ising, promot ion, or ot her purposes wit hout  t he prior writ t en consent  of
Alibaba Cloud. The names owned by Alibaba Cloud include, but  are not  limit ed t o, "Alibaba Cloud",
"Aliyun", "HiChina", and ot her brands of Alibaba Cloud and/or it s affiliat es, which appear separat ely or in
combinat ion, as well as t he auxiliary signs and pat t erns of t he preceding brands, or anyt hing similar t o
t he company names, t rade names, t rademarks, product  or service names, domain names, pat t erns,
logos, marks, signs, or special descript ions t hat  t hird part ies ident ify as Alibaba Cloud and/or it s
affiliat es.

6. Please direct ly cont act  Alibaba Cloud for any errors of t his document .
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Document conventions
St yleSt yle Descript ionDescript ion ExampleExample

 DangerDanger
A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

 Danger:Danger:

Resetting will result  in the loss of user
configuration data.

 WarningWarning
A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

 Warning:Warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

 Not iceNot ice
A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

 Not ice:Not ice:

If the weight is set to 0, the server no
longer receives new requests.

 Not eNot e
A note indicates supplemental
instructions, best practices, t ips, and
other content.

 Not e:Not e:

You can use Ctrl + A to select all files.

>
Closing angle brackets are used to
indicate a multi-level menu cascade.

Click Set t ingsSet t ings > Net workNet work> Set  net workSet  net work
t ypet ype.

BoldBold
Bold formatting is used for buttons ,
menus, page names, and other UI
elements.

Click OKOK.

Courier font Courier font is used for commands
Run the cd /d C:/window  command to
enter the Windows system folder.

Italic Italic formatting is used for parameters
and variables.

bae log list  --instanceid

Instance_ID

[] or [a|b]
This format is used for an optional value,
where only one item can be selected.

ipconfig [-all|-t]

{} or {a|b}
This format is used for a required value,
where only one item can be selected.

switch {active|stand}
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If  your GPU-accelerated instances are not configured with drivers, you must install NVIDIA drivers to
ensure the performance of your instances. The driver types that you can install on the instances may
vary based on the scenarios and the instance families. This topic describes how to create GPU-
accelerated instances and install NVIDIA drivers on the instances in different scenarios.

DriversDrivers
You can install the following NVIDIA drivers on Alibaba Cloud GPU-accelerated instances:

GPU driver: drives physical GPUs.

GRID driver: accelerates graphics processing.

Install drivers on vGPU-accelerated instancesInstall drivers on vGPU-accelerated instances
The instances of vGPU-accelerated instance families such as vgn6i and vgn5i are configured with vGPUs
that are generated from GPU virtualization with mediated pass-through. You can install only GRID
drivers on the instances. However, some GPU-related features may be unavailable on the vGPU-
accelerated instances because the NVIDIA GRID licenses are not act ivated for the GPUs that the
instances use. In this case, you can use the images in which GRID licenses are act ivated to create vGPU-
accelerated instances. You can also act ivate GRID licenses to use the GPU-related features. The
following information describes how to install the drivers.

OS Driver type Scenario Installation method

Windows
Server

GRID drivers

Graphics computing
scenarios, such as Open
Graphics Library (OpenGL)
and Direct3D scenarios

We recommend that you apply for the
licenses of GRID drivers, download the
installation packages of the drivers, and
then install the drivers on vGPU-
accelerated instances. To apply for the
licenses, submit a t icket. For more
information, see Install a GRID driver on a
Windows GPU-accelerated instance.

If you have purchased GRID licenses, we
recommend that you purchase only vGPU-
accelerated instances that are not
configured with drivers. For more
information, see Create a GPU-
accelerated instance that is not
configured with a driver.

Not e Not e After you create the
vGPU-accelerated instances, you
must install GRID drivers on the
instances. To install the drivers,
contact your license provider.

1.Installation guideline for1.Installation guideline for
NVIDIA driversNVIDIA drivers
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Linux, such
as Alibaba
Cloud Linux,
CentOS,
Ubuntu, or
SUSE Linux

GRID drivers
Common computing
scenarios, such as deep
learning and AI

We recommend that you apply for the
licenses of GRID drivers before you install
the drivers. To apply for the licenses,
submit a t icket. For more information, see
Install a GRID driver on a Linux vGPU-
accelerated instance.

OS Driver type Scenario Installation method

Install drivers on GPU-accelerated compute-optimized instancesInstall drivers on GPU-accelerated compute-optimized instances
GPU-accelerated compute-optimized instance families are classified into the following types:

GPU-accelerated compute-optimized instance family: gn7i, gn7, gn6i, gn6e, gn6v, gn5i, and gn5

GPU-accelerated compute-optimized ECS Bare Metal Instance family: ebmgn7i, ebmgn7, ebmgn6e,
ebmgn6v, ebmgn6i, ebmgn5, and ebmgn5i

Not e Not e The instances of gn7 and ebmgn7 instance families are suitable only for common
computing scenarios, such as deep learning, AI, and scientific computing. You must install GPU
drivers on the instances.

The following information describes driver types that you can install and how to install the drivers in
different scenarios:

Common computing scenarios such as deep learning, AI, and scientific computing

OS Driver type Installation method

Linux, such as
Alibaba Cloud
Linux, CentOS,
Ubuntu, or SUSE
Linux

GPU drivers

When you create GPU-accelerated compute-optimized
instances, we recommend that you click Public Image and
select Auto-install GPU Driver. When the instances are
started for the first  t ime, the drivers are installed. For more
information, see Create a Linux GPU-accelerated instance
configured with a GPU driver.

If you cannot find public images of the required OS types or
versions, we recommend that you create GPU-accelerated
compute-optimized instances that are not configured with
drivers and install GPU drivers that you have downloaded
from the NVIDIA official website on the instances. For more
information about how to install Linux GPU drivers, see the
following references:

Create a GPU-accelerated instance that is not configured
with a driver

Install a GPU driver on a Linux GPU-accelerated compute-
optimized instance
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Windows Server GPU drivers

You cannot configure automatic installation for GPU drivers
that run Windows when you create GPU-accelerated compute-
optimized instances. We recommend that you create GPU-
accelerated compute-optimized instances that are not
configured with drivers and install GPU drivers that you have
downloaded from the NVIDIA official website on the
instances. For more information about how to install
Windows Server GPU drivers, see the following references:

Create a GPU-accelerated instance that is not configured
with a driver

Install a Windows GPU driver on a GPU-accelerated
compute-optimized instance

OS Driver type Installation method

Graphics computing scenarios such as OpenGL and Direct3D scenarios

OS Driver type Installation method

Windows Server GRID drivers

We recommend that you apply for the licenses of GRID
drivers, download the installation packages of the drivers,
and then install the drivers on GPU-accelerated compute-
optimized instances. To apply for the licenses, submit a
ticket. For more information, see Install a GRID driver on a
Windows GPU-accelerated instance.

If you have purchased GRID licenses, we recommend that
you purchase only GPU-accelerated compute-optimized
instances that are not configured with drivers. For more
information, see Create a GPU-accelerated instance that is
not configured with a driver.

Not e Not e After you create the GPU-accelerated
compute-optimized instances, you must install GRID
drivers on the instances. To install the drivers, contact
your license provider.
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Linux, such as
Alibaba Cloud
Linux, CentOS,
Ubuntu, or SUSE
Linux

GPU drivers

When you create GPU-accelerated compute-optimized
instances, we recommend that you click Public Image and
select Auto-install GPU Driver. When the instances are
started for the first  t ime, the drivers are installed. For more
information, see Create a Linux GPU-accelerated instance
configured with a GPU driver.

If you cannot find public images of the required OS types or
versions, we recommend that you create GPU-accelerated
compute-optimized instances that are not configured with
drivers and install GPU drivers that you have downloaded
from the NVIDIA official website on the instances. For more
information about how to install Linux GPU drivers, see the
following references:

Create a GPU-accelerated instance that is not configured
with a driver

Install a GPU driver on a Linux GPU-accelerated compute-
optimized instance

OS Driver type Installation method
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This guide offers solut ions for issues such as how to connect to ECS instances, change operating
systems, resize cloud disks, upgrade or downgrade the configurations of ECS instances, and use
snapshots or images.

Create and manage ECS instancesCreate and manage ECS instances

You can perform the following steps to manage the lifecycle of an ECS instance:

i. Create an instance by using the wizard

ii. Connect to an ECS instance

iii. Stop an instance

iv. Release an instance

If the instance type or network configuration of your instance is unsuitable for your business, you can
change the instance type, IP address, and maximum public bandwidth:

Subscript ion instances:

Upgrade the instance types of subscript ion instances

Downgrade the configurations of an instance during renewal

Pay-as-you-go instances:

Change the instance type of a pay-as-you-go instance

Modify the bandwidth configurations of pay-as-you-go instances

IP addresses of ECS instances:

Change the public IP address of an ECS instance

Convert  the public IP address of a VPC-type instance to an Elast ic IP address

If the operating system of your instance is unsuitable for your business, you can change the
operating system. For more information, see Change the operating system.

You can use the following features to manage ECS instances in a fine-grained manner:

User data

Instance metadata

Instance identity

Instance RAM roles

Manage the billing methodManage the billing method

Subscript ion instances:

You can use one of the following methods to renew subscript ion instances:

Manually renew an instance

Enable auto-renewal for an instance

Downgrade the configurations of an instance during renewal

Pay-as-you-go instances:

2.Quick reference2.Quick reference
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You can enable the No Fees for Stopped Instances (VPC-Connected) feature for pay-as-you-go
instances. For more information, see No Fees for Stopped Instances (VPC-Connected).

Change the billing method of ECS instances:

Change the billing method of an instance from pay-as-you-go to subscript ion

Change the billing method of an instance from subscript ion to pay-as-you-go

Improve cost-effectivenessImprove cost-effectiveness

You can purchase preemptible instances to reduce costs and implement automatic scaling by
combining preemptible instances with auto provisioning. For more information, see Create an auto
provisioning group and Create a preemptible instance.

You can purchase reserved instances to improve the flexibility of paying for instances and reduce
costs. For more information, see Purchase reserved instances.

Create and manage cloud disksCreate and manage cloud disks

If  you want to use a cloud disk as a data disk, you can perform the following steps:

1. Create a disk.

2. Attach a data disk.

3. Format a data disk for a Linux instance or Format a data disk for a Windows ECS instance.

4. Create a snapshot to back up data. For more information, see Create a snapshot for a disk.

5. If  the capacity of an exist ing cloud disk cannot meet your requirements, resize the disk. For more
information, see the following topics:

Resize disks online for Linux instances

Resize disks offline for Linux instances

Resize disks online for Windows instances

Resize disks offline for Windows instances

6. If  a data error occurs on a cloud disk, use a snapshot from a specified point  in t ime to roll back the
cloud disk. For more information, see Roll back a disk by using a snapshot.

7. If  you want to restore a cloud disk to its init ial status, reinit ialize the cloud disk. For more
information, see Re-init ialize a data disk.

8. Detach a data disk.

9. Release a disk.

Create and manage snapshotsCreate and manage snapshots

You can perform the following steps to use a snapshot:

1. Create a snapshot. You can use one of the following methods to manually or automatically create
a snapshot:

Create a snapshot for a disk.

Use an automatic snapshot policy to automatically create snapshots on a regular basis. For more
information, see Apply or disable an automatic snapshot policy.

2. View the snapshot size.

3. Delete unnecessary snapshots to save storage space. For more information, see Reduce snapshot
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fees.

The following sect ion describes the common scenarios of snapshots:

To copy or back up data, you can use a snapshot to create or roll back a cloud disk. For more
information, see Create a disk from a snapshot and Roll back a disk by using a snapshot.

To deploy an environment, you can use a system disk snapshot to create a custom image and use the
custom image to create instances. For more information, see Create a custom image from a snapshot
and Create an ECS instance by using a custom image.

Create and manage custom imagesCreate and manage custom images

Only custom images can be managed in the ECS console. You can use a custom image to deploy a
business environment. You can use one of the following methods to obtain a custom image.

Create a custom image from a snapshot.

Create a custom image from an instance.

Create a custom image by using Packer.

Copy custom images across regions. For more information, see Copy custom images.

Share custom images across accounts. For more information, see Share custom images.

Import  custom images.

Create and import  on-premises images by using Packer.

You can export  custom images to back up environments. For more information, see Export custom
images.

Create and manage security groupsCreate and manage security groups

You can perform the following steps to create and manage a security group.

1. Create a security group.

2. Add security group rules.

3. Add an ECS instance to a security group.

4. Delete a security group rule.

5. Delete security groups.

You can clone a security group across regions and network types to simplify business deployment. For
more information, see Clone a security group.

If  new security group rules disrupt your online business, you can restore all or some of the security group
rules. For more information, see Restore security group rules.

Create and bind instance RAM rolesCreate and bind instance RAM roles

You can perform the following steps to create and bind an instance RAM role.

1. Optional. Authorize a RAM user to manage an instance RAM role. For more information, see
Authorize a RAM user to manage an instance RAM role.

2. Create and bind an instance RAM role. For more information, see Bind an instance RAM role.
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3. Replace the instance RAM role based on your needs. For more information, see Replace an instance
RAM role.

Create and manage SSH key pairsCreate and manage SSH key pairs

You can perform the following steps to create and manage an SSH key pair:

1. Create an SSH key pair or Import  an SSH key pair.

2. Bind an SSH key pair to an instance.

3. Connect to a Linux instance by using an SSH key pair.

4. Unbind an SSH key pair.

5. Delete an SSH key pair.

Create and manage ENIsCreate and manage ENIs

You can perform the following steps to create and manage an elast ic network interface (ENI).

1. Create an ENI.

2. Attach an ENI to an instance or Attach an ENI when you create an instance.

3. Optional. Configure an ENI.

4. Assign secondary private IP addresses.

5. Unbind an ENI.

6. Delete an ENI.

Use tagsUse tags

You can use tags to manage resources to enhance efficiency. You can perform the following steps to
use a tag:

1. Create or bind a tag.

2. Search for resources by tag.

3. Delete or unbind a tag.

Create and manage launch templatesCreate and manage launch templates

Launch templates help you create ECS instances that have the same configurations. You can perform
the following steps to use a launch template:

1. Create a launch template.

2. Create a template version.

3. Delete a launch template and a specified template version.

Create and manage deployment setsCreate and manage deployment sets

Deployment sets help you implement high availability for underlying applications. You can perform the
following steps to use a deployment set:

1. Create a deployment set.
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2. Create an ECS instance in a deployment set.

3. Change the deployment set  of an instance.

4. Delete a deployment set.

Use Cloud AssistantUse Cloud Assistant

Cloud Assistant allows you to send remote commands to ECS instances without the need to configure
jump servers. You can perform the following steps to use Cloud Assistant:

1. Optional. Manually install and configure the Cloud Assistant client  on some ECS instances. For more
information, see Install the Cloud Assistant client.

2. Create a command.

3. Run a command.

4. Query execution results and fix common problems.
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In scenarios in which graphics computing is not required, such as deep learning and AI, we recommend
that you use a GPU-accelerated compute-optimized instance configured with a GPU driver. This topic
describes how to create a Linux GPU-accelerated compute-optimized instance configured with a GPU
driver that supports automatic installat ion.

ContextContext
Alibaba Cloud allows you to configure GPU drivers that support  automatic installat ion only when you
create specific GPU-accelerated instances and use Linux public images. The instances must belong to
GPU-accelerated compute-optimized families, such as the GPU-accelerated compute-optimized
instance family and the GPU-accelerated compute-optimized Elast ic Compute Service (ECS) Bare Metal
Instance family. You cannot configure GPU drivers that support  automatic installat ion in the following
scenarios:

You want to purchase a Windows GPU-accelerated instance and a GPU driver. In this case, you must
purchase a Windows GPU-accelerated instance that is not configured with a driver and install a GPU
driver. For more information, see Create a GPU-accelerated instance that is not configured with a
driver and Install a Windows GPU driver on a GPU-accelerated compute-optimized instance.

You cannot find a public image of the required Linux distribution or version. In this case, you must
create a GPU-accelerated instance that is not configured with a GPU driver and install a GPU driver
that you purchased from the NVIDIA official website. For more information, see Create a GPU-
accelerated instance that is not configured with a driver and Install a GPU driver on a Linux GPU-
accelerated compute-optimized instance.

You want to use a shared image or custom image when you create a GPU-accelerated instance. In this
case, you must install a GPU driver after you create the instance.

The installat ion methods and driver types may vary based on individual use cases. For more information,
see Installation guideline for NVIDIA drivers.

PreparationsPreparations
1. Create an Alibaba Cloud account and complete account information.

Create an Alibaba Cloud account. For more information, see Sign up with Alibaba Cloud.

Complete real-name verificat ion because purchase ECS instances in the Chinese mainland. For
more information, see Real-name Registrat ion FAQs.

2. Go to the Custom Launch tab of the instance buy page in the ECS console.

ProcedureProcedure
Step 1: Complete the sett ings in the Basic Configurations step

Step 2: Complete the sett ings in the Networking step

Step 3: Complete the sett ings in the System Configurations step

3.Create a GPU-accelerated3.Create a GPU-accelerated
instanceinstance
3.1. Create a Linux GPU-accelerated3.1. Create a Linux GPU-accelerated
instance configured with a GPU driverinstance configured with a GPU driver
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Step 4: (Optional) Complete the sett ings in the Grouping step

Step 5: Complete the sett ings in the Preview step

Step 1: Complete the settings in the Basic Configurations stepStep 1: Complete the settings in the Basic Configurations step
In the Basic Configurations step, you can configure the basic parameters and resources that are required
to purchase an instance. The basic parameters include the billing method, region, and zone. The basic
resources include the instance type, image, and storage. After you complete the sett ings in the Basic
Configurations step, click NextNext .

1. Select  a billing method.

The billing method determines how the billing and charging rules are applied to an instance. The
billing method also determines how the status of the resources on the instance is changed.

Billing method Description References

Subscript ionSubscript ion You pay for resources before you use them. Subscription

Pay-as-you-goPay-as-you-go

You pay for resources after you use them. The
billing cycles of pay-as-you-go instances are
accurate to the second. You can purchase and
release instances based on your business
requirements.

Not e Not e We recommend that you use this
billing method together with savings plans to
reduce costs.

Pay-as-you-go

Savings plans

Preempt iblePreempt ible
Inst anceInst ance

You pay for resources after you use them. The
price of a preemptible instance is lower than the
price of a pay-as-you-go instance. However, the
system may release preemptible instances due to
fluctuations in the market price or insufficient
resources of instance types.

Preemptible instances

2. Select  a region and a zone.

Select  a region that is close to your geographical location to reduce latency. After an instance is
created, the region and the zone of the instance cannot be changed. For more information, see
Regions and zones.

3. Select  an instance type and configure the relevant sett ings.
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i. Set  the Architecture parameter to Het erogeneous Comput ingHet erogeneous Comput ing and set  the Category
parameter to Comput e Opt imized T ype wit h GPUComput e Opt imized T ype wit h GPU. Alternatively, set  the Architecture
parameter to ECS Bare Met al Inst anceECS Bare Met al Inst ance and set  the Category parameter to GPU T ypeGPU T ype. Then,
select  an instance type.

Not eNot e

The available instance types vary based on the selected region. To view the
instance types that can be used in each region, go to the ECS Instance Types
Available for Each Region page.

You may have specific requirements on the sett ings. For example, you may want to
attach mult iple elast ic network interfaces (ENIs), enhanced SSDs (ESSDs), or local
disks to the instance. You must make sure that the selected instance type meets
the requirements. For information about the features, scenarios, and specificat ions
of instance types, see Instance family.

If  you want to purchase an instance for a specific scenario, click the Scenario-Scenario-
based Select ionbased Select ion tab to view the instance types that are recommended for
different scenarios. For example, you can set  the Business Scenario parameter to AI
Machine Learning to view the recommended GPU-accelerated instance types.

ii. Check whether the value of the Select ed Inst ance T ypeSelect ed Inst ance T ype parameter is the same as the
selected instance type.
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iii. If  you set  Billing Met hodBilling Met hod to Preempt ible Inst ancePreempt ible Inst ance, configure the Use Duration and Maximum
Price for Instance Type parameters.

Use Duration specifies the protect ion period of a preemptible instance. After the protect ion
period ends, the instance may be released due to insufficient  resources or a lower bid than the
market price. The following table describes the valid values of the Use Duration parameter.

Value Description

One HourOne Hour
After the preemptible instance is created, it  enters a 1-hour
protection period during which it  cannot be automatically
released.

NoneNone
The preemptible instance is created without a protection period.
Preemptible instances without a protection period are lower-
cost than preemptible instances with a protection period.

The following table describes the valid values of the Maximum Price for Instance Type
parameter.

Value Description

Use Aut omat ic BidUse Aut omat ic Bid

The real-time market price of the instance type is automatically
used. The price can be up to but cannot exceed the pay-as-you-
go price of the instance type. Automatic bidding can prevent the
preemptible instance from being released due to lower bids
than the market price, but cannot prevent the instance from
being released due to insufficient resources.

Set  Maximum PriceSet  Maximum Price
You must specify a maximum price. If the real-time market price
exceeds your specified maximum price or if available resources
are insufficient, the preemptible instance is released.

iv. Specify the number of instances to create.

You can create a maximum of 100 instances at  a t ime by using the wizard. In addit ion, the
number of instances within your account cannot exceed your instance quota. The instance
quota is displayed on the buy page. For more information, see View and increase instance
quotas.

4. Select  an image.

i. In the Image sect ion, click Public Image and select  the Linux distribution and version that you
want to use.

ii. Select  Aut o-inst all GPU DriverAut o-inst all GPU Driver, and determine whether to select  AIACC-T rainingAIACC-T raining and
AIACC-Inf erenceAIACC-Inf erence based on your business requirements. Then, select  the versions of the CUDA
library, GPU driver, and cuDNN library that you want to use.

Not e Not e If  you select  an instance of the sccgn7ex GPU-accelerated compute-
optimized Super Computing Cluster (SCC) instance family, you can determine whether to
install a remote direct  memory access (RDMA) software stack that supports automatic
installat ion based on your business requirements.
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The following information describes GPU drivers, RDMA software stacks, AIACC-Training, and
AIACC-Inference:

GPU drivers are used to drive physical GPUs and can work efficiently when used together with
the CUDA and cuDNN libraries. If  you select  Auto-install GPU Driver, a CUDA library and a
cuDNN library are installed when you install the GPU driver. You can select  Auto-install GPU
Driver only when you use specific Linux public images. The following table lists the image
versions and the instance families supported for GPU drivers of different versions.

Not e Not e For a new business system, we recommend that you use the latest  versions
of the GPU driver, CUDA library, and cuDNN library.

CUDA
library
version

GPU driver
version

cuDNN
library
version

Supported Alibaba
Cloud public image
version

Supported instance
family

11.4.1 470.82.01 8.2.4

Alibaba Cloud Linux 2
and Alibaba Cloud
Linux 3

Ubuntu 20.04, Ubuntu
18.04, and Ubuntu
16.04

CentOS 8.x and
CentOS 7.x

Debian 10.10

Not eNot e
Debian 10.10 is
supported only
for the sccgn7ex
instance family.

gn7i, gn7e, gn6v,
gn6i, gn6e, gn5, and
gn5i

ebmgn7, ebmgn7i,
ebmgn7e, ebmgn6v,
ebmgn6i, ebmgn6e,
and ebmgn5i

sccgn7ex

11.2.2 460.91.03 8.1.1

Alibaba Cloud Linux 2
and Alibaba Cloud
Linux 3

Ubuntu 20.04, Ubuntu
18.04, and Ubuntu
16.04

CentOS 8.x and
CentOS 7.x

gn7, gn7i, gn7e, gn6v,
gn6i, gn6e, gn5, and
gn5i

ebmgn7, ebmgn7i,
ebmgn7e, ebmgn6v,
ebmgn6i, ebmgn6e,
and ebmgn5i
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11.0.2 460.91.03
8.1.1

8.0.4

Alibaba Cloud Linux 2

Ubuntu 20.04, Ubuntu
18.04, and Ubuntu
16.04

CentOS 8.x and
CentOS 7.x

gn7, gn7e, gn6v, gn6i,
gn6e, gn5, and gn5i

ebmgn7, ebmgn7e,
ebmgn6v, ebmgn6i,
ebmgn6e, and
ebmgn5i

10.2.89 460.91.03

8.1.1

8.0.4

7.6.5

Alibaba Cloud Linux 2

Ubuntu 18.04 and
Ubuntu 16.04

CentOS 8.x and
CentOS 7.x

gn6v, gn6i, gn6e, gn5,
and gn5i

ebmgn6v, ebmgn6i,
ebmgn6e, and
ebmgn5i

10.1.168

450.80.
02

440.64.
00

8.0.4

7.6.5

7.5.0

Ubuntu 18.04 and
Ubuntu 16.04

Centos 7.x

gn6v, gn6i, gn6e, gn5,
and gn5i

ebmgn6v, ebmgn6i,
ebmgn6e, and
ebmgn5i

10.0.130

450.80.
02

440.64.
00

7.6.5

7.5.0

7.4.2

7.3.1

Ubuntu 18.04 and
Ubuntu 16.04

Centos 7.x

gn6v, gn6i, gn6e, gn5,
and gn5i

ebmgn6v, ebmgn6i,
ebmgn6e, and
ebmgn5i

9.2.148

450.80.
02

440.64.
00

390.116

7.6.5

7.5.0

7.4.2

7.3.1

7.1.4

Ubuntu 16.04

Centos 7.x

gn6v, gn6e, gn5, and
gn5i

ebmgn6v, ebmgn6e,
and ebmgn5i

9.0.176

450.80.
02

440.64.
00

390.116

7.6.5

7.5.0

7.4.2

7.3.1

7.1.4

7.0.5

Ubuntu 16.04

Centos 7.x

SUSE 12sp2

gn6v, gn6e, gn5, and
gn5i

ebmgn6v, ebmgn6e,
and ebmgn5i

CUDA
library
version

GPU driver
version

cuDNN
library
version

Supported Alibaba
Cloud public image
version

Supported instance
family
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8.0.61

450.80.
02

440.64.
00

390.116

7.1.3

7.0.5

Ubuntu 16.04

Centos 7.x

gn5 and gn5i

ebmgn5i

CUDA
library
version

GPU driver
version

cuDNN
library
version

Supported Alibaba
Cloud public image
version

Supported instance
family

Not e Not e If  you want to change the OS of an instance after the instance is created,
make sure that GPU drivers can be automatically installed when you use the selected
image.

RDMA software stack

To further optimize the network performance of GPU-accelerated instances that use the
SHENLONG architecture, Alibaba Cloud provides GPU-accelerated compute-optimized SCC
instance families, which are named sccgn instance families. sccgn instances provide superior
computing power and network communication. RDMA software stacks can be automatically
installed for the sccgn7ex instance family. This way, you can use the GPUDirect  RDMA feature
with ease. For more information, see sccgn instance family.

AIACC-Training is an AI accelerator that is developed by Alibaba Cloud. AIACC-Training can
significantly improve training performance for mainstream AI computing frameworks, such as
TensorFlow, PyTorch, MxNet, and Caffe. For more information, see AIACC-Training.

Not e Not e CentOS 6, SUSE Linux, and Alibaba Cloud Linux do not support  AIACC-
Training.

AIACC-Inference is an AI accelerator that is developed by Alibaba Cloud. AIACC-Inference can
significantly improve inference performance for mainstream AI computing frameworks, such
as TensorFlow, and the frameworks that can be converted to the Open Neural Network
Exchange (ONNX) format. For more information, see AIACC-Inference.

Not e Not e CentOS 6, SUSE Linux, and Alibaba Cloud Linux do not support  AIACC-
Inference.

5. Complete the storage and related sett ings.

Instances provide storage capabilit ies based on the system disks, data disks, and Apsara File
Storage NAS file systems that are attached to the instances. ECS provides cloud and local disks to
meet the storage requirements of different scenarios.

Cloud disks include ESSDs, standard SSDs, and ultra disks and can be used as system disks or data
disks. For more information, see Disks.

Not e Not e The billing method of a cloud disk that is created along with an instance is the
same as that of the instance.
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Local disks can be used only as data disks. If  an instance family (such as instance family with local
SSDs and big data instance family) is equipped with local disks, the information of the local disks is
displayed. For more information, see Local disks.

Not e Not e Local disks cannot be attached to instances on your own.

i. Configure a system disk.

System disks are used to install operating systems. The default  capacity of a system disk is 40
GiB. However, the actual minimum capacity is related to the image. The following table
describes the capacity ranges of system disks for different images.

Image System disk capacity range (GiB)

Linux (excluding CoreOS and
Red Hat)

[max{20, Image size}, 500]

FreeBSD [max {30, Image size}, 500]

CoreOS [max {30, Image size}, 500]

Red Hat [max {40, Image size}, 500]

Windows [max {40, Image size}, 500]

ii. (Optional)Add data disks.

You can create empty data disks or create data disks from snapshots. A snapshot is a point-in-
t ime backup of a disk. You can import  data in a quick manner by creating a disk from a
snapshot. When you add a data disk, you can encrypt the disk to meet the requirements of
scenarios such as data security and regulatory compliance. For more information about data
encryption, see 加密概述.

Not e Not e A limited number of data disks can be attached to a single instance. For more
information, see the "Elast ic Block Storage (EBS) limits" sect ion in Limits.

iii. (Optional)Add NAS file systems.

If  you have a large amount of data to share among mult iple instances, we recommend that
you use a NAS file system to reduce costs in data transmission and synchronization.

Select  an exist ing NAS file system or click Creat e a f ile syst emCreat e a f ile syst em to create a NAS file system in
the NAS console. For more information, see 创建文件系统. After a NAS file system is created, go

back to the ECS instance creation wizard and click the  icon to query the most recent NAS

file system list . For more information about how to mount NAS file systems, see Mount NAS file
systems when you purchase an ECS instance.

6. (Optional)Configure the snapshot service.

You can use automatic snapshot policies to periodically back up disks to prevent risks such as
accidental data delet ion.
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Select  an exist ing snapshot policy or click Creat e Aut omat ic Snapshot  PolicyCreat e Aut omat ic Snapshot  Policy to create an
automatic snapshot policy on the Snapshots page. For more information, see Create an automatic
snapshot policy. After an automatic snapshot policy is created, go back to the ECS instance creation

wizard and click the  icon to query the most recent automatic snapshot policy list .

Step 2: Complete the settings in the Networking stepStep 2: Complete the settings in the Networking step
In the Networking step, you can configure parameters to allow instances to access the Internet and
other Alibaba Cloud resources. This ensures the security of your instances. After you complete the
sett ings in the Networking step, click NextNext .

1. Specify parameters in the Network Type and Public IP Address sect ions.

Parameter Description References

Net workNet work
T ypeT ype

Select VPCVPC.

A virtual private cloud (VPC) is a logically isolated
virtual network in Alibaba Cloud. You have full
control over VPCs that belong to you. For
example, you can specify a CIDR block and
configure route tables and gateways for the VPC.

If you do not want to use a custom VPC or
vSwitch in the specified region when you create
an instance, you can skip this operation. Then, the
system creates a default VPC and a default
vSwitch.

Not e Not e You can skip this operation only
if no available VPCs exist in the region where
the instance is deployed.

Select an existing VPC and vSwitch. You can also
click go t o t he VPC consolego t o t he VPC console to create a VPC
and a vSwitch in the VPC console. After the VPC
and the vSwitch are created, go back to the ECS

instance creation wizard and click the  icon to

view the VPC and the vSwitch that you created.

What is a VPC?

Create a VPC

Create a vSwitch
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Public IPPublic IP
AddressAddress

If you select an image of Windows 2008 R2 or
earlier in the Basic Conf igurat ionsBasic Conf igurat ions  step, you can
select Assign Public IPv4 AddressAssign Public IPv4 Address , or you can
associate an elastic IP address (EIP) with the
instance after the instance is created. This way,
you can connect to the instance over other
protocols such as the Remote Desktop Protocol
(RDP) built  into Windows, PC over IP (PCoIP), and
XenDesktop HDX 3D. Otherwise, you cannot
connect to the instance from a Virtual Network
Console (VNC) client after the GPU driver is
installed. A persistent black screen or startup
interface appears when you attempt to connect
to the instance.

Not e Not e RDP does not support some
applications such as DirectX and OpenGL
applications. If you want to use these
applications, you must manually install the
VNC service and client.

To assign a public IP address, perform the
following operations:

i. Select Assign Public IPv4 AddressAssign Public IPv4 Address .

ii. Specify the Bandwidth Billing parameter.

Pay-By-Bandwidt hPay-By-Bandwidt h: You are charged
based on the specified bandwidth. This
billing method is suitable for the scenarios
that require stable network bandwidth.

Pay-By-T raf f icPay-By-T raf f ic: You are charged based
on the traffic that you use. You can
configure a peak bandwidth value to avoid
excessive fees due to sudden traffic
spikes. This billing method is suitable for
scenarios that require highly variable
bandwidth, such as the scenarios where
traffic is low in most cases but spikes
occasionally occur.

iii. Set Bandwidth or Peak Bandwidth based on
your requirements.

What is an EIP?

Parameter Description References

2. Select  security groups.

A security group is a virtual f irewall that is used to control the inbound and outbound traffic of
instances in the security group. For more information, see Overview.
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If  you do not want to configure security group-related parameters when you create an instance,
you can skip the step. The system creates a default  security group. The default  security group
allows inbound traffic over SSH port  22, Remote Desktop Protocol (RDP) port  3389, and Internet
Control Message Protocol (ICMP). You can modify the security group configurations after the
security group is created.

i. To create a security group, click creat e a securit y groupcreat e a securit y group.

For more information about how to configure a security group, see Create a security group.

ii. Click Reselect  Securit y GroupReselect  Securit y Group.

iii. In the Select  Securit y GroupSelect  Securit y Group dialog box, select  one or more security groups and click SelectSelect .

3. Configure ENIs.

ENIs are classified into primary ENIs and secondary ENIs. Primary ENIs cannot be unbound from
instances. They cannot be created or released independently of the instances to which they are
bound. Secondary ENIs can be bound to or unbound from instances to allow traffic to be switched

between instances. To create a secondary ENI when you create an instance, click the  icon and

select  a vSwitch to which to connect the secondary ENI.

Not e Not e You can bind only one secondary ENI when you create an instance. You can also
create secondary ENIs and bind them to an instance after the instance is created. For more
information about the number of ENIs that can be bound to an instance of each instance type,
see Instance family.

Step 3: Complete the settings in the System Configurations stepStep 3: Complete the settings in the System Configurations step
In the System Configurations step, you can configure the parameters to customize what you want to
display for the GPU-accelerated instance in the ECS console and in the OS, and how to use the instance.
For example, you can configure the Logon Credentials, Host, and User Data parameters. After you
complete the sett ings in the System Configurations step, click NextNext .

1. Configure logon credentials.

We recommend that you set  the Logon Credentials parameter to Key PairKey Pair or PasswordPassword. If  you set
the Logon Credentials parameter to Set  Lat erSet  Lat er, you must bind an SSH key pair or reset  the
password before you connect to the instance from a management terminal. Then, you must restart
the instance so that the logon credentials can take effect. If  you restart  the instance when the
GPU driver is being installed, the GPU driver fails to be installed.

2. Specify the instance name that you want to display in the ECS console and the hostname that can
be obtained from within the operating system.

If you want to create mult iple instances, you can set  sequential instance names and hostnames to
facilitate management. For more information about how to configure sequential instance names
and hostnames, see Batch configure sequential names or hostnames for mult iple instances.

3. Configure advanced sett ings.
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i. Select  an instance Resource Access Management (RAM) role.

An ECS instance can assume an instance RAM role to obtain the permissions of the role. Then,
the instance can securely make API requests to specific Alibaba Cloud services and manage
specific Alibaba Cloud resources based on the Security Token Service (STS) temporary
credentials of the role.

Select  an exist ing instance RAM role or click Creat e Inst ance RAM RoleCreat e Inst ance RAM Role to create an instance
RAM role in the RAM console. After an instance RAM role is created, go back to the ECS

instance creation wizard and click the  icon to query the most recent instance RAM role list .

For more information, see Attach an instance RAM role.

ii. Select  an instance metadata access mode.

ECS instance metadata includes instance information in Alibaba Cloud. You can view the
metadata of running instances and configure or manage the instances based on their
metadata. You can view instance metadata in normal or security hardening mode. For more
information, see View instance metadata.

Instance metadata access
mode

Description

Normal Mode (Compat ibleNormal Mode (Compat ible
wit h Securit y Hardeningwit h Securit y Hardening
Mode)Mode)

After the instance is created, you can view its metadata in
normal mode or in security hardening mode.

Securit y Hardening ModeSecurit y Hardening Mode
After the instance is created, you can view its metadata only in
security hardening mode.

Not eNot e
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iii. Configure user data.

User data can be run as scripts on instance startup to automate instance configurations, or can
be passed to instances as regular data. For more information, see Manage the user data of
Linux instances and Manage the user data of Windows instances.

If  you select  Auto-install GPU Driver, Auto-install RDMA Software Stack, AIACC-Training, and
AIACC-Inference in the Basic Conf igurat ionsBasic Conf igurat ions step, an automatic installat ion script  appears in
the lower part  of the Advanced sect ion. You can select  Auto-install RDMA Software Stack only
when you use an instance of the sccgn7ex instance family. The first  t ime the instance is started
after the instance is created, cloud-init  runs the script.

Not e Not e You can also customize an automatic installat ion script  and import  the script
so that a GPU driver, an RDMA software stack, AIACC-Training, and AIACC-Inference can be
automatically installed. For more information, see Configure an automatic installat ion
script.

Step 4: (Optional) Complete the settings in the Grouping (Optional)Step 4: (Optional) Complete the settings in the Grouping (Optional)
stepstep
In the Grouping (Optional) step, you can configure parameters such as Tags and Resource Group to
batch manage instances. After you complete the sett ings in the Grouping (Optional) step, click NextNext .

1. Add tags.

Each tag consists of a key and a value. You can add tags to resources that have identical
characterist ics, such as resources that belong to the same organization and resources that serve
the same purpose. You can use tags to search for and manage resources in an efficient  manner. For
more information, see Overview.

Select  an exist ing tag, or enter a key and a value to create a tag.

2. Select  a resource group.

Resource groups allow you to manage resources across regions or across services based on your
business requirements and manage the permissions of resource groups. For more information, see
Resource groups.

Select  an exist ing resource group, or click click hereclick here to create a resource group on the Resource
Group page. After a resource group is created, go back to the ECS instance creation wizard and

click the  icon to query the most recent resource group list . For more information, see Create a

resource group.

3. Select  a deployment set.

Deployment sets support  the high availability strategy. After you apply the high availability
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strategy to a deployment set, all the instances in the deployment set  are distributed across
different physical servers to ensure business availability and implement underlying disaster recovery.

Select  an exist ing deployment set  or click manage t he deployment  setmanage t he deployment  set  to create a deployment

set. After a deployment set  is created, go back to the ECS instance creation wizard and click the 

icon to query the most recent deployment set  list . For more information, see Create a deployment
set.

4. Select  a dedicated host.

A dedicated host  is a cloud host  whose physical resources are exclusively reserved for a single
tenant. Dedicated hosts meet strict  security compliance requirements and support  bring your own
license (BYOL) when you migrate services to Alibaba Cloud.

Select  an exist ing dedicated host  or click creat e a DDHcreat e a DDH to create a dedicated host. After the

dedicated host  is created, go back to the ECS instance creation wizard and click the  icon to

query the most recent dedicated host  list . For more information, see Create a dedicated host.

5. Select  a private pool.

After an elast icity assurance or a capacity reservation is created, the system generates a private
pool to reserve resources for a specific number of instances that have specific attributes. During
the validity period of the elast icity assurance or capacity reservation, you always have access to
the resources reserved in the private pool when you want to create instances. For more
information, see Overview.

Not e Not e Only pay-as-you-go instances can be created from the resources reserved by
elast icity assurances or capacity reservations.

Private pool Description

OpenOpen
The capacity in open private pools takes priority over the capacity in
the public pool. If no capacity is available in private pools, the
system attempts to use the capacity in the public pool.

NoneNone The capacity in private pools is not used.

T arget edT arget ed
The capacity in a specified or open private pool is used to create
instances. If no capacity is available in the specified private pool,
the instances cannot be created.

Step 5: Complete the settings in the Preview stepStep 5: Complete the settings in the Preview step
Before the instance is created, make sure that all selected sett ings, such as the usage duration, meet
your business requirements.

1. Check the selected sett ings.

To modify the sett ings in a step, click the  icon to go to the relevant step. You can generate a

template based on the selected sett ings. Then, you can use the template to create instances that
have similar sett ings. The following table describes the buttons that you can use to generate the
template.
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Button Description References

Save as LaunchSave as Launch
T emplat eT emplat e

Saves the settings as a launch template. You can
use the launch template to create instances
without the need to configure the settings again.

Create an instance by
using a launch
template

View Open APIView Open API
Generates the API workflow and the SDK sample
code for your reference.

RunInstances

Create multiple ECS
instances at a t ime
(Java)

Create multiple ECS
instances at a t ime
(Python)

Save as ROSSave as ROS
T emplat eT emplat e

Saves the settings as a Resource Orchestration
Service (ROS) template. You can create stacks
from the template to deliver resources in an
efficient manner.

Create a stack

2. Configure the usage duration of the instance.

Pay-as-you-go instance: Specify an automatic release t ime for the instance. You can also
manually release the instance or specify an automatic release t ime for the instance after the
instance is created. For more information, see Release an instance.

Subscript ion instance: Specify the usage duration and specify whether to enable auto-renewal.
You can also manually renew the instance or enable auto-renewal for the instance after the
instance is created. For more information, see Renewal overview.

3. Read ECS Terms of Service and Product Terms of Service. If  you agree to them, select  ECS T ermsECS T erms
of  Service and Product  T erms of  Serviceof  Service and Product  T erms of  Service.

4. In the lower part  of the page, view the total fees of the instance, confirm the order, and then
follow on-screen instruct ions to complete the payment.

If  you select  Auto-install GPU Driver, the system installs the GPU driver after the instance is created.
The installat ion duration takes about 10 to 20 minutes and varies based on the internal bandwidth
and the number of vCPUs provided by different instance types. You can connect to the instance to
view the installat ion process. You can view the installat ion logs in the /root/auto_install/auto_inst
all.log directory after the GPU driver is installed. The following table describes the display effects
during the installat ion process.

Installation process Display effect

In progress The installation progress bar appears.

Installed The installation result  ALL INST ALL OKALL INST ALL OK appears.

Failed The installation result  INST ALL FAILINST ALL FAIL appears.

Not ice Not ice When the GPU driver is being installed, the GPU is unavailable. You cannot
perform operations or install other GPU-related software on the instance. This prevents an
installat ion failure and ensures instance availability.
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Configure an automatic installation scriptConfigure an automatic installation script
You can use the automatic installat ion script  in the following scenarios:

You do not want to select  Auto-install GPU Driver, Auto-install RDMA Software Stack, AIACC-Training,
or AIACC-Inference in the Basic Conf igurat ionsBasic Conf igurat ions step, and you want to enter an automatic
installat ion script  in the Syst em Conf igurat ionsSyst em Conf igurat ions step.

You want to call the RunInstances operation to create a GPU-accelerated instance. In this case, you
must upload an automatic installat ion script  by specifying the UserData parameter.

To configure an automatic installat ion script  and use the script  to install a GPU driver when you create
the instance, perform the following operations:

1. Customize an automatic installat ion script.

The automatic installat ion script  contains the following content:

#!/bin/sh
#Please input version to install
IS_INSTALL_RDMA=""
IS_INSTALL_AIACC_TRAIN=""
IS_INSTALL_AIACC_INFERENCE=""
DRIVER_VERSION=""
CUDA_VERSION=""
CUDNN_VERSION=""
IS_INSTALL_RAPIDS="FALSE"
 
INSTALL_DIR="/root/auto_install"
 
#using .run to install driver and cuda 
auto_install_script="auto_install.sh"
 
script_download_url=$(curl http://100.100.100.200/latest/meta-data/source-address | hea
d -1)"/opsx/ecs/linux/binary/script/${auto_install_script}"
echo $script_download_url
 
mkdir $INSTALL_DIR && cd $INSTALL_DIR
wget -t 10 --timeout=10 $script_download_url && sh ${INSTALL_DIR}/${auto_install_script
} $DRIVER_VERSION $CUDA_VERSION $CUDNN_VERSION $IS_INSTALL_AIACC_TRAIN $IS_INSTALL_AIAC
C_INFERENCE $IS_INSTALL_RDMA $IS_INSTALL_RAPIDS

Not e Not e The automatic installat ion script  uses the .run installat ion package to install
modules, such as GPU drivers.

You must add the following parameters to the script  based on your business requirements.

Specify the versions of the GPU driver, CUDA library, and cuDNN library based on the selected
instance family and image version. For more information, see Image versions and instance families
supported for GPU drivers. Sample code:

DRIVER_VERSION="470.82.01"
CUDA_VERSION="11.4.1"
CUDNN_VERSION="8.2.4"

Specify whether to install an RDMA software stack.
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Not e Not e You can install RDMA software stacks only when you use instances that belong
to the sccgn7ex instance family.

If  you want to install an RDMA software stack, set  the IS_INSTALL_RDMA parameter to TRUE. If
you do not want to install an RDMA software stack, set  the IS_INSTALL_RDMA parameter to FALS
E. Sample code:

IS_INSTALL_RDMA="TRUE"

Specify whether to install AIACC-Training and AIACC-Inference.

If  you want to install AIACC-Training, set  the IS_INSTALL_AIACC_TRAIN parameter to TRUE. If
you do not want to install AIACC-Training, set  the IS_INSTALL_AIACC_TRAIN parameter to FALS
E.

If  you want to install AIACC-Inference, set  the IS_INSTALL_AIACC_INFERENCE parameter to
TRUE. If  you do not want to install AIACC-Inference, set  the IS_INSTALL_AIACC_INFERENCE
parameter to FALSE.

Sample code:

IS_INSTALL_AIACC_TRAIN="TRUE"
IS_INSTALL_AIACC_INFERENCE="FALSE"

2. After the script  is customized, enter the script  in the field below User Dat aUser Dat a in the AdvancedAdvanced
section in the System Configurations step.

After the instance is started, the system installs the GPU driver, CUDA library, and cuDNN library. The
system also determines whether to install the RDMA software stack, AIACC-Training, and AIACC-
Inference based on the script  that you entered. After the installat ion, the system restarts the
instance for the GPU driver to run.

Not e Not e The GPU driver in persistence mode is more stable. When you use the automatic
installat ion script, the system enables the persistence mode for the GPU driver in Linux on
instance startup. This ensures that the persistence mode is enabled for the GPU driver after the
instance is restarted.

This topic describes how to create and purchase a GPU-accelerated instance that is not configured
with a driver. However, to ensure the performance of your instance, you must manually install a driver
for your instance.

ContextContext
You can create this type of GPU-accelerated instance in the following scenarios:

You have obtained a GRID license and a GRID driver from a reputable source such as the NVIDIA official
website.

3.2. Create a GPU-accelerated3.2. Create a GPU-accelerated
instance that is not configured with ainstance that is not configured with a
driverdriver
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You want to purchase a GPU-accelerated instance that is not configured with a driver from Alibaba
Cloud and install a driver that you have purchased from the NVIDIA official website.

The driver installat ion methods may vary based on individual use cases or the types of drivers that you
want to install. For more information, see Installation guideline for NVIDIA drivers.

PreparationsPreparations
1. Create an Alibaba Cloud account and complete account information.

Create an Alibaba Cloud account. For more information, see Sign up with Alibaba Cloud.

Complete real-name verificat ion because purchase ECS instances in the Chinese mainland. For
more information, see Real-name Registrat ion FAQs.

2. Go to the Custom Launch tab of the instance buy page in the ECS console.

ProcedureProcedure
Step 1: Complete the sett ings in the Basic Configurations step

Step 2: Complete the sett ings in the Networking step

Step 3: (Optional) Complete the sett ings in the System Configurations step

Step 4: (Optional) Complete the sett ings in the Grouping step

Step 5: Complete the sett ings in the Preview step

Step 1: Complete the settings in the Basic Configurations stepStep 1: Complete the settings in the Basic Configurations step
In the Basic Configurations step, you can configure basic parameters for purchasing an instance, such as
the billing method, region, and zone, and basic resources required by the instance, such as the instance
type, image, and storage size. After you configure the parameters in the Basic Configurations step, click
NextNext .

1. Select  a billing method.

The billing method for an instance determines how the billing and charging rules are applied to the
instance. The billing method also determines how the status of the resources that are deployed on
the instance is changed at  different points of the resource lifecycle.

Billing method Description References

Subscript ionSubscript ion
A billing method in which you pay for resources
before you use them.

Subscription

Pay-As-You-GoPay-As-You-Go

A billing method in which you use resources first
and pay for them afterward. The billing cycles of
pay-as-you-go instances are accurate to the
second. You can purchase and release instances
based on your business requirements.

Not e Not e We recommend that you use this
billing method with savings plans to reduce
costs.

Pay-as-you-go

Savings plans
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Preempt iblePreempt ible
Inst anceInst ance

A billing method in which you use resources first
and pay for them afterward. The prices of
preemptible instances are lower than that of pay-
as-you-go instances. However, preemptible
instances may be automatically released due to
fluctuations in the market price or insufficient
resources of instance types.

Preemptible instances

Billing method Description References

2. Select  a region and a zone.

Select  a region that is close to your geographical location to reduce latency. After an instance is
created, the region and the zone of the instance cannot be changed. For more information, see
Regions and zones.

3. In the Instance Type sect ion, specify parameters and select  an instance type.

i. Set  Architecture to Het erogeneous Comput ingHet erogeneous Comput ing, set  Category to Comput e Opt imizedComput e Opt imized
T ype wit h GPUT ype wit h GPU or Visualizat ion Comput e Opt imized T ype wit h GPUVisualizat ion Comput e Opt imized T ype wit h GPU, and then select  an
instance type.

Not eNot e

The available instance types vary based on the selected region. To view the
instance types that are available in each region, go to the ECS Instance Types
Available for Each Region page.

If  you have specific configuration requirements for the instance, for example, if  you
want to bind mult iple elast ic network interfaces (ENIs), or use enhanced SSDs
(ESSDs) or local disks for the instance, make sure that the instance type that you
select  meets the requirements. For information about the features, scenarios, and
specificat ions of each instance type, see Instance family.

If  you want to create an instance that is used for a specific scenario, click the
Scenario-based Select ionScenario-based Select ion tab to view the instance types that are recommended
for different scenarios. For example, you can set  Business Scenario to AI Machine
Learning to view the GPU-accelerated instance types that are available for AI
machine learning scenarios.

ii. Confirm the selected instance type next  to Select ed Inst ance T ypeSelect ed Inst ance T ype.
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iii. If  you set  Billing Met hodBilling Met hod to Preempt ible Inst ancePreempt ible Inst ance, configure the Use Duration and Maximum
Price for Instance Type parameters.

Use Duration specifies the protect ion period of a preemptible instance. After the protect ion
period ends, the instance may be released due to insufficient  resources or a lower bid than the
market price. The following table describes the valid values of the Use Duration parameter.

Value Description

One HourOne Hour
After the preemptible instance is created, it  enters a 1-hour
protection period during which it  cannot be automatically
released.

NoneNone
The preemptible instance is created without a protection period.
Preemptible instances without a protection period are lower-
cost than preemptible instances with a protection period.

The following table describes the valid values of the Maximum Price for Instance Type
parameter.

Value Description

Use Aut omat ic BidUse Aut omat ic Bid

The real-time market price of the instance type is automatically
used. The price can be up to but cannot exceed the pay-as-you-
go price of the instance type. Automatic bidding can prevent the
preemptible instance from being released due to lower bids
than the market price, but cannot prevent the instance from
being released due to insufficient resources.

Set  Maximum PriceSet  Maximum Price
You must specify a maximum price. If the real-time market price
exceeds your specified maximum price or if available resources
are insufficient, the preemptible instance is released.

iv. Specify the number of instances to create.

You can create a maximum of 100 instances at  a t ime by using the wizard. In addit ion, the
number of instances within your account cannot exceed your instance quota. The instance
quota is displayed on the buy page. For more information, see View and increase instance
quotas.

4. Select  an image.

Images contain the information that is required to run instances. Alibaba Cloud provides a variety of
image types for you to access image resources. The following table describes the image types.

Image type Description References

Public Image

Public images are base images provided by
Alibaba Cloud. Public images are licensed and
include Windows Server OS images and
mainstream Linux OS images.

Overview
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Custom Image

You can create or import custom images. Custom
images contain the init ial system environment,
application environment, and software
configurations. This eliminates repeated manual
configurations.

Overview

Shared Image

Shared images are custom images that can be
shared across Alibaba Cloud accounts. You can
use this type of image to create instances across
accounts.

Share or unshare a
custom image

Marketplace Image

Alibaba Cloud Marketplace provides a wide range
of images. These images have been thoroughly
reviewed by Alibaba Cloud. You can use these
images to create instances for website building
and application development in a simplified
manner.

Alibaba Cloud
Marketplace images

Image type Description References

5. Complete the storage and related sett ings.

Instances provide storage capabilit ies based on the system disks, data disks, and Apsara File
Storage NAS file systems that are attached to the instances. ECS provides cloud and local disks to
meet the storage requirements of different scenarios.

Cloud disks include ESSDs, standard SSDs, and ultra disks and can be used as system disks or data
disks. For more information, see Disks.

Not e Not e The billing method of a cloud disk that is created along with an instance is the
same as that of the instance.

Local disks can be used only as data disks. If  an instance family (such as instance family with local
SSDs and big data instance family) is equipped with local disks, the information of the local disks is
displayed. For more information, see Local disks.

Not e Not e Local disks cannot be attached to instances on your own.

User Guide··Creat e a GPU-accelerat
ed inst ance

Elast ic GPU Service

35 > Document  Version: 20220704

https://www.alibabacloud.com/help/doc-detail/172789.htm#concept-2553000
https://www.alibabacloud.com/help/doc-detail/25463.htm#concept-e1j-jgm-xdb
https://www.alibabacloud.com/help/doc-detail/52224.htm#concept-spg-mct-xdb
https://www.alibabacloud.com/help/doc-detail/25383.htm#concept-n1s-rzb-wdb
https://www.alibabacloud.com/help/doc-detail/63138.htm#concept-g3w-qzv-tdb


i. Configure a system disk.

System disks are used to install operating systems. The default  capacity of a system disk is 40
GiB. However, the actual minimum capacity is related to the image. The following table
describes the capacity ranges of system disks for different images.

Image System disk capacity range (GiB)

Linux (excluding CoreOS and
Red Hat)

[max{20, Image size}, 500]

FreeBSD [max {30, Image size}, 500]

CoreOS [max {30, Image size}, 500]

Red Hat [max {40, Image size}, 500]

Windows [max {40, Image size}, 500]

ii. (Optional)Add data disks.

You can create empty data disks or create data disks from snapshots. A snapshot is a point-in-
t ime backup of a disk. You can import  data in a quick manner by creating a disk from a
snapshot. When you add a data disk, you can encrypt the disk to meet the requirements of
scenarios such as data security and regulatory compliance. For more information about data
encryption, see 加密概述.

Not e Not e A limited number of data disks can be attached to a single instance. For more
information, see the "Elast ic Block Storage (EBS) limits" sect ion in Limits.

iii. (Optional)Add NAS file systems.

If  you have a large amount of data to share among mult iple instances, we recommend that
you use a NAS file system to reduce costs in data transmission and synchronization.

Select  an exist ing NAS file system or click Creat e a f ile syst emCreat e a f ile syst em to create a NAS file system in
the NAS console. For more information, see 创建文件系统. After a NAS file system is created, go

back to the ECS instance creation wizard and click the  icon to query the most recent NAS

file system list . For more information about how to mount NAS file systems, see Mount NAS file
systems when you purchase an ECS instance.

6. (Optional)Configure the snapshot service.

You can use automatic snapshot policies to periodically back up disks to prevent risks such as
accidental data delet ion.

Select  an exist ing snapshot policy or click Creat e Aut omat ic Snapshot  PolicyCreat e Aut omat ic Snapshot  Policy to create an
automatic snapshot policy on the Snapshots page. For more information, see Create an automatic
snapshot policy. After an automatic snapshot policy is created, go back to the ECS instance creation

wizard and click the  icon to query the most recent automatic snapshot policy list .

Step 2: Complete the settings in the Networking stepStep 2: Complete the settings in the Networking step
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In the Networking step, you can configure parameters to allow instances to access the Internet and
other Alibaba Cloud resources. This ensures the security of your instances. After you complete the
sett ings in the Networking step, click NextNext .

1. Specify parameters in the Network Type and Public IP Address sect ions.

Parameter Description References

Net workNet work
T ypeT ype

Select VPCVPC.

A virtual private cloud (VPC) is a logically isolated
virtual network in Alibaba Cloud. You have full
control over VPCs that belong to you. For
example, you can specify a CIDR block and
configure route tables and gateways for the VPC.

If you do not want to use a custom VPC or
vSwitch in the specified region when you create
an instance, you can skip this operation. Then, the
system creates a default VPC and a default
vSwitch.

Not e Not e You can skip this operation only
if no available VPCs exist in the region where
the instance is deployed.

Select an existing VPC and vSwitch. You can also
click go t o t he VPC consolego t o t he VPC console to create a VPC
and a vSwitch in the VPC console. After the VPC
and the vSwitch are created, go back to the ECS

instance creation wizard and click the  icon to

view the VPC and the vSwitch that you created.

What is a VPC?

Create a VPC

Create a vSwitch
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Public IPPublic IP
AddressAddress

If you select an image of Windows 2008 R2 or
earlier in the Basic Conf igurat ionsBasic Conf igurat ions  step, you can
select Assign Public IPv4 AddressAssign Public IPv4 Address , or you can
associate an elastic IP address (EIP) with the
instance after the instance is created. This way,
you can connect to the instance over other
protocols such as the Remote Desktop Protocol
(RDP) built  into Windows, PC over IP (PCoIP), and
XenDesktop HDX 3D. Otherwise, you cannot
connect to the instance from a Virtual Network
Console (VNC) client after the GPU driver is
installed. A persistent black screen or startup
interface appears when you attempt to connect
to the instance.

Not e Not e RDP does not support some
applications such as DirectX and OpenGL
applications. If you want to use these
applications, you must manually install the
VNC service and client.

To assign a public IP address, perform the
following operations:

i. Select Assign Public IPv4 AddressAssign Public IPv4 Address .

ii. Specify the Bandwidth Billing parameter.

Pay-By-Bandwidt hPay-By-Bandwidt h: You are charged
based on the specified bandwidth. This
billing method is suitable for the scenarios
that require stable network bandwidth.

Pay-By-T raf f icPay-By-T raf f ic: You are charged based
on the traffic that you use. You can
configure a peak bandwidth value to avoid
excessive fees due to sudden traffic
spikes. This billing method is suitable for
scenarios that require highly variable
bandwidth, such as the scenarios where
traffic is low in most cases but spikes
occasionally occur.

iii. Set Bandwidth or Peak Bandwidth based on
your requirements.

What is an EIP?

Parameter Description References
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2. Select  security groups.

A security group is a virtual f irewall that is used to control the inbound and outbound traffic of
instances in the security group. For more information, see Overview.

If you do not want to configure security group-related parameters when you create an instance,
you can skip the step. The system creates a default  security group. The default  security group
allows inbound traffic over SSH port  22, Remote Desktop Protocol (RDP) port  3389, and Internet
Control Message Protocol (ICMP). You can modify the security group configurations after the
security group is created.

i. To create a security group, click creat e a securit y groupcreat e a securit y group.

For more information about how to configure a security group, see Create a security group.

ii. Click Reselect  Securit y GroupReselect  Securit y Group.

iii. In the Select  Securit y GroupSelect  Securit y Group dialog box, select  one or more security groups and click SelectSelect .

3. Configure ENIs.

ENIs are classified into primary ENIs and secondary ENIs. Primary ENIs cannot be unbound from
instances. They cannot be created or released independently of the instances to which they are
bound. Secondary ENIs can be bound to or unbound from instances to allow traffic to be switched

between instances. To create a secondary ENI when you create an instance, click the  icon and

select  a vSwitch to which to connect the secondary ENI.

Not e Not e You can bind only one secondary ENI when you create an instance. You can also
create secondary ENIs and bind them to an instance after the instance is created. For more
information about the number of ENIs that can be bound to an instance of each instance type,
see Instance family.

Step 3: (Optional) Complete the settings in the SystemStep 3: (Optional) Complete the settings in the System
Configurations (Optional) stepConfigurations (Optional) step
In the System Configurations step, you can configure parameters to customize what instance
information to display in the ECS console and in the OS or how to use the instance. For example, you
can configure the Logon Credentials, Host, and User Data parameters. After you complete the sett ings
in the System Configurations (Optional) step, click NextNext .

1. Configure logon credentials.

Logon credentials are used to log on to the instance. For more information about how to connect
to an instance, see Connection methodsGuidelines on instance connection.

Logon credential Description

Key PairKey Pair

Select an existing key pair or click Creat e Key PairCreat e Key Pair to create a key
pair. After a key pair is created, go back to the ECS instance creation

wizard and click the  icon to query the most recent key pair list.

For more information, see Create an SSH key pair.

Not e Not e Key pairs can be used to log on only to Linux
instances.
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PasswordPassword
Enter and confirm a password. When you log on to an instance by
using a username and a password, the default username for Linux is
 root  and that for Windows is  administrator .

Set  Lat erSet  Lat er
After the instance is created, bind the key pair or reset the instance
password. For more information, see Bind an SSH key pair to an
instance and Reset the logon password of an instance.

Logon credential Description

2. Specify the instance name that you want to display in the ECS console and the hostname that can
be obtained from within the operating system.

If you want to create mult iple instances, you can set  sequential instance names and hostnames to
facilitate management. For more information about how to configure sequential instance names
and hostnames, see Batch configure sequential names or hostnames for mult iple instances.

3. Configure advanced options.

i. Select  an instance Resource Access Management (RAM) role.

An ECS instance can assume an instance RAM role to obtain the permissions of the role. Then,
the instance can securely make API requests to specific Alibaba Cloud services and manage
specific Alibaba Cloud resources based on the Security Token Service (STS) temporary
credentials of the role.

Select  an exist ing instance RAM role or click Creat e Inst ance RAM RoleCreat e Inst ance RAM Role to create an instance
RAM role in the RAM console. After an instance RAM role is created, go back to the ECS

instance creation wizard and click the  icon to query the most recent instance RAM role list .

For more information, see Attach an instance RAM role.

ii. Select  an instance metadata access mode.

ECS instance metadata includes instance information in Alibaba Cloud. You can view the
metadata of running instances and configure or manage the instances based on their
metadata. You can view instance metadata in normal or security hardening mode. For more
information, see View instance metadata.

Instance metadata access
mode

Description

Normal Mode (Compat ibleNormal Mode (Compat ible
wit h Securit y Hardeningwit h Securit y Hardening
Mode)Mode)

After the instance is created, you can view its metadata in
normal mode or in security hardening mode.

Securit y Hardening ModeSecurit y Hardening Mode
After the instance is created, you can view its metadata only in
security hardening mode.

Not eNot e
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iii. Configure user data.

User data can be run as scripts on instance startup to automate instance configurations, or can
be used as common data and passed into instances. For more information, see Manage the
user data of Linux instances and Manage the user data of Windows instances.

In the User Data field, enter the user data that you prepared. If  the user data is already
encoded in Base64, select  Ent er Based64 Encoded Inf ormat ionEnt er Based64 Encoded Inf ormat ion.

Step 4: (Optional) Complete the settings in the Grouping (Optional)Step 4: (Optional) Complete the settings in the Grouping (Optional)
stepstep
In the Grouping (Optional) step, you can configure parameters such as Tags and Resource Group to
batch manage instances. After you complete the sett ings in the Grouping (Optional) step, click NextNext .

1. Add tags.

Each tag consists of a key and a value. You can add tags to resources that have identical
characterist ics, such as resources that belong to the same organization and resources that serve
the same purpose. You can use tags to search for and manage resources in an efficient  manner. For
more information, see Overview.

Select  an exist ing tag, or enter a key and a value to create a tag.

2. Select  a resource group.

Resource groups allow you to manage resources across regions or across services based on your
business requirements and manage the permissions of resource groups. For more information, see
Resource groups.

Select  an exist ing resource group, or click click hereclick here to create a resource group on the Resource
Group page. After a resource group is created, go back to the ECS instance creation wizard and

click the  icon to query the most recent resource group list . For more information, see Create a

resource group.

3. Select  a deployment set.

Deployment sets support  the high availability strategy. After you apply the high availability
strategy to a deployment set, all the instances in the deployment set  are distributed across
different physical servers to ensure business availability and implement underlying disaster recovery.

Select  an exist ing deployment set  or click manage t he deployment  setmanage t he deployment  set  to create a deployment

set. After a deployment set  is created, go back to the ECS instance creation wizard and click the 

icon to query the most recent deployment set  list . For more information, see Create a deployment
set.

4. Select  a dedicated host.

A dedicated host  is a cloud host  whose physical resources are exclusively reserved for a single
tenant. Dedicated hosts meet strict  security compliance requirements and support  bring your own
license (BYOL) when you migrate services to Alibaba Cloud.

Select  an exist ing dedicated host  or click creat e a DDHcreat e a DDH to create a dedicated host. After the

dedicated host  is created, go back to the ECS instance creation wizard and click the  icon to

query the most recent dedicated host  list . For more information, see Create a dedicated host.

5. Select  a private pool.
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After an elast icity assurance or a capacity reservation is created, the system generates a private
pool to reserve resources for a specific number of instances that have specific attributes. During
the validity period of the elast icity assurance or capacity reservation, you always have access to
the resources reserved in the private pool when you want to create instances. For more
information, see Overview.

Not e Not e Only pay-as-you-go instances can be created from the resources reserved by
elast icity assurances or capacity reservations.

Private pool Description

OpenOpen
The capacity in open private pools takes priority over the capacity in
the public pool. If no capacity is available in private pools, the
system attempts to use the capacity in the public pool.

NoneNone The capacity in private pools is not used.

T arget edT arget ed
The capacity in a specified or open private pool is used to create
instances. If no capacity is available in the specified private pool,
the instances cannot be created.

Step 5: Confirm the orderStep 5: Confirm the order
Before the instance is created, make sure that the selected configurations such as the use duration
meet your requirements.

1. Check the selected configurations.

To modify the configurations in a step, click the  icon to go to the step. You can save the

selected configurations as a template. Then, you can use the template to create instances that
have similar configurations. The following table describes the buttons that can be used to save the
configurations as a template.

Operation Description References

Save as LaunchSave as Launch
T emplat eT emplat e

Saves the configurations as a launch template.
Then, you can create instances from this launch
template without making these configurations
again.

Create an instance by
using a launch
template

View Open APIView Open API
Generates the API best-practice workflow and
SDK examples for your reference.

RunInstances

Batch create ECS
instances

Create multiple ECS
instances at a t ime

Save as ROSSave as ROS
T emplat eT emplat e

Saves the configurations as a Resource
Orchestration Service (ROS) template. Then, you
can create stacks from this template in the ROS
console to deliver resources in a quick manner.

Create a stack
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2. Configure the use duration of the instance.

For a pay-as-you-go instance, set  an automatic release t ime for the instance. You can also
manually release the instance or set  an automatic release t ime for the instance after it  is created.
For more information, see Release an instance.

For a subscript ion instance, set  Duration and optionally select  Enable Auto-renewal. You can also
manually renew the instance or enable auto-renewal for the instance after it  is created. For more
information, see Renewal overview.

3. Read ECS Terms of Service and Product Terms of Service. If  you agree to them, select  ECS T ermsECS T erms
of  Service and Product  T erms of  Serviceof  Service and Product  T erms of  Service.

4. View the total fees of the instance in the lower part  of the page. Confirm the configurations of
the instance and complete the payment.

Related informationRelated information

ReferencesReferences
RunInstances

Install a GPU driver on a Linux GPU-accelerated compute-optimized instance

Install a Windows GPU driver on a GPU-accelerated compute-optimized instance

User Guide··Creat e a GPU-accelerat
ed inst ance

Elast ic GPU Service

43 > Document  Version: 20220704

https://www.alibabacloud.com/help/doc-detail/25442.htm#concept-jfp-wbf-5db
https://www.alibabacloud.com/help/doc-detail/108482.htm#concept-dzp-g2d-5db
https://www.alibabacloud.com/help/doc-detail/63440.htm#doc-api-Ecs-RunInstances
https://www.alibabacloud.com/help/doc-detail/163824.htm#concept-ecy-qrz-wgb
https://www.alibabacloud.com/help/doc-detail/286990.htm#task-2100724


GPU-accelerated instances are a type of Elast ic Compute Service (ECS) instance and can be connected
to in the same manner as common ECS instances. You can use a variety of methods to connect to an
ECS instance, including VNC, Workbench and third-party client  tools. Select  a method to connect to
your instance based on the instance operating system, the operating system of your device, and the
operations that you want to perform.

Connection methodsConnection methods

Operating system
of your instance

Operating system
of your device

Connection method

Linux

Windows

Workbench

For information about how to connect to an instance by
using a password or a key as the credential, see Connect to a
Linux instance by using a password or key.

VNC

For more information, see Connect to a Linux instance by
using a password.

Client tools such as PuTTY

For information about how to connect to an instance by
using an SSH key pair as the credential, see Use an SSH key
pair to connect to a Linux instance from a Windows device.

For information about how to connect to an instance by
using a username and password as the credential, see Use
a username and password to connect to a Linux instance
from a Windows device.

4.Connect to an instance with4.Connect to an instance with
GPU capabilitiesGPU capabilities
4.1. Overview4.1. Overview
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UNIX-like
operating systems
such as Linux and
macOS

Workbench

For information about how to connect to an instance by
using a password or a key as the credential, see Connect to a
Linux instance by using a password or key.

VNC

For more information, see Connect to a Linux instance by
using a password.

SSH commands

For information about how to connect to an instance by
using an SSH key pair as the credential, see Use an SSH key
pair to connect to a Linux instance from a device that
supports SSH commands (configure information by using
commands).

For information about how to connect to an instance by
using a username and password as the credential, see Use
a username and password to connect to a Linux instance
from a Linux or Mac OS X device.

Operating
systems of mobile
devices, such as
iOS and Android

Apps such as SSH Control Lite and JuiceSSH

For more information, see Connect to a Linux instance from a
mobile device.

Windows

Workbench

For information about how to connect to an instance by
using a password or a key as the credential, see Connect to a
Windows instance by using a password or key.

VNC

For more information, see Connect to a Windows instance by
using a password.

Client tools such as Remote Desktop Connection (formerly
called MSTSC)

For more information, see Connect from a local client that
runs a Windows operating system.

Operating system
of your instance

Operating system
of your device

Connection method

User Guide··Connect  t o an inst ance 
wit h GPU capabilit ies

Elast ic GPU Service

45 > Document  Version: 20220704

https://www.alibabacloud.com/help/doc-detail/147650.htm#task-2367667
https://www.alibabacloud.com/help/doc-detail/25433.htm#concept-sdk-1jx-wdb
https://www.alibabacloud.com/help/doc-detail/51798.htm#concept-ucj-wrx-wdb/linux
https://www.alibabacloud.com/help/doc-detail/25434.htm#concept-rsl-2vx-wdb/section-zo7-ddd-8yk
https://www.alibabacloud.com/help/doc-detail/58642.htm#concept-bln-hhz-wdb
https://www.alibabacloud.com/help/doc-detail/147651.htm#task-2370976
https://www.alibabacloud.com/help/doc-detail/108451.htm#concept-frf-pkw-wgb
https://www.alibabacloud.com/help/doc-detail/25435.htm#concept-n31-wyx-wdb/windows


Windows

Linux

Workbench

For information about how to connect to an instance by
using a password or a key as the credential, see Connect to a
Windows instance by using a password or key.

VNC

For more information, see Connect to a Windows instance by
using a password.

Client tools such as rdesktop

For more information, see Connect from a local client that
runs a Linux operating system.

macOS

Workbench

For information about how to connect to an instance by
using a password or a key as the credential, see Connect to a
Windows instance by using a password or key.

VNC

For more information, see Connect to a Windows instance by
using a password.

Client tools such as Microsoft Remote Desktop Connection
for Mac

For more information, see Get started with the macOS client.

Operating
systems of mobile
devices, such as
iOS and Android

Apps such as Microsoft Remote Desktop

For more information, see Connect to a Windows instance from
a mobile device.

Operating system
of your instance

Operating system
of your device

Connection method

Not eNot e

Except for Workbench and VNC, all connection tools require that instances that you want to
connect have public IP addresses or elast ic IP addresses (EIPs).

After a Windows instance is created, it  takes 2 to 3 minutes to init ialize the operating
system. Do not restart  the instance while it  is being init ialized. After a non-I/O optimized
Windows instance is created, it  takes 10 minutes to init ialize the operating system. Do not
connect to the instance while it  is being init ialized.

Comparison of connection toolsComparison of connection tools
The following table compares the advantages of VNC, Workbench, and other third-party client  tools.

Elast ic GPU Service User Guide··Connect  t o an inst ance 
wit h GPU capabilit ies

> Document  Version: 20220704 46

https://www.alibabacloud.com/help/doc-detail/147651.htm#task-2370976
https://www.alibabacloud.com/help/doc-detail/108451.htm#concept-frf-pkw-wgb
https://www.alibabacloud.com/help/doc-detail/25435.htm#concept-n31-wyx-wdb/linux
https://www.alibabacloud.com/help/doc-detail/147651.htm#task-2370976
https://www.alibabacloud.com/help/doc-detail/108451.htm#concept-frf-pkw-wgb
https://docs.microsoft.com/zh-cn/windows-server/remote/remote-desktop-services/clients/remote-desktop-mac
https://www.alibabacloud.com/help/doc-detail/108453.htm#concept-smr-xnw-wgb


Item Workbench VNC Third-party client tool

Assignment of a public
IP address or an EIP to
the instance

Optional.

Not eNot e
Workbench cannot
be used to
troubleshoot
network
configuration
exceptions, such as
firewalls being
enabled by
mistake.

Optional. VNC can be
used to troubleshoot
network configuration
exceptions, such as
firewalls being enabled
by mistake.

Required.

Enabling services such
as SSH on the instance

Required.

Optional. VNC can be
used to troubleshoot
SSH service exceptions,
such as SSHD being
disabled.

Required.

Logons by using the ECS
console

Supported. Supported.
Not supported. The
local client must be
installed.

Independence of the
instance operating
system

Workbench can be used
to connect to both
Linux and Windows
instances.

VNC can be used to
connect to both Linux
and Windows instances.

Depends on the client
tool. The third-party
client tools can be used
to connect to Linux or
Windows instances.

Simultaneous logons by
multiple operating
system users to a single
instance

Supported. Not supported.
Depends on the client
tool.

Ease of interaction
Workbench supports
copying and pasting
text.

VNC does support
copying and pasting
text. To copy or paste
text, use the feature for
copying long
commands.

Depends on the client
tool.

Visibility into Linux
system file resources

Supported. Not supported.
Depends on the client
tool.

Permissions to control
and modify hardware

Not supported.

Supported. VNC can be
used to manage
resources such as BIOS
and troubleshoot
exceptions such as
system startup failures.

Not supported.
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Terminal configurability

Supported, but
depends on the
capabilit ies that
Workbench provides.

Not supported.

Supported, but
depends on the
capabilit ies that the
client tool provides.

Item Workbench VNC Third-party client tool

Workbench allows mult iple users to connect to a single Elast ic Compute Service (ECS) instance at  the
same t ime and provides a GUI for users to manage files in Linux instances. Workbench is more efficient
and convenient than Virtual Network Console (VNC).

PrerequisitesPrerequisites
A logon password is set  for or a key pair is bound to the Linux instance to which you want to
connect.

The instance is in the RunningRunning state.

Security group rules are added to allow the IP addresses related to the Workbench service to access
the instance. For more information about the security group rules, see the Add security group rules to
allow Workbench access to a Linux instance sect ion.

ContextContext
By default , a Workbench remote session persists for 6 hours. If  you do not perform operations for 6
hours, the remote connection is closed. You must reconnect to the instance.

Workbench can be used to connect to ECS instances over one of the following protocols:

SSH: By default , Linux instances are connected by using SSH. SSH can also be used to connect to
Windows instances on which a GNU-like system such as Cygwin is installed. For information about how
to connect to a Linux instance over SSH, see the Connect to a Linux instance over SSH sect ion.

Remote Desktop Protocol (RDP): By default , Windows instances are connected by using RDP. RDP can
also be used to connect to Linux instances on which remote desktop services are enabled. For
information about how to connect to a Linux instance over RDP, see the Connect to a Linux instance
over RDP sect ion.

Not e Not e If  you want to connect to an instance over RDP, make sure that the public bandwidth
is at  least  5 Mbit/s. If  the public bandwidth is less than 5 Mbit/s, the remote desktop freezes.

You can use the GUI provided by Workbench to manage files in your Linux instances in a visual manner.
For more information, see Use Workbench to manage files in a Linux instance.

Connect to a Linux instance over SSHConnect to a Linux instance over SSH

4.2. Use Workbench to connect to an4.2. Use Workbench to connect to an
instanceinstance
4.2.1. Connect to a Linux instance by using a4.2.1. Connect to a Linux instance by using a
password or keypassword or key
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1. 

2. 

3. 

4. On the Inst ancesInst ances page, find the instance to which you want to connect, and click ConnectConnect  in the
Act ionsAct ions column.

5. In the Connect ion and CommandConnect ion and Command dialog box, click ConnectConnect  in the Workbench Connect ionWorkbench Connect ion
section.

6. In the Inst ance LoginInst ance Login dialog box, specify parameters.

The following table describes the required parameters in the dialog box.

Parameter Description

Inst anceInst ance
The information of the current instance is automatically populated.
You can also manually enter the IP address or name of another
instance.

Connect ionConnect ion

To connect to instances that are located in VPCs, you can use
their public or private IP addresses.

To connect to instances that are located in the classic network,
you can use their public or internal IP addresses.

UsernameUsername, PasswordPassword, and
Privat e KeyPrivat e Key

Enter a username such as root and select an authentication method.
The following authentication methods are supported:

Password-basedPassword-based: Enter the password of your specified
username.

Cert if icat e-basedCert if icat e-based: Enter or upload a certificate. If the
certificate is encrypted, enter its key passphrase.

In the lower part  of the dialog box, click More Opt ionsMore Opt ions to show the optional parameters described
in the following table.

Parameter Description

Resource GroupResource Group
By default, AllAll  is selected. You can manually select a resource
group from the drop-down list.

RegionRegion
By default, AllAll  is selected. You can manually select a region from
the drop-down list.

Prot ocolProt ocol By default, T erminal Connect ion (SSH)T erminal Connect ion (SSH) is selected.

PortPort
When Protocol is set to T erminal Connect ion (SSH)T erminal Connect ion (SSH), this
parameter is automatically set to 22.

LanguageLanguage

Select your preferred language. The selected language affects the
outputs of the instance. We recommend that you select Def aultDef ault
for Workbench to detect the language settings of the instance and
to make configurations accordingly.
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Charact er SetCharact er Set

Select your preferred character set. The selected character set
affects the outputs of the instance. We recommend that you select
Def aultDef ault  for Workbench to detect the character set settings of the
instance and to make configurations accordingly.

Parameter Description

7. Click OKOK.

If all of the requirements specified in the prerequisites are met but the instance cannot be connected,
perform the following checks on the instance:

Check whether the sshd service (such as sshd in Linux) is enabled. If  not, enable the sshd service.

Check whether the required terminal connection port  (typically port  22) is enabled. If  not, enable the
port.

If  you log on to the Linux instance as the root user, make sure that  PermitRootLogin yes  is
configured in the /etc/ssh/sshd_config file. For more information, see the Enable root logon over
SSH on a Linux instance sect ion.

Connect to a Linux instance over RDPConnect to a Linux instance over RDP
1. 

2. 

3. 

4. On the Inst ancesInst ances page, find the instance to which you want to connect, and click ConnectConnect  in the
Act ionsAct ions column.

5. In the Connect ion and CommandConnect ion and Command dialog box, click ConnectConnect  in the Workbench Connect ionWorkbench Connect ion
section.

6. In the Inst ance LoginInst ance Login dialog box, specify parameters.

i. In the lower part  of the dialog box, click More Opt ionsMore Opt ions.

ii. Set  Prot ocolProt ocol to Remot e Deskt op (RDP)Remot e Deskt op (RDP).

iii. In the message that appears, click OKOK.
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iv. Specify the parameters described in the following table.

Parameter Description

Resource GroupResource Group
By default, AllAll  is selected. You can manually select a resource
group from the drop-down list.

RegionRegion
By default, AllAll  is selected. You can manually select a region
from the drop-down list.

Inst anceInst ance
The information of the current instance is automatically
populated. You can also manually enter the IP address or name
of another instance.

Connect ionConnect ion

To connect to instances that are located in VPCs, you can use
their public or private IP addresses.

To connect to instances that are located in the classic
network, you can use their public or internal IP addresses.

PortPort
When Protocol is set to Remot e Deskt op (RDP)Remot e Deskt op (RDP), this
parameter is automatically set to 3389.

UsernameUsername and PasswordPassword Enter a username, such as Administrator, and its password.

7. Click OKOK.

If all of the requirements specified in the prerequisites are met but the instance cannot be connected,
perform the following checks on the instance:

Check whether a remote desktop service (such as xfreerdp installed on Linux) is enabled. If  not,
enable a remote desktop service.

Check whether the required remote desktop port  (typically port  3389) is enabled. If  not, enable the
port.

If  you log on to the Linux instance as the root user, make sure that  PermitRootLogin yes  is
configured in the /etc/ssh/sshd_config file. For more information, see the Enable root logon over
SSH on a Linux instance sect ion.

Enable root logon over SSH on a Linux instanceEnable root logon over SSH on a Linux instance
In some Linux systems, sshd disables root logon by default . If  this occurs, when you attempt to connect
to an instance as the root user over SSH, you are prompted that your username or password is incorrect.
To enable root logon over SSH, perform the following operations.

1. Connect to a Linux instance by using a password with VNC

2. Open the SSH configuration file.

vi /etc/ssh/sshd_config

3. Change  PermitRootLogin no  to  PermitRootLogin yes .

4. Press the Esc key and enter :wq:wq to save the change.

5. Restart  sshd.

service sshd restart
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Add security group rules to allow Workbench access to a LinuxAdd security group rules to allow Workbench access to a Linux
instanceinstance
This sect ion describes how to add rules to security groups of different network types in the ECS
console to allow Workbench access to a Linux instance.

If  you want to connect to a Linux instance in a VPC, find a security group of the instance, go to the
Securit y Group RulesSecurit y Group Rules page, and then add a rule on the InboundInbound tab. The following table describes
the parameters to be configured for the rule.

NIC
Ty
pe

Rul
e
Dir
ect
ion

Act
ion

Protocol Type Port Range
Pri
ori
ty

Au
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ori
zat
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Ty
pe

Authorization Object
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N/
A

InbInb
ouou
ndnd

AllAll
owow

If port 22 is
enabled by
default on the
Linux instance,
select SSHSSH
(22)(22).

If you have
manually
enabled other
ports on the
Linux instance,
select Cust omCust om
T CPT CP.

If port 22 is
enabled by
default on the
Linux instance,
22/2222/22 is
automatically
entered after
you select the
protocol type.

If you have
manually
enabled other
ports on the
Linux instance,
enter a
corresponding
port range.

1

IPvIPv
44
CICI
DRDR
BlBl
ococ
kk

If you want to connect
to the instance by
using its public IP
address, specify
161.117.90.22/24. The
public IP address can
be the public IP
address that is
automatically
assigned to the
instance or an elastic
IP address (EIP) that is
associated with the
instance.

If you want to connect
to the instance by
using its private IP
address, specify
100.104.0.0/16.

Not e Not e You can
also specify
0.0.0.0/0 as the
authorization object
to allow inbound
access from all IP
addresses. However,
this imposes security
risks. Proceed with
caution.

NIC
Ty
pe

Rul
e
Dir
ect
ion

Act
ion

Protocol Type Port Range
Pri
ori
ty

Au
th
ori
zat
ion
Ty
pe

Authorization Object

If  you want to connect to a Linux instance in the classic network over the Internet, f ind a security
group of the instance, go to the Securit y Group RulesSecurit y Group Rules page, and then add a rule on the Int ernetInt ernet
IngressIngress tab. The following table describes the parameters to be configured for the rule.
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NIC
Typ
e

Rul
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on
Typ
e

Authorization
Object

PuPu
blibli
cc

InbInb
ouou
ndnd

AllAll
owow

If port 22 is
enabled by
default on the
Linux instance,
select SSH (22)SSH (22).

If you have
manually
enabled other
ports on the
Linux instance,
select Cust omCust om
T CPT CP.

If port 22 is
enabled by
default on the
Linux instance,
22/2222/22 is
automatically
entered after
you select the
protocol type.

If you have
manually
enabled other
ports on the
Linux instance,
enter a
corresponding
port range.

1

IPvIPv
44
CIDCID
RR
BloBlo
ckck

If you want to
connect to the
instance by using
its public IP
address, specify
161.117.90.22/24.
The public IP
address can be the
public IP address
that is
automatically
assigned to the
instance or an EIP
that is associated
with the instance.

Not eNot e
You can also
specify
0.0.0.0/0 as
the
authorization
object to
allow inbound
access from all
IP addresses.
However, this
imposes
security risks.
Proceed with
caution.

If  you want to connect to a Linux instance in the classic network over the internal network, security
group of the instance, go to the Securit y Group RulesSecurit y Group Rules page, and then add a rule on the Int ernalInt ernal
Net work IngressNet work Ingress tab. The following table describes the parameters to be configured for the rule.

NIC
Typ
e

Rul
e
Dire
ctio
n

Acti
on

Protocol Type Port Range
Prio
rity

Aut
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zati
on
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e

Authorization
Object
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N/N/
AA

InbInb
ouou
ndnd

AllAll
owow

If port 22 is
enabled by
default on the
Linux instance,
select SSH (22)SSH (22).

If you have
manually
enabled other
ports on the
Linux instance,
select Cust omCust om
T CPT CP.

If port 22 is
enabled by
default on the
Linux instance,
22/2222/22 is
automatically
entered after
you select the
protocol type.

If you have
manually
enabled other
ports on the
Linux instance,
enter a
corresponding
port range.

1

IPvIPv
44
CIDCID
RR
BloBlo
ckck

If you want to
connect to the
instance by using
its internal IP
address, specify
11.195.184.0/24
and
11.246.55.0/24.

Not iceNot ice
High security
risks may arise
if you specify
0.0.0.0/0 as
the
authorization
object. We
recommend
that you do
not specify
0.0.0.0/0.

NIC
Typ
e

Rul
e
Dire
ctio
n

Acti
on

Protocol Type Port Range
Prio
rity

Aut
hori
zati
on
Typ
e

Authorization
Object

Workbench allows mult iple users to connect to a single Elast ic Compute Service (ECS) instance at  the
same t ime. Workbench is more efficient  and convenient than Virtual Network Console (VNC).

PrerequisitesPrerequisites
A logon password or a key is configured for the Windows instance to which you want to connect.

Not e Not e The ECS console cannot be used to bind key pairs to Windows instances. If  you want
to use a key to log on to a Windows instance, you can enable the sshd service (such as Cygwin
SSHD or WinSSHD in Windows) and configure a key on the instance. For more information about
how to enable the sshd service in Windows, see Get started with OpenSSH.

The instance is in the RunningRunning state.

Security group rules are added to allow the IP addresses related to the Workbench service to access
the instance. For more information, see Add security group rules to allow Workbench access to a
Windows instance.

4.2.2. Connect to a Windows instance by using a4.2.2. Connect to a Windows instance by using a
password or keypassword or key
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ContextContext
By default , a Workbench remote session persists for 6 hours. If  you do not perform operations for 6
hours, the remote connection is closed. You must reconnect to the instance.

Workbench can be used to connect to ECS instances over one of the following protocols:

Remote Desktop Protocol (RDP): By default , Windows instances are connected by using RDP. RDP can
also be used to connect to Linux instances on which remote desktop services are enabled. For
information about how to connect to a Windows instance over RDP, see the Connect to a Windows
instance over RDP sect ion.

Not e Not e If  you want to connect to an instance over RDP, make sure that the public bandwidth
is at  least  5 Mbit/s. If  the public bandwidth is less than 5 Mbit/s, the remote desktop freezes.

SSH: By default , Linux instances are connected by using SSH. SSH can also be used to connect to
Windows instances on which a GNU-like system such as Cygwin is installed. For information about how
to connect to a Windows instance over RDP, see the Connect to a Windows instance over SSH
section.

Connect to a Windows instance over RDPConnect to a Windows instance over RDP
1. 

2. 

3. 

4. On the Inst ancesInst ances page, find the instance to which you want to connect, and click ConnectConnect  in the
Act ionsAct ions column.

5. In the Connect ion and CommandConnect ion and Command dialog box, click ConnectConnect  in the Workbench Connect ionWorkbench Connect ion
section.

6. In the Inst ance LoginInst ance Login dialog box, specify parameters.

The following table describes the required parameters in the dialog box.

Parameter Description

Inst anceInst ance
The information of the current instance is automatically populated.
You can also manually enter the IP address or name of another
instance.

Connect ionConnect ion

To connect to instances in virtual private clouds (VPCs), you can
use the public or private IP addresses of the instances.

To connect to instances in the classic network, you can use their
public or internal IP addresses.

UsernameUsername and PasswordPassword Enter a username, such as Administrator, and its password.

In the lower part  of the dialog box, click More Opt ionsMore Opt ions to show the optional parameters described
in the following table.
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Parameter Description

Resource GroupResource Group
By default, AllAll  is selected. You can manually select a resource
group from the drop-down list.

RegionRegion
By default, AllAll  is selected. You can manually select a region from
the drop-down list.

Prot ocolProt ocol By default, Remot e Deskt op (RDP)Remot e Deskt op (RDP) is selected.

PortPort
When Protocol is set to Remot e Deskt op (RDP)Remot e Deskt op (RDP), this parameter is
automatically set to 3389.

7. Click OKOK.

If all of the requirements specified in the prerequisites are met but the instance cannot be connected,
perform the following checks on the instance:

Check whether a remote desktop service (such as Remote Desktop Services in Windows) is enabled. If
not, enable a remote desktop service.

Check whether the required remote desktop port  (typically port  3389) is enabled. If  not, enable the
port.

If  you log on to the Windows instance as a non-administrator user, the user must belong to the
Remote Desktop Users group.

Connect to a Windows instance over SSHConnect to a Windows instance over SSH
1. 

2. 

3. 

4. On the Inst ancesInst ances page, find the instance to which you want to connect, and click ConnectConnect  in the
Act ionsAct ions column.

5. In the Connect ion and CommandConnect ion and Command dialog box, click ConnectConnect  in the Workbench Connect ionWorkbench Connect ion
section.

6. In the Inst ance LoginInst ance Login dialog box, specify parameters.

i. In the lower part  of the dialog box, click More Opt ionsMore Opt ions

ii. Set  Prot ocolProt ocol to T erminal Connect ion (SSH)T erminal Connect ion (SSH).

iii. In the Confirm message, click OKOK.
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iv. Specify the parameters described in the following table.

Parameter Description

Resource GroupResource Group
By default, AllAll  is selected. You can manually select a resource
group from the drop-down list.

RegionRegion
By default, AllAll  is selected. You can manually select a region
from the drop-down list.

Inst anceInst ance
The information of the current instance is automatically
populated. You can also manually enter the IP address or name
of another instance.

Connect ionConnect ion

To connect to instances in VPCs, you can use the public or
private IP addresses of the instances.

To connect to instances in the classic network, you can use
their public or internal IP addresses.

PortPort
When Protocol is set to T erminal Connect ion (SSH)T erminal Connect ion (SSH), this
parameter is automatically set to 22.

UsernameUsername, PasswordPassword, and
Privat e KeyPrivat e Key

Enter a username such as root and select an authentication
method. The following authentication methods are supported:

Password-basedPassword-based: Enter the password of your specified
username.

Cert if icat e-basedCert if icat e-based: Enter or upload a certificate. If the
certificate is encrypted, enter its key passphrase.

LanguageLanguage

Select your preferred language. The selected language affects
the outputs of the instance. We recommend that you select
Def aultDef ault  for Workbench to detect the language settings of the
instance and make configurations accordingly.

Charact er SetCharact er Set

Select your preferred character set. The selected character set
affects the outputs of the instance. We recommend that you
select Def aultDef ault  for Workbench to detect the character set
settings of the instance and make configurations accordingly.

7. Click OKOK.

If all of the requirements specified in the prerequisites are met but the instance cannot be connected,
perform the following checks on the instance:

Check whether the sshd service (such as Cygwin SSHD or WinSSHD in Windows) is enabled. If  not,
enable the sshd service.

Check whether the required terminal connection port  (typically port  22) is enabled. If  not, enable the
port.

If  you log on to the Windows instance as a non-administrator user, the user must belong to the
Remote Desktop Users group.
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Add security group rules to allow Workbench access to a WindowsAdd security group rules to allow Workbench access to a Windows
instanceinstance
This sect ion describes how to add rules to security groups of different network types in the ECS
console to allow Workbench access to a Windows instance.

If  you want to connect to a Windows instance in a VPC, find a security group of the instance, go to
the Securit y Group RulesSecurit y Group Rules page, and then add a rule on the InboundInbound tab. The following table
describes the parameters to be configured for the rule.
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N/
A

InbInb
ouou
ndnd

AllAll
owow

If port 3389 is
enabled by
default on the
Windows
instance, select
RDP (3389)RDP (3389).

If you have
manually
enabled other
ports on the
Windows
instance, select
Cust om T CPCust om T CP.

If port 3389 is
enabled by
default on the
Windows
instance,
3389/33893389/3389 is
automatically
entered after
you select the
protocol type.

If you have
manually
enabled other
ports on the
Windows
instance, enter
a
corresponding
port range.

1

IPvIPv
44
CICI
DRDR
BlBl
ococ
kk

If you want to connect
to the instance by
using its public IP
address, specify
161.117.90.22. The
public IP address can
be the public IP
address that is
automatically
assigned to the
instance or an elastic
IP address (EIP) that is
associated with the
instance.

If you want to connect
to the instance by
using its private IP
address, specify
100.104.0.0/16.

Not e Not e You can
also specify
0.0.0.0/0 as the
authorization object
to allow inbound
access from all IP
addresses. However,
this imposes security
risks. Proceed with
caution.
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Authorization Object

If  you want to connect to a Windows instance in the classic network over the Internet, f ind a security
group of the instance, go to the Securit y Group RulesSecurit y Group Rules page, and then add a rule on the Int ernetInt ernet
IngressIngress tab. The following table describes the parameters to be configured for the rule.
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PuPu
blibli
cc

InbInb
ouou
ndnd

AllAll
owow

If port 3389 is
enabled by
default on the
Windows
instance, select
RDP (3389)RDP (3389).

If you have
manually
enabled other
ports on the
Windows
instance, select
Cust om T CPCust om T CP.

If port 3389 is
enabled by
default on the
Windows
instance,
3389/33893389/3389 is
automatically
entered after
you select the
protocol type.

If you have
manually
enabled other
ports on the
Windows
instance, enter a
corresponding
port range.

1

IPvIPv
44
CIDCID
RR
BloBlo
ckck

If you want to
connect to the
instance by using
its public IP
address, specify
161.117.90.22. The
public IP address
can be the public IP
address that is
automatically
assigned to the
instance or an EIP
that is associated
with the instance.

Not eNot e
You can also
specify
0.0.0.0/0 as
the
authorization
object to
allow inbound
access from all
IP addresses.
However, this
imposes
security risks.
Proceed with
caution.

If  you want to connect to a Windows instance in the classic network over the internal network, f ind a
security group of the instance, go to the Securit y Group RulesSecurit y Group Rules page, and then add a rule on the
Int ernal Net work IngressInt ernal Net work Ingress tab. The following table describes the parameters to be configured for
the rule.

NIC
Typ
e

Rul
e
Dire
ctio
n

Acti
on

Protocol Type Port Range
Prio
rity

Aut
hori
zati
on
Typ
e

Authorization
Object
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N/N/
AA

InbInb
ouou
ndnd

AllAll
owow

If port 3389 is
enabled by
default on the
Windows
instance, select
RDP (3389)RDP (3389).

If you have
manually
enabled other
ports on the
Windows
instance, select
Cust om T CPCust om T CP.

If port 3389 is
enabled by
default on the
Windows
instance,
3389/33893389/3389 is
automatically
entered after
you select the
protocol type.

If you have
manually
enabled other
ports on the
Windows
instance, enter a
corresponding
port range.

1

IPvIPv
44
CIDCID
RR
BloBlo
ckck

If you want to
connect to the
instance by using
its internal IP
address, specify
161.117.90.22.

Not iceNot ice
High security
risks may arise
if you specify
0.0.0.0/0 as
the
authorization
object. We
recommend
that you do
not specify
0.0.0.0/0.

NIC
Typ
e

Rul
e
Dire
ctio
n

Acti
on

Protocol Type Port Range
Prio
rity

Aut
hori
zati
on
Typ
e

Authorization
Object

If  you cannot use Workbench or connection software such as PuTTY, Xshell, and SecureCRT to connect
to an Elast ic Compute Service (ECS) Linux instance, you can use the VNC Connect ionVNC Connect ion feature in the ECS
console to connect to the Linux instance and view the real-t ime status of the instance operation
interface.

PrerequisitesPrerequisites
A logon password is set  for the instance.

Not e Not e If  you have not set  a password or forget the password, you can reset  the password for
the instance. For more information, see Reset the logon password of an instance.

ContextContext
The following passwords are involved when you use VNC to connect to an instance:

4.3. Use VNC to connect to an4.3. Use VNC to connect to an
instanceinstance
4.3.1. Connect to a Linux instance by using a4.3.1. Connect to a Linux instance by using a
passwordpassword
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VNC password: the password of management terminals used to connect to the ECS console.

Instance logon password: the password used to log on to the instance operating system.

By default , a VNC connection session lasts for about 300 seconds. If  you do not perform operations
within these 300 seconds, the connection to the instance is automatically closed. You must connect to
the instance again.

If  you cannot use Workbench or connection software to connect to your instance, you can use the VNCVNC
Connect ionConnect ion feature in the ECS console to connect to the instance. After the instance is connected,
you can view the status of the instance and perform operations to resolve issues described in the
following table.

Scenario Solution

The instance starts slowly due to self-check on
startup.

Check the self-check progress.

The firewall of the instance operating system is
enabled by mistake.

Disable the firewall.

The ECS instance is compromised, which causes a
high CPU utilization and high bandwidth usage.

Troubleshoot and terminate abnormal processes.

ProcedureProcedure
The following figure shows how to use VNC to connect to an instance.

1. 

2. 

3. 

4. On the Inst ancesInst ances page, find the instance to be connected and click ConnectConnect  in the Act ionsAct ions
column.

5. In the Connect ion and CommandConnect ion and Command dialog box, click ConnectConnect  in the VNC Connect ionVNC Connect ion sect ion.

6. Connect to a VNC management terminal.

Not e Not e In this step, use the VNC password.

The first  t ime you connect to a VNC management terminal, perform the following operations:

a. Change the VNC password. For more information, see the Change the VNC password sect ion
in this topic.

b. In the Ent er VNC PasswordEnt er VNC Password dialog box, enter the new password.

c. Click OKOK.
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If  you are not connecting to a VNC management terminal for the first  t ime, perform the
following operations:

a. In the Ent er VNC PasswordEnt er VNC Password dialog box, enter the password.

b. Click OKOK.

7. Log on to the instance operating system.

Not e Not e In this step, use the instance logon password.

i. Enter the username root and press the Enter key.

ii. Enter the logon password of the instance and press the Enter key.

Not e Not e The characters of the password are hidden when you enter the password.
After you enter the password, press the Enter key.

You can switch between up to 10 different VNC management terminals when you connect to
the Linux instance. The default  terminal is CT RL+ ALT + F1CT RL+ ALT + F1. For example, you can choose SendSend
Remot e CallRemot e Call >  > CT RL+ ALT + F2CT RL+ ALT + F2 to switch to CT RL+ ALT + F2CT RL+ ALT + F2. A persistent black screen
indicates that the instance is in sleep mode. Press a key to wake up the instance.

Change the VNC passwordChange the VNC password
The first  t ime you connect to the VNC management terminal, you must change the VNC password. You
can also change the VNC password when you forget the password or when you want to update the
password.

Not ice Not ice After you change the VNC password for a non-I/O optimized instance, you must
restart  the instance in the ECS console for the new password to take effect. Before you restart  the
instance, you must stop it . This can lead to service interruption. Proceed with caution.

1. On the Inst ancesInst ances page, find the instance to be connected and click ConnectConnect  in the Act ionsAct ions
column.

2. In the Connect ion and CommandConnect ion and Command dialog box, click ConnectConnect  in the VNC Connect ionVNC Connect ion sect ion.

3. In the Ent er VNC PasswordEnt er VNC Password dialog box, click Reset  VNC PasswordReset  VNC Password.

4. In the Reset  VNC PasswordReset  VNC Password dialog box, enter and confirm the new password, and then click OKOK.

5. (Optional) If  the instance is a non-I/O optimized instance, restart  the instance.

For more information, see Restart  an instance.

Copy long commandsCopy long commands
If  you want to copy a long-text  item such as a download URL from your computer to the instance, you
can use the command copy feature.

1. On the Inst ancesInst ances page, find the instance to be connected and click ConnectConnect  in the Act ionsAct ions
column.

2. Connect to a VNC management terminal.

3. In the upper-left  corner of the interface, click Ent er Copy CommandsEnt er Copy Commands.

4. In the Copy and Past e CommandsCopy and Past e Commands dialog box, enter the content to be copied and click OKOK.
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If  you cannot use Workbench or connection software such as Remote Desktop Connection (RDC) and
rdesktop to connect to an Elast ic Compute Service (ECS) Windows instance, you can use the VNCVNC
Connect ionConnect ion feature in the ECS console to connect to the instance and view the real-t ime status of the
instance operating interface.

PrerequisitesPrerequisites
A logon password is set  for the instance.

Not e Not e If  you have not set  a password or forget the password, you can reset  the password for
the instance. For more information, see Reset the logon password of an instance.

ContextContext
The following passwords are involved when you use VNC to connect to an instance:

VNC password: the password of management terminals used to connect to the ECS console.

Instance logon password: the password used to log on to the instance operating system.

By default , a VNC connection session lasts for about 300 seconds. If  you do not perform operations
within these 300 seconds, the connection to the instance is automatically closed. You must connect to
the instance again.

If  you cannot use Workbench or connection software to connect to your instance, you can use the VNCVNC
Connect ionConnect ion feature in the ECS console to connect to the instance. After the instance is connected,
you can view the status of the instance and perform operations to resolve issues described in the
following table.

Scenario Solution

The instance starts slowly due to self-check on
startup.

Check the self-check progress.

The firewall of the instance operating system is
enabled by mistake.

Disable the firewall.

The ECS instance is compromised, which causes a
high CPU utilization and high bandwidth usage.

Troubleshoot and terminate abnormal processes.

ProcedureProcedure

4.3.2. Connect to a Windows instance by using a4.3.2. Connect to a Windows instance by using a
passwordpassword
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The following figure shows how to use VNC to connect to an instance.

1. 

2. 

3. 

4. On the Inst ancesInst ances page, find the instance to be connected and click ConnectConnect  in the Act ionsAct ions
column.

5. Connect to a VNC management terminal.

Not e Not e In this step, use the VNC password.

The first  t ime you connect to a VNC management terminal, perform the following operations:

a. Change the VNC password. For more information, see the Change the VNC password sect ion
in this topic.

b. In the Ent er VNC PasswordEnt er VNC Password dialog box, enter the new password.

c. Click OKOK.

If you are not connecting to a VNC management terminal for the first  t ime, perform the
following operations:

a. In the Ent er VNC PasswordEnt er VNC Password dialog box, enter the password.

b. Click OKOK.

6. In the upper-left  corner of the VNCVNC page, choose Send Remot e CallSend Remot e Call >  > CT RL+ ALT + DELET ECT RL+ ALT + DELET E.

7. Select  an account, enter the instance password, and then press the Enter key.

By default , the Administrator account is available.
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Change the VNC passwordChange the VNC password
The first  t ime you connect to the VNC management terminal, you must change the VNC password. You
can also change the VNC password when you forget the password or when you want to update the
password.

Not ice Not ice After you change the VNC password for a non-I/O optimized instance, you must
restart  the instance in the ECS console for the new password to take effect. Before you restart  the
instance, you must stop it . This can lead to service interruption. Proceed with caution.

1. On the Inst ancesInst ances page, find the instance to be connected and click ConnectConnect  in the Act ionsAct ions
column.

2. In the Connect ion and CommandConnect ion and Command dialog box, click ConnectConnect  in the VNC Connect ionVNC Connect ion sect ion.

3. In the Ent er VNC PasswordEnt er VNC Password dialog box, click Reset  VNC PasswordReset  VNC Password.

4. In the Reset  VNC PasswordReset  VNC Password dialog box, enter and confirm the new password, and then click OKOK.

5. (Optional) If  the instance is a non-I/O optimized instance, restart  the instance.

For more information, see Restart  an instance.

Copy long commandsCopy long commands
If  you want to copy a long-text  item such as a download URL from your computer to the instance, you
can use the command copy feature.

1. On the Inst ancesInst ances page, find the instance to be connected and click ConnectConnect  in the Act ionsAct ions
column.

2. Connect to a VNC management terminal.

3. In the upper-left  corner of the interface, click Ent er Copy CommandsEnt er Copy Commands.

4. In the Copy and Past e CommandsCopy and Past e Commands dialog box, enter the content to be copied and click OKOK.

FAQFAQ
For more information about how to adjust  the resolut ion of the Windows desktop, see How do I adjust
the desktop resolution of a Windows instance?.
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From a resource management standpoint, GPU-accelerated instances are considered as Elast ic Compute
Service (ECS) instances and are managed in the same way you manage other ECS instances. This topic
describes how to stop instances in the ECS console. This topic also describes the operations in
ecomomical mode within virtual private clouds (VPCs).

PrerequisitesPrerequisites
The instance that you want to stop is in the RunningRunning state.

Not e Not e If  you stop an instance, services that are running on an instance are interrupted.
Proceed with caution when you perform this operation.

ContextContext
The billing of a subscript ion instance is not affected when you stop the instance.

The billing of a pay-as-you-go instance may be affected when you stop the instance. This depends on
whether economical mode is enabled for the instance.

Pay-as-you-go instances in the classic network do not support  economical mode and continue to be
billed after they are stopped. Billing stops only when the instances are released. For more
information, see Release an instance.

Pay-as-you-go instances in VPCs support  economical mode.

If  economical mode is disabled for a pay-as-you-go instance in a VPC, the instance continues to be
billed after it  is stopped.

If  economical mode is enabled for a pay-as-you-go instance in a VPC, the vCPUs, memory, and
public IP address of the instance are no longer billed after the instance is stopped. Other resources
continue to be billed. For more information, see Economical mode.

Stop a subscription instanceStop a subscription instance
1. 

2. 

3. 

4. Use one of the following methods to stop subscript ion instances:

To stop a single instance at  a t ime, find the instance and choose MoreMore >  > Inst ance St at usInst ance St at us > >
St opSt op in the Act ionsAct ions column.

To stop mult iple instances at  a t ime, select  the instances and click St opSt op in the lower part  of the
Instances page.

5. Configure Stopped By. Valid values:

St opSt op: stops the instance by shutt ing it  down properly.

5.Manage an instance with GPU5.Manage an instance with GPU
capabilitiescapabilities
5.1. Stop instances5.1. Stop instances
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Force St opForce St op: forcibly stops the instance. Forcible stop is equivalent to a physical shutdown and
may cause data loss if  instance data has not been written to disks.

6. Click OKOK.

Stop a pay-as-you-go instanceStop a pay-as-you-go instance
The procedures to stop preemptible instances are the same as those to stop pay-as-you-go instances.
However, more factors affect  the startup of stopped preemptible instances. For more information, see
Stop a preemptible instance.

1. 

2. 

3. 

4. Use one of the following methods to stop pay-as-you-go instances:

To stop a single instance at  a t ime, find the instance and choose MoreMore >  > Inst ance St at usInst ance St at us > >
St opSt op in the Act ionsAct ions column.

To stop mult iple instances at  a t ime, select  the instances and click St opSt op in the lower part  of the
Instances page.

5. Configure Stopped By and Stop Mode.

For a pay-as-you-go instance in the classic network:

a. Configure Stopped By. Valid values:

St opSt op: stops the instance by shutt ing it  down properly.

Force St opForce St op: forcibly stops the instance. Forcible stop is equivalent to a physical
shutdown, and may cause data loss if  instance data has not been written to disks.

b. Click OKOK.

For a pay-as-you-go instance in a VPC:

a. Configure Stopped By. Valid values:

St opSt op: stops the instance by shutt ing it  down properly.

Force St opForce St op: forcibly stops the instance. Forcible stop is equivalent to a physical
shutdown, and may cause data loss if  instance data has not been written to disks.

b. Configure Stop Mode. Valid values:

St andard ModeSt andard Mode: The resources of the instance are retained and continue to be billed
after the instance is stopped.

Economical Mode (Formerly Known as No Fees f or St opped Inst ances Mode)Economical Mode (Formerly Known as No Fees f or St opped Inst ances Mode):
After the instance is stopped, its computing resources (vCPUs and memory) are released
and no longer billed. The cloud disks (including the system disk and data disks), elast ic IP
addresses (if  any), and bandwidth continue to be billed. The public IP address is recycled
and the private IP address is retained.

c. Click OKOK.
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ResultResult
The instance enters the St oppedSt opped state when it  is stopped.

Related informationRelated information
StopInstance

GPU-accelerated instances are a type of Elast ic Compute Service (ECS) instances and are managed in
the same manner as common ECS instances. This art icle describes how to restart  instances in the ECS
console.

PrerequisitesPrerequisites

5.2. Restart instances5.2. Restart instances
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Only instances in the RunningRunning state can be restarted.

ContextContext
Restart ing an instance will stop the instance. As a result , services provided by the instance are
disrupted.

ProcedureProcedure
1. Log on to the ECS console.

2. In the left-side navigation pane, choose Inst ances &  ImagesInst ances &  Images >  > Inst ancesInst ances.

3. Select  the target region.

4. Find the target instances.

To restart  a instance, choose MoreMore >  > Inst ance St at usInst ance St at us >  > Rest artRest art  in the Act ionsAct ions column.

To restart  mult iple instances, select  all required instances and then click Rest artRest art  at  the bottom
of the instance list .

5. In the displayed Rest art  Inst anceRest art  Inst ance dialog box, select  a Rest art  ModeRest art  Mode, and then click OKOK.

Related informationRelated information
RebootInstance

GPU-accelerated instances are a type of Elast ic Compute Service (ECS) instances and are managed in
the same manner as common ECS instances. Only pay-as-you-go GPU-accelerated instances (including
preemptible instances) and expired subscript ion GPU-accelerated instances can be released. This topic
describes how to manually and automatically release pay-as-you-go GPU-accelerated instances.

PrerequisitesPrerequisites
After an instance is released, its data is deleted and cannot be recovered. We recommend that you
create snapshots to back up data before you release the instance. For more information, see Create a
snapshot for a disk.

Not e Not e After an instance is released, snapshots and images that were manually created from
the instance are not affected.

ContextContext
Subscript ion instance that have not expired cannot be released. Before a subscript ion instance that
has not expired can be released, you must convert  it  into a pay-as-you-go instance. For more
information, see Change the billing method of an instance from subscript ion to pay-as-you-go.

You can manually release expired subscript ion instances. If  you do not renew an expired instance
within a specific period of t ime, the instance is automatically released.

If  economical mode is disabled for a pay-as-you-go instance, you continue to be charged for the
instance until it  is released.

You can enable instance release protect ion for a pay-as-you-go instance to prevent irreversible data
loss caused by accidental release operations. For more information, see Enable or disable release
protect ion for ECS instances.

5.3. Release instances5.3. Release instances
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If  the Release Disk with Instance feature is disabled for a disk attached to an instance, the disk is
automatically converted into a pay-as-you-go data disk and retained when the instance is released.
For more information, see Release a disk.

Manually release instancesManually release instances
You can manually release pay-as-you-go instances in the ECS console.

1. 

2. 

3. 

4. Release one or more pay-as-you-go instances at  a t ime.

If  you want to release a single pay-as-you-go instance at  a t ime, find the instance that you want
to release and choose MoreMore >  > Inst ance St at usInst ance St at us >  > ReleaseRelease in the Act ionsAct ions column.

If you want to release one or more pay-as-you-go instances at  a t ime, click the Filter icon at  the
top of the Billing Met hodBilling Met hod column and select  Pay-As-You-Go from the drop-down list . In the
displayed list  of pay-as-you-go instances, select  the instances that you want to release and
then click ReleaseRelease below the instance list .

5. In the Release dialog box, select  Release NowRelease Now.

6. Click NextNext . Then, click OKOK.

Enable automatic releaseEnable automatic release
You can enable automatic release for pay-as-you-go instances and set  a t ime to automatically release
the instances. If  you set  the automatic release t ime more than once, the most recent sett ing prevails.

1. 

2. 

3. 

4. Configure automatic release for one or more pay-as-you-go instances at  a t ime.
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If  you want to have a single pay-as-you-go instance automatically released at  a t ime, find the
instance that you want to release and choose MoreMore >  > Inst ance St at usInst ance St at us >  > ReleaseRelease in the
Act ionsAct ions column.

If you want to have one or more pay-as-you-go instances automatically released at  a t ime, click
the Filter icon at  the top of the Billing Met hodBilling Met hod column and select  Pay-As-You-Go from the
drop-down list . In the displayed list  of pay-as-you-go instances, select  the instances that you
want to release and then click ReleaseRelease below the instance list .

5. In the Release dialog box, select  Scheduled ReleaseScheduled Release.

6. Turn on Aut omat ic ReleaseAut omat ic Release and specify a date and t ime to release the selected instances.

Not e Not e The automatic release t ime must be at  least  30 minutes later than the current t ime
and accurate to the minute.

7. Click NextNext . Then, click OKOK.

Disable automatic releaseDisable automatic release
1. 

2. 

3. 

4. Disable automatic release for one or more pay-as-you-go instances at  a t ime.

If  you want to disable automatic release for a single pay-as-you-go instance at  a t ime, find the
instance for which you want to disable the automatic release feature and choose MoreMore > >
Inst ance St at usInst ance St at us >  > ReleaseRelease in the Act ionsAct ions column.

If you want to disable automatic release for one or more pay-as-you-go instances at  a t ime, click
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the Filter icon at  the top of the Billing Met hodBilling Met hod column and select  Pay-As-You-Go from the
drop-down list . In the displayed list  of pay-as-you-go instances, select  the instances for which
you want to disable automatic release and then click ReleaseRelease below the instance list .

5. In the Release dialog box, select  Scheduled ReleaseScheduled Release.

6. Turn off Aut omat ic ReleaseAut omat ic Release.

7. Click NextNext . Then, click OKOK.

Related informationRelated information

ReferencesReferences
DeleteInstance

ModifyInstanceAutoReleaseTime

This topic describes how to view the monitoring data of a GPU-accelerated compute optimized ECS
instance in the CloudMonitor console and query the data by calling an API operation.

PrerequisitesPrerequisites
A GPU-accelerated compute optimized ECS instance is created. The required GPU driver is installed on
the instance. For more information, see Create a GPU-accelerated instance that is not configured
with a driver.

The CloudMonitor agent is installed on the ECS instance. For more information, see Install and
uninstall the CloudMonitor agent for C++.

Monitoring charts that include GPU metrics are added. For more information, see Add a monitoring
chart.

GPU metricsGPU metrics
GPU metrics can be viewed based on GPUs, instances, and application groups. The following table lists
the GPU metrics.

Metric Unit MetricName Dimensions

(Agent)gpu_decoder_uti
lization

% gpu_decoder_utilization
userId, instanceId, and
gpuId

(Agent)gpu_encoder_uti
lization

% gpu_encoder_utilization
userId, instanceId, and
gpuId

(Agent)gpu_gpu_tempe
rature

°C gpu_gpu_temperature
userId, instanceId, and
gpuId

(Agent)gpu_gpu_usedut
ilization

%
gpu_gpu_usedutilizatio
n

userId, instanceId, and
gpuId

(Agent)gpu_memory_fr
eespace

Byte gpu_memory_freespace
userId, instanceId, and
gpuId

5.4. GPU monitoring5.4. GPU monitoring

Elast ic GPU Service User Guide··Manage an inst ance wit
h GPU capabilit ies

> Document  Version: 20220704 74

https://www.alibabacloud.com/help/doc-detail/25507.htm#doc-api-Ecs-DeleteInstance
https://www.alibabacloud.com/help/doc-detail/47576.htm#doc-api-Ecs-ModifyInstanceAutoReleaseTime
https://www.alibabacloud.com/help/doc-detail/163817.htm#concept-g5s-g2z-xdb
https://www.alibabacloud.com/help/doc-detail/183482.htm#task-1950491
https://www.alibabacloud.com/help/doc-detail/33508.htm#task-1963801/section-zld-cbq-5z9


(Agent)gpu_memory_fr
eeutilization

%
gpu_memory_freeutiliza
tion

userId, instanceId, and
gpuId

(Agent)gpu_memory_us
erdspace

Byte
gpu_memory_userdspa
ce

userId, instanceId, and
gpuId

(Agent)gpu_memory_us
edutilization

%
gpu_memory_usedutiliz
ation

userId, instanceId, and
gpuId

(Agent)gpu_power_rea
dings_power_draw

W
gpu_power_readings_p
ower_draw

userId, instanceId, and
gpuId

Metric Unit MetricName Dimensions

View GPU metric data in the CloudMonitor consoleView GPU metric data in the CloudMonitor console
1. 

2. In the left-side navigation pane, click Host  Monit oringHost  Monit oring.

3. On the Host  Monit oringHost  Monit oring page, click the host  name or click the  icon in the Act ionsAct ions column of

the host.

4. Click the GPU Monit oringGPU Monit oring tab.

On the GPUMonit orGPUMonit or tab, view the monitoring charts for GPU metrics.

Query GPU metric data by calling an API operationQuery GPU metric data by calling an API operation
You can call the DescribeMetricList  operation to query the GPU metric data of the ECS instance. For
more information, see DescribeMetricList.

Not e Not e Set  the  Namespace  parameter to  acs_ecs_dashboard  and specify the
 MetricName  and  Dimensions  parameters. For more information, see GPU metrics.
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If  you do not configure a GPU driver that supports automatic installat ion or if  you cannot find a public
image of the required OS type and version when you create a GPU-accelerated compute-optimized
instance, you must install a driver on the instance after the instance is created to ensure the
performance of the instance. This topic describes how to install a GPU driver on a Linux GPU-accelerated
compute-optimized instance after the instance is created.

ContextContext
To install a GPU driver on a GPU-accelerated instance, the OS of the GPU driver must be the same as
that of the GPU-accelerated instance. This topic describes how to install a GPU driver only on a Linux
GPU-accelerated compute-optimized instance. For more information about how to install a GPU driver
on a Windows GPU-accelerated compute-optimized instance, see Install a Windows GPU driver on a GPU-
accelerated compute-optimized instance.

ProcedureProcedure
1. Visit  the DOWNLOAD DRIVERS page on the NVIDIA official website.

2. Search for the driver that you want to install.

i. 

ii. Select  a Linux version based on the image of the instance.

If  the Operating System drop-down list  does not contain the OS that you want to use, click
Show All Operat ing Syst emsShow All Operat ing Syst ems at  the bottom of the drop-down list . If  you cannot find the
Linux version that matches the image of the instance, select  Linux 64-bitLinux 64-bit .

iii. Select  a CUDA Toolkit  version.

iv. Select  a language.

v. Click SEARCHSEARCH, find the driver version that you want to download, and then click the driver
name.

3. On the driver det ailsdriver det ails page, click DOWNLOADDOWNLOAD. On the DownloadDownload page, right-click DOWNLOADDOWNLOAD
and select  Copy link addressCopy link address to copy the download address.

4. Connect to the GPU-accelerated compute-optimized instance.

Use one of the following methods to connect to the instance.

Connection method References

Workbench Connect to a Linux instance by using a password or key

VNC Connect to a Linux instance by using a password

6.Install NVIDIA drivers6.Install NVIDIA drivers
6.1. Install a GPU driver on a Linux6.1. Install a GPU driver on a Linux
GPU-accelerated compute-optimizedGPU-accelerated compute-optimized
instanceinstance
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5. Paste the download address that you copied in Step 3 to the  wget  command and run the
following command to download the installat ion package. Sample command:

wget https://cn.download.nvidia.com/tesla/460.73.01/NVIDIA-Linux-x86_64-460.73.01.run

6. Install the GPU driver.

i. If  your instance runs CentOS, run the following command to check whether kernel-devel and
kernel-headers packages are installed on the instance. If  your instance runs another OS type
such as Ubuntu in which the kernel-devel and kernel-headers packages are pre-installed, skip
this step.

rpm  -qa | grep $(uname -r)

If  the command output contains the following version information about the kernel-devel
and kernel-headers packages, the packages are installed.

kernel-3.10.0-1062.18.1.el7.x86_64
kernel-devel-3.10.0-1062.18.1.el7.x86_64
kernel-headers-3.10.0-1062.18.1.el7.x86_64

If  the command output does not contain the preceding version information about kernel-de
vel-* and kernel-headers-*, you must download and install the kernel-devel and kernel-
headers packages of the kernel version that you want to use.

Not e Not e If  the kernel-devel version is inconsistent with the kernel version, a
compilat ion error occurs in the driver when you install RPM Package Manager for your
driver. Therefore, you must check the version number of kernel-* in the command output
before you download kernel-devel. In the preceding command output, the version
number of the kernel is 3.10.0-1062.18.1.el7.x86_64.

ii. Install the GPU driver.

In this example, a Linux 64-bit  driver package in the .run format is downloaded. Example:
NVIDIA-Linux-x86_64-xxxx.run. Run the following commands to authorize and install the GPU
driver:

chmod +x NVIDIA-Linux-x86_64-xxxx.run

sh NVIDIA-Linux-x86_64-xxxx.run
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iii. Run the following command to check whether the driver is installed:

nvidia-smi

If  information similar to the following command output is displayed, the GPU driver is installed.

7. If  the GPU-accelerated instance that you created belongs to the instance family ebmgn7, perform
the following operations to install NVIDIA Fabric Manager of the version that matches your driver
version. Otherwise, you cannot use the instance as expected.
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i. Install NVIDIA Fabric Manager.

The commands that you can run to install NVIDIA Fabric Manager vary based on the instance
OS. The following information describes how you run the commands.

In this example, a driver of the 460.91.03 version is used. You can change the version number
next to  driver_version=  based on your business requirements.

CentOS 7.x

driver_version=460.91.03
yum -y install yum-utils
yum-config-manager --add-repo https://developer.download.nvidia.com/compute/cuda/
repos/rhel7/x86_64/cuda-rhel7.repo
yum install -y nvidia-fabric-manager-${driver_version}-1

CentOS 8.x

driver_version=460.91.03
driver_version_main=$(echo $driver_version | awk -F '.' '{print $1}')
distribution=rhel8
ARCH=$( /bin/arch )
dnf config-manager --add-repo http://developer.download.nvidia.com/compute/cuda/r
epos/$distribution/${ARCH}/cuda-$distribution.repo
dnf module enable -y nvidia-driver:${driver_version_main}
dnf install -y nvidia-fabric-manager-0:${driver_version}-1

Ubuntu 16.04 or Ubuntu 18.04

driver_version=460.91.03
driver_version_main=$(echo $driver_version | awk -F '.' '{print $1}')
distribution=$(. /etc/os-release;echo $ID$VERSION_ID | sed -e 's/\.//g')
wget https://developer.download.nvidia.com/compute/cuda/repos/$distribution/x86_6
4/cuda-$distribution.pin
mv cuda-$distribution.pin /etc/apt/preferences.d/cuda-repository-pin-600
wget https://developer.download.nvidia.com/compute/cuda/repos/$distribution/x86_6
4/7fa2af80.pub
apt-key add 7fa2af80.pub
rm 7fa2af80.pub
echo "deb http://developer.download.nvidia.com/compute/cuda/repos/$distribution/x
86_64 /" | tee /etc/apt/sources.list.d/cuda.list
apt-get update
apt-get -y install nvidia-fabricmanager-${driver_version_main}=${driver_version}-
*

Ubuntu 20.04

driver_version=460.91.03
driver_version_main=$(echo $driver_version | awk -F '.' '{print $1}')
apt-get update
apt-get -y install nvidia-fabricmanager-${driver_version_main}=${driver_version}-
*

ii. Run the following commands to start  NVIDIA Fabric Manager:

systemctl enable nvidia-fabricmanager
systemctl start nvidia-fabricmanager
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iii. Run the following command to view the status of NVIDIA Fabric Manager:

systemctl status nvidia-fabricmanager

If  information similar to the following command output is displayed, NVIDIA Fabric Manager is
installed.

Windows GPU-accelerated instances do not support  automatic configuration and installat ion of GPU
drivers. To ensure the performance of your GPU-accelerated instance, you can purchase a GPU driver
from the NVIDIA official website and install the driver on the instance. This topic describes how to install
a Windows GPU driver on a GPU-accelerated compute-optimized instance.

ContextContext
To install a GPU driver on a GPU-accelerated instance, the OS of the GPU driver must be the same as
that of the GPU-accelerated instance. This topic only describes how to install a Windows GPU driver on
a GPU-accelerated compute-optimized instance. For more information about how to install a Linux GPU
driver on a GPU-accelerated compute-optimized instance, see Install a GPU driver on a Linux GPU-
accelerated compute-optimized instance.

ProcedureProcedure
1. Connect to the GPU-accelerated compute-optimized instance.

Use one of the following methods to connect to the instance.

Connection method References

Workbench Connect to a Windows instance by using a password or key

VNC Connect to a Windows instance by using a password

2. On your remote desktop, visit  the DOWNLOAD DRIVERS page on the NVIDIA official website.

3. Search for the driver that you want to install.

6.2. Install a Windows GPU driver on a6.2. Install a Windows GPU driver on a
GPU-accelerated compute-optimizedGPU-accelerated compute-optimized
instanceinstance
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i. From the Product Type, Product Series, and Product drop-down lists, select  values based on
the GPU with which your GPU-accelerated compute-optimized instance is configured. For more
information about how to view instance specificat ions, see View instance information.

The following table describes the driver specificat ions that you can select  for each instance
family.

Instanc
e
family

gn4 gn5 gn5i gn6v gn6i gn6e gn7 gn7i

Produc
t Type

Data
Center
/ Tesla

Data
Center
/ Tesla

Data
Center
/ Tesla

Data
Center
/ Tesla

Data
Center
/ Tesla

Data
Center
/ Tesla

Data
Center
/ Tesla

Data
Center
/ Tesla

Produc
t Series

M-
Class

P-
Series

P-
Series

V-
Series

T-
Series

V-
Series

A-
Series

A-
Series

Produc
t

M40
Tesla
P100

Tesla
P4

Tesla
V100

Tesla
T4

Tesla
V100

NVIDIA
A100

NVIDIA
A10

ii. From the Operating System drop-down list , select  a Windows OS based on the image of the
instance.

In this example, Windows 10 64-bitWindows 10 64-bit  is used.

iii. From the CUDA Toolkit  drop-down list , select  a version for CUDA Toolkit .

iv. From the Language drop-down list , select  a language.

v. Click SEARCHSEARCH, find the driver version that you want to download, and then click the driver
name.

4. On the driver det ailsdriver det ails page, click DOWNLOADDOWNLOAD. On the DownloadDownload page, click DOWNLOADDOWNLOAD.

5. After the driver is downloaded, open the folder where the driver installat ion package is stored,
double-click the installat ion package, and then follow on-screen instruct ions to install the driver.

Not e Not e For Windows instances where the installed GPU drivers have taken effect, Windows
Remote Desktop Protocol (RDP) does not support  applications such as DirectX and Open
Graphics Library (OpenGL) applications. In this case, you must install the Virtual Network Console
(VNC) service and client, or use protocols such as PC over IP (PCoIP) and XenDesktop HDX 3D
that support  the applications.

After you install the driver, you can open Device Manager on your computer. In the left-side
navigation pane, click Display adapters to check whether the driver is installed. If  the driver appears,
the driver is installed.

6.3. Install a GRID driver on a6.3. Install a GRID driver on a
Windows GPU-accelerated instanceWindows GPU-accelerated instance
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If  you need to use Windows GPU-accelerated compute-optimized instances or Windows vGPU-
accelerated instances in graphics computing scenarios such as Open Graphics Library (OpenGL) and
Direct3D scenarios, you must install a Windows GRID driver. If  your GPU-accelerated instance is not
configured with a GRID driver, you must install a GRID driver on the instance to ensure the performance
of your instance. For example, you must install a GRID driver when you purchase an image that is not
configured with a GRID driver from Alibaba Cloud Marketplace and use the image to create a GPU-
accelerated instance, or when you cannot find the OS type and version that you want to use for your
GRID driver. This topic describes how to install a GRID driver on a Windows GPU-accelerated instance and
activate the GRID license.

PrerequisitesPrerequisites
A GPU-accelerated instance is created. The instance can access the Internet. For more information,
see Create a GPU-accelerated instance that is not configured with a driver.

Not e Not e We recommend that you click Public ImagePublic Image and select  a Windows image in the
Image sect ion.

A remote connection tool is installed on your computer.

The GRID license and the installat ion package for the GRID driver are obtained. To obtain the license
and the package, .

Not e Not e The version of the GRID driver must match the specificat ions of your GPU-accelerated
instance and the region where the instance is deployed. Therefore, you must specify the
specificat ions and the region in the t icket  that you submit.

ContextContext
The operations that you perform to install a GRID driver on a Windows GPU-accelerated compute-
optimized instance are similar to those that you perform to install a GRID driver on a Windows vGPU-
accelerated instance. This topic describes how to install a GRID driver only on a vGPU-accelerated
instance and act ivate the GRID license. In this example, a vGPU-accelerated instance that belongs to the
instance family vgn6i and runs Windows Server 2019 is used.

ProcedureProcedure
1. 远程连接实例。

2. Install the GRID driver that you have obtained.

i. Double-click the installat ion package. In the dialog box that appears, click OKOK.

The package is decompressed.
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ii. On the NVIDIA sof t ware inst allat ionNVIDIA sof t ware inst allat ion page, click AGREE AND CONT INUEAGREE AND CONT INUE.

iii. Use the default  values and click NEXTNEXT .

iv. After the driver is installed, click REST ART  NOWREST ART  NOW.

3. After the instance restarts, connect to the instance and check whether the GRID driver is installed.

i. On your Windows desktop, move the pointer over the  icon, right-click the icon, and then

click Device ManagerDevice Manager.
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ii. In the Device ManagerDevice Manager dialog box, click Display adapt orsDisplay adapt ors and check whether the driver
appears. In this example, an NVIDIA GRID T 4-8QNVIDIA GRID T 4-8Q driver is used.

The following figure shows that the NVIDIA GRID T4-8Q driver is installed.

4. Add a license server and act ivate the license.

i. On your Windows desktop, right-click anywhere on the screen and select  NVIDIA Cont rolNVIDIA Cont rol
PanelPanel.

ii. The NVIDIA Cont rol PanelNVIDIA Cont rol Panel dialog box appears. In the left-side navigation pane, choose
LicensingLicensing >  > Manage LicenseManage License.
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iii. On the Manage LicenseManage License page, enter the IP address and port  number of your license server,
and click ApplyApply.
Open the NVIDIA Cont rol PanelNVIDIA Cont rol Panel dialog box again. If  the message in the following figure
appears, the license is act ivated.

If  you create vGPU-accelerated instances, you must install NVIDIA GRID drivers on the instances. If  NVIDIA
GRID licenses are not act ivated for the GPUs that are used by GPU-accelerated instances, GPU-related
features may not take effect  on the instances. You must obtain and act ivate the GRID licenses before
you use these features. This topic describes how to install a GRID driver on a Linux vGPU-accelerated
instance and act ivate the GRID license for the instance. This topic also describes how to test  the
acceleration effect  on graphics. In this example, a vGPU-accelerated instance that belongs to the vgn6i
or vgn5i instance family and runs Ubuntu 16.04 64-bit  is used.

PrerequisitesPrerequisites
A vGPU-accelerated instance that belongs to the vgn6i or vgn5i instance family and can access the
Internet is created. When you create the instance, we recommend that you click Public ImagePublic Image to use
a public image.

Not e Not e This topic describes how to install a GRID driver on a Linux vGPU-accelerated instance.
For a Windows vGPU-accelerated instance, you can select  an image that contains a pre-installed
GRID driver and use the image to create the instance.

A remote connection tool, such as VNC Viewer, is installed on your computer.

The GRID license and the installat ion package for the GRID driver are obtained. To obtain the license
and the package,.

Not e Not e The version of the GRID driver must match the specificat ions of your vGPU-
accelerated instance and the region in which the instance is deployed. Therefore, you must
specify the specificat ions and the region in the t icket  that you submit.

ContextContext

6.4. Install a GRID driver on a Linux6.4. Install a GRID driver on a Linux
vGPU-accelerated instancevGPU-accelerated instance
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This topic describes how to install a GRID driver on a Linux vGPU-accelerated instance. If  you use a Linux
GPU-accelerated compute-optimized instance, we recommend that you install a GPU driver on the
instance. For more information, see Install a GPU driver on a Linux GPU-accelerated compute-optimized
instance.

Install a GRID driverInstall a GRID driver
1. Disable Nouveau.

Nouveau is an open source driver that is pre-installed in specific Linux OSs. If  you use a Linux OS that
has a Nouveau driver pre-installed, you must disable the driver before you install another driver.

i. Connect to the vGPU-accelerated instance.

Use one of the following methods to connect to the instance.

Connection method References

Workbench Connect to a Linux instance by using a password or key

VNC Connect to a Linux instance by using a password

ii. Check whether the blacklist-nouveau.conf file exists.

ls /etc/modprobe.d/blacklist-nouveau.conf

If  the file does not exist , run the following command to create the file:

vim /etc/modprobe.d/blacklist-nouveau.conf

iii. Add the following information to the blacklist-nouveau.conf file to disable Nouveau:

Not e Not e If  the following information is added to the file, skip this step.

blacklist nouveau
blacklist lbm-nouveau
options nouveau modeset=0

iv. Create kernel initramfs.

rmmod nouveau
update-initramfs -u

v. Reboot the instance.

reboot

2. Install the obtained GRID driver on the instance.

vgn5i

chmod +x NVIDIA-Linux-x86_64-418.226.00-grid.run
./NVIDIA-Linux-x86_64-418.226.00-grid.run

vgn6i
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chmod +x NVIDIA-Linux-x86_64-430.63-grid.run
./NVIDIA-Linux-x86_64-430.63-grid.run

vgn6i-vws or vgn7i-vws

chmod +x NVIDIA-Linux-x86_64-460.91.03-grid.run
./NVIDIA-Linux-x86_64-460.91.03-grid.run

3. Test  whether the GRID driver is installed.

nvidia-smi

If  the returned information is similar to the following command output, the GRID driver is installed.

In the returned information,  Driver Version  indicates the version of the GRID driver, and  CUDA 
Version  indicates the latest  Compute Unified Device Architecture (CUDA) version supported by
the GRID driver version. The following table describes other available GRID driver versions and the
latest  CUDA versions supported by these driver versions.

GRID driver version Latest CUDA versions supported

430.99 10.1

460.91.03 11.2

470.82.01 11.4

4. Add a license server.

i. Go to the /etc/nvidia directory.

cd /etc/nvidia

ii. Create a file named gridd.conf.

cp gridd.conf.template gridd.conf
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iii. Add the following information about the license server to the gridd.conf file:

ServerAddress=<IP address of the license server>
ServerPort=<Port of the license server (default value: 7070)>
FeatureType=1

5. Reboot the instance for the configurations of the license server to take effect.

reboot

6. Check whether the license is act ivated.

i. Connect to the instance. For more information, see Guidelines on instance connection.

ii. Check the status of the license.

systemctl status nvidia-gridd

If  License acquired successf ullyLicense acquired successf ully is contained in the command output, the license is
act ivated.

Test the acceleration effect on graphicsTest the acceleration effect on graphics
The following sect ion describes how to test  the acceleration effect  on graphics for the GRID driver that
is installed in an OpenGL Extension to the X Window System (GLX) application on the vGPU-accelerated
instance. In this example, a vGPU-accelerated instance that runs Ubuntu 16.04 64-bit  is used.

1. Prepare an environment to test  the acceleration effect  on graphics.

i. Run the following command to install x11vnc:

apt-get install x11vnc

ii. Run the  lspci | grep NVIDIA  command to obtain the value of the BusID parameter for the
GPU that is used by the instance.

In this example, the value of the BusID parameter is  00:07.0 .
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iii. Configure the X Server environment and reboot the system.

a. Run the  nvidia-xconfig --enable-all-gpus --separate-x-screens  command.

b. Add the obtained value of the BusID parameter to  Section "Device"  in the /etc/X11/x
org.conf file. In this example,  BusID "PCI:0:7:0"  is used.

c. Run the  reboot  command to reboot the system.

2. Run the following command to install the GLX application:

apt-get install mesa-utils                    

3. Run the  startx  command to start  X Server.

If  the  startx  command is unavailable, run the  apt-get install xinit  command to install
xinit .

When you run the  startx  command, the  hostname: Name or service not known  error may
appear. This error does not affect  the startup of X Server. You can run the  hostname 
command to query the hostname of your instance. Then, you can modify the /etc/hosts file by
replacing the value of the  hostname  parameter that follows  127.0.0.1  with the hostname
of your instance.

4. Start  an SSH session on a client  and run the following command to start  x11vnc:

x11vnc -display :1

If  the returned information is similar to the following command output, x11vnc is started. In this
case, you can connect to the instance by using a VNC application, such as VNC Viewer.

5. Log on to the ECS console and configure a rule for a security group to which the instance belongs.
The rule allows inbound traffic on TCP port  5900. For more information, see Add a security group rule.

6. On your computer, start  a VNC application such as VNC Viewer, enter  <Public IP address of the 
instance>:5900  to connect to the instance, and then go to K Desktop Environment (KDE).

7. Run the  glxinfo  command to view the configurations that are supported by the GRID driver.

i. Start  another SSH session on a client.

ii. Run the  export DISPLAY=:1  command.

iii. Run the  glxinfo -t  command to obtain the configurations that are supported by the GRID
driver.

8. Run the  glxgears  command to test  the GRID driver.

i. On KDE, right-click the desktop and select  Run CommandRun Command.
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i. On KDE, right-click the desktop and select  Run CommandRun Command.

ii. Run the  glxgears  command to start  the GLX application.
If  a window that is similar to the following figure is displayed, the GRID driver works as
expected.
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This topic describes how to manually uninstall a GPU driver from a GPU-accelerated instance. The
commands that you run to uninstall the GPU driver vary based on the installat ion method of the driver
and the OS that the instance runs.

ContextContext
You can use GPU-accelerated instances only if  relevant drivers are configured for the instances. Before
you uninstall a driver from your instance, install another driver that matches your instance family and OS
to ensure the performance of your instance. For more information, see Upgrade NVIDIA drivers.

If  you select  Auto-install GPU Driver when you create GPU-accelerated instances, the operations that
you perform to uninstall the drivers vary based on the OSs that the instances run:

Ubuntu: Uninstall the .deb installat ion package.

CentOS or SUSE Linux: Uninstall the .run installat ion package.

To uninstall GPU drivers from different OSs, see the following references:

Windows

Uninstall a GPU driver from Windows

Linux

Uninstall a GPU driver from Ubuntu

Uninstall a GPU driver from CentOS

Uninstall a GPU driver from SUSE Linux

Not eNot e

To uninstall a GPU driver from a GPU-accelerated instance that runs Linux, you must log on to the
instance as the  root  user before you proceed. If  you are a regular user, run the  sudo 
command to switch to the  root  user before you proceed.

Uninstall a GPU driver from WindowsUninstall a GPU driver from Windows
In this example, an instance that belongs to the GPU-accelerated compute-optimized instance family
gn6i and runs Windows Server 2019 is used.

1. Connect to the instance. For more information, see Connect to a Windows instance by using a password
or key.

2. In the lower-left  corner of a Windows desktop, click the  icon and click Cont rol PanelCont rol Panel.

7.Uninstall the NVIDIA driver7.Uninstall the NVIDIA driver
7.1. Uninstall a GPU driver7.1. Uninstall a GPU driver
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3. In the Cont rol PanelCont rol Panel dialog box, click Uninst all a programUninst all a program.

4. Find the GPU driver that you want to uninstall, right-click the driver, and then click
Uninst all/ChangeUninst all/Change.

5. In the NVIDIA Uninst allerNVIDIA Uninst aller dialog box, click UNINST ALLUNINST ALL.

6. After you uninstall the driver, click REST ART  NOWREST ART  NOW.

Uninstall a GPU driver from UbuntuUninstall a GPU driver from Ubuntu
If  you use the .deb installat ion package to install a GPU driver in Ubuntu, we recommend that you
perform the following operations to uninstall the GPU driver. In this example, NVIDIA driver 410.104,
CUDA 10.0.130, and cuDNN 7.5.0 are used.

1. Run the following command to uninstall the GPU driver:

apt-get remove --purge nvidia-*

2. Run the following commands to uninstall the CUDA and cuDNN libraries:

apt autoremove --purge cuda-10-0
rm -rf /usr/local/cuda-10.0

3. Run the following command to reboot the instance:

reboot

If  you use the .run installat ion package to install a GPU driver in Ubuntu, we recommend that you
perform the following operations to uninstall the GPU driver.

1. Run the following command to uninstall the GPU driver:

/usr/bin/nvidia-uninstall

2. Run the following commands to uninstall the CUDA and cuDNN libraries:
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/usr/local/cuda/bin/cuda-uninstaller
rm -rf /usr/local/cuda-10.0

Not e Not e The commands that you run to uninstall a driver may vary based on the CUDA
version. If  you cannot find the cuda-uninstaller f ile, check whether a file whose name contains
the uninstall_cuda prefix exists in the /usr/local/cuda/bin/ directory. If  the file whose name
contains the uninstall_cuda prefix exists, replace cuda-uninstaller in the preceding command
with the name of this f ile.

3. Run the following command to reboot the instance:

reboot

Uninstall a GPU driver from CentOSUninstall a GPU driver from CentOS
If  you use the .run installat ion package to install a GPU driver in CentOS, we recommend that you
perform the following operations to uninstall the GPU driver. In this example, NVIDIA driver 410.104,
CUDA 10.0.130, and cuDNN 7.5.0 are used.

1. Run the following command to uninstall the GPU driver:

/usr/bin/nvidia-uninstall

2. Run the following commands to uninstall the CUDA and cuDNN libraries:

/usr/local/cuda/bin/cuda-uninstaller
rm -rf /usr/local/cuda-10.0

Not e Not e The commands that you run to uninstall a driver may vary based on the CUDA
version. If  you cannot find the cuda-uninstaller f ile, check whether a file whose name contains
the uninstall_cuda prefix exists in the /usr/local/cuda/bin/ directory. If  the file whose name
contains the uninstall_cuda prefix exists, replace cuda-uninstaller in the preceding command
with the name of this f ile.

3. Run the following command to reboot the instance:

reboot

If  you use the .rpm installat ion package to install a GPU driver in CentOS 7, we recommend that you
perform the following operations to uninstall the GPU driver.

1. Run the following command to uninstall the GPU driver:

yum remove xorg-x11-drv-nvidia nvidia-kmod cuda-drivers
yum remove nvidia-diag-driver-local-repo-rhel7-410.104

2. Run the following commands to uninstall the CUDA and cuDNN libraries:

yum remove /usr/local/cuda-10.0
rm -rf /usr/local/cuda-10.0

3. Run the following command to reboot the instance:

reboot
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If  you use the .rpm installat ion package to install a GPU driver in CentOS 6, we recommend that you
perform the following operations to uninstall the GPU driver.

1. Run the following command to uninstall the GPU driver:

yum remove xorg-x11-drv-nvidia nvidia-kmod cuda-drivers
yum remove nvidia-diag-driver-local-repo-rhel6-410.104

2. Run the following command to uninstall the CUDA library:

yum remove /usr/local/cuda-10.0

3. Run the following command to reboot the instance:

reboot

Uninstall a GPU driver from SUSE LinuxUninstall a GPU driver from SUSE Linux
If  you use the .run installat ion package to install a GPU driver in SUSE Linux, we recommend that you
perform the following operations to uninstall the GPU driver. In this example, CUDA 9.0.176 is used.

1. Run the following command to uninstall the GPU driver:

/usr/bin/nvidia-uninstall

2. Run the following commands to uninstall the CUDA and cuDNN libraries:

/usr/local/cuda/bin/uninstall_cuda_9.0.pl
rm -rf /usr/local/cuda-9.0

3. Run the following command to reboot the instance:

reboot

ContextContext
Upgrade NVIDIA drivers

1. Connect from a local client that runs a Windows operating system

2. 

7.2.7.2.
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3. 

4. 

5. 

6. 

2021-09-16_15-16-43

1. 

VNC Connect to a Linux instance by using a password

2. i. nvidia-uninstall
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ii.   

Not eNot e

iii. 
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If  the version of your NVIDIA driver is no longer suitable for your scenarios, or if  you install an NVIDIA
driver whose type or version is invalid for your GPU-accelerated instance, you can uninstall the exist ing
driver and install a new driver to upgrade the driver on the instance. This topic describes how to
uninstall the exist ing driver and install a new driver on your GPU-accelerated instance. The methods that
you can use to uninstall the exist ing driver and install the new driver vary based on the driver type and
the OS that the drivers run.

Uninstall the existing driverUninstall the existing driver
Use one of the following methods based on the type of your driver:

Uninstall a GPU driver

Install a new driverInstall a new driver
Use one of the following methods based on the type of your driver:

If  you need to install a GPU driver, use one of the following methods based on the OS that the driver
runs:

Install a Windows GPU driver on a GPU-accelerated compute-optimized instance

Install a GPU driver on a Linux GPU-accelerated compute-optimized instance

If you need to install a GRID driver, use one of the following methods based on the OS that the driver
runs:

Install a GRID driver on a Windows GPU-accelerated instance

Not ice Not ice The GRID driver that you can install on a vGPU-accelerated instance varies based
on the instance family to which the vGPU-accelerated instance belongs. If  you install a GRID
driver that does not match your instance family, you cannot use the instance. Therefore, if  you
need to install a new GRID driver on a vGPU-accelerated instance, install a GRID driver of the
version that matches the instance family to which the instance belongs.

8.Upgrade NVIDIA drivers8.Upgrade NVIDIA drivers
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