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Document conventions

Style

& Danger

Warning

p Notice

@ Note

Bold

Courier font

Italic

[1or [a]b]

{} or {a]b}

Description

A danger notice indicates a situation
that will cause major system changes,
faults, physicalinjuries, and other
adverse results.

A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other
adverse results.

A caution notice indicates warning
information, supplementary
instructions, and other content that
the user must understand.

A note indicates supplemental
instructions, best practices, tips, and
other content.

Closing angle brackets are used to
indicate a multi-level menu cascade.

Bold formatting is used for buttons ,
menus, page names, and other Ul
elements.

Courier font is used for commands

Italic formatting is used for
parameters and variables.

This format is used for an optional
value, where only one item can be
selected.

This format is used for a required
value, where only one item can be
selected.

Example

& Danger:

Resetting will result in the loss of
user configuration data.

Warning:
Restarting will cause business

interruption. About 10 minutes are
required to restart an instance.

) Notice:

If the weight is set to 0, the server
no longer receives new requests.

@ Note:

You can use Ctrl+ A to select all
files.

Click Settings> Network> Set network
type.

Click OK.
Run the cd /d C:/window command to

enter the Windows system folder.

bae log list --instanceid

Instance_ID

ipconfig [-all|-t]

switch {active|stand}
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1.Data synchronization procedure list

The data synchronization mode of Data Transmission Service (DTS) replicates ongoing changes
between two data stores. This mode is typically used for OLTP-to-OLAP replications and disaster
recovery-related replications. The following table lists the topics for configuring data
synchronization for different combinations of sources and targets.

Scenario

Synchronize data between
MySQL databases

Synchronize data froma
MySQL database to a different
type of database

Topic

Configure two-way data synchronization between ApsaraDB RDS
for MySQL instances

Configure one-way data synchronization between ApsaraDB RDS
for MySQL instances

Synchronize data from a user-created MySQL database hosted on
ECS to an ApsaraDB RDS for MySQL instance

Synchronize data from a user-created MySQL database connected
over Express Connect, VPN Gateway, or Smart Access Gateway to
an ApsaraDB RDS for MySQL instance

Synchronize data from an ApsaraDB RDS for MySQL instance to a
user-created MySQL database connected over Express Connect,
VPN Gateway, or Smart Access Gateway

Synchronize data between ApsaraDB RDS for MySQL instances
that belong to different Alibaba Cloud accounts

Synchronize data from an ApsaraDB RDS for MySQL instance to an
Apsara PolarDB for MySQL cluster

Synchronize data from an ApsaraDB RDS for MySQL instance to an
AnalyticDB for MySQL cluster

Synchronize data from an ApsaraDB RDS for MySQL instance to an
AnalyticDB for PostgreSQL instance

Synchronize data from a user-created MySQL database hosted on
ECS to an AnalyticDB for PostgreSQL instance

Synchronize data from a user-created MySQL database connected
over Express Connect, VPN Gateway, or Smart Access Gateway to
an AnalyticDB for PostgreSQL instance

Synchronize data from a user-created MySQL database hosted on
ECS to Elasticsearch

Synchronize data from an ApsaraDB RDS MySQL instance to a
MaxCompute project

Synchronize data from a user-created MySQL database to a
Message Queue for Apache Kafka instance
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Scenario

Synchronize data to or froman
Apsara PolarDB cluster

Synchronize data to or froma
DRDS instance

Topic

Synchronize data from an ApsaraDB RDS for MySQL instance to a
user-created Kafka cluster

Synchronize data from a user-created MySQL database hosted on
ECS to a user-created Kafka cluster

Synchronize data from a user-created MySQL database connected
over Express Connect, VPN Gateway, or Smart Access Gateway to
a user-created Kafka cluster

Configure two-way data synchronization between Apsara PolarDB
for MySQL clusters

Configure one-way data synchronization between Apsara PolarDB
for MySQL clusters

Synchronize data between PolarDB clusters compatible with
Oracle

Synchronize data from a PolarDB cluster compatible with Oracle to
a user-created Kafka cluster

Synchronize data from an Apsara PolarDB for MySQL cluster to an
ApsaraDB RDS for MySQL instance

Synchronize data from an Apsara PolarDB for MySQL cluster to an
Elasticsearch instance

Synchronize data from an Apsara PolarDB for MySQL cluster to a
user-created Kafka cluster

Synchronize data from an Apsara PolarDB for MySQL cluster to an
AnalyticDB for MySQL cluster

Synchronize data from an Apsara PolarDB for MySQL cluster to an
AnalyticDB for PostgreSQL instance

Synchronize data from a user-created MySQL database hosted on
ECS to an Apsara PolarDB for MySQL cluster

Synchronize data from a user-created MySQL database connected
over Express Connect, VPN Gateway, or Smart Access Gateway to
an Apsara PolarDB for MySQL cluster

Synchronize data between DRDS instances

Synchronize data from a DRDS instance to an AnalyticDB for
MySQL cluster

Synchronize data from a DRDS instance to an AnalyticDB for
PostgreSQL instance
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Scenario Topic

Configure one-way data synchronization between ApsaraDB for
Redis instances

Configure two-way data synchronization between ApsaraDB for
Redis Enhanced Edition instances

Synchronize data from a user-created Redis database hosted on
ECS to an ApsaraDB for Redis instance

Synchronize data from a user-created Redis database connected
over Express Connect, VPN Gateway, or Smart Access Gateway to
a user-created Redis database hosted on ECS

Synchronize data between
Redis databases

Synchronize data from a user-created Redis cluster to an
ApsaraDB for Redis cluster instance

Synchronize data from a Codis cluster hosted on ECS to an
ApsaraDB for Redis instance

Synchronize data from a Twemproxy Redis cluster hosted on ECS
to an ApsaraDB for Redis instance

Synchronize data from an ApsaraDB RDS for PostgreSQL instance

. to an AnalyticDB for PostgreSQL instance
Synchronize data between Y aresQ

PostgreSQL databases i
Synchronize data from a user-created PostgreSQL database to an

AnalyticDB for PostgreSQL instance
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2.Replication topologies

The data synchronization mode of Data Transmission Service (DTS) supports multiple types of
synchronization topologies. You can design and deploy your data synchronization instances
based on your use cases.

One-way replication

To ensure data consistency between systems that are synchronized by using a one-way
replication, we recommend that you perform only read operations on the target database.

Topolo .
pology Topology Description

type

One-way, == ==

one-to-one None

replication

Instance A Instance B
You must purchase multiple
data synchronization
instances to implement one-
way, or one-to-many
Instance A replications.
One-way, "fo: synchrenzation :}’% For example, if you want to
one-to-ma ny 05\‘1@(\& instance 2 "«y%oa,és ’
P S % 7% i

replication & N replicate data from Inst.?nce A
to Instances B, C,and D in
parallel, you must purchase
three data synchronization

Instance B Instance C Instance D inSta nces.

You must purchase multiple
data synchronization
instances to implement one-
way cascading.
For example, if you want to

One-way Tt s replicate data from Instance A

cascading to Instance B and then from

Instance B to Instance C, you
must purchase two data
synchronization instances.

Instance A Instance B Instance C
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Topology Topology Description
type
You must purchase multiple
data synchronization
instances to implement one-
way or, many-to-one
replications.
For example, if you want to
e | e | e | replicate data fromInstance
One-way B, C, and D to Instance A, you
many-to-one :%%ﬁ " afﬁ must purchase three data
synchronizati °’%¢::¢%+ '“s“’"/'ﬂ A@“ synchronization instances.
on R ~

@ Note To ensure data
consistency, you must

Instance A | select different sets of
objects for these data
synchronization
instances.

Two-way replication

DTS only supports two-way replication between two MySQL databases. DTS does not support
two-way replication between multiple MySQL databases.

@ Note

e For more information about how to configure two-way replication, see Configure two-
way data synchronization between ApsaraDB RDS for MySQL instances.

e You can upgrade the synchronization topology of a data synchronization task from
one-way to two-way. For more information, see Upgrade synchronization topology
from one-way to two-way.

Topology type Topology Description
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Topology type Topology

—
two-way data
synchronization

=] e ]
Two-way,

one-to-one
replication

References

e Data synchronization mode

e Data synchronization procedure list

Description

To ensure data consistency,
make sure that records with the
same primary key value or
unique key value are updated
only on one of the databases.

12
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3.ETL features

3.1. Data type conversion

For a heterogeneous replication, Data Transmission Service converts columns to data types
supported by the target database engine. The following tables list the mappings of source and

target types for supported replication pairs.

MySQL-to-AnalyticDB

Source: a user-created MySQL database, ApsaraDB RDS for MySQL database, or Apsara PolarDB

for MysSQL

Target: an AnalyticDB for MySQL database

MySQL data type

BIGINT UNSIGNED

BINARY

BIT

BLOB

CHAR

DATE

DATETIME

DECIMAL

DOUBLE

DNUM

FLOAT

GEOMETRY

GEOMETRYCOLLECTION

INT UNSIGNED

INTEGER

JSON

LINESTRING

LONGBLOB

AnalyticDB for MySQL data type
DECIMAL(20,0)
VARBINARY
VARCHAR
VARBINARY
VARCHAR
DATE
DATETIME
DECIMAL
DOUBLE
VARCHAR
FLOAT
VARBINARY
VARBINARY
BIGINT

INT

JSON
VARBINARY

VARBINARY
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Data Transmission Service

MySQL data type
LONGTEXT
MEDIUMBLOB
MEDIUMINT
MEDIUMINT UNSIGNED
MEDIUMTEXT
MULTILINESTRING
MULTIPOINT
MULTIPOLYGON
NUMERIC

POINT

POLYGON

SET

SMALLINT UNSIGNED
TEXT

TIME

TIMESTAMP
TINYBLOB

TINYINT UNSIGNED
TINYTEXT
VARBINARY
VARCHAR

YEAR

MySQL-to-Elasticsearch

Source: a user-created MySQL database, ApsaraDB RDS for MySQL database, or Apsara PolarDB

for MySQL

Target: Elasticsearch

AnalyticDB for MySQL data type

VARCHAR

VARBINARY

INT

INT

VARCHAR

VARBINARY

VARBINARY

VARBINARY

DECIMAL

VARBINARY

VARBINARY

VARCHAR

INT

VARCHAR

TIME

TIMESTAMP

VARBINARY

SMALLINT

VARCHAR

VARBINARY

VARCHAR

INT

14
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MySQL data type

BIGINT

BINARY

BIT

BLOB

BOOL or BOOLEAN

CHAR

DATE

DATETIME

DECIMAL or DEC

DOUBLE

FLOAT

GEOMETRY

GEOMETRYCOLLECTION

INT

JSON

LINESTRING

LONGTEXT

MEDIUMINT

MEDIUMTEXT

Elasticsearch data
type

long

binary

long

binary
boolean

text

date

date

double

double

float

geo_shape

geo_shape

integer

object

geo_shape

text

integer

text

Description

None

None

For BIT(1) columns in MySQL, we recommend
that you use the BOOLEAN type in
Elasticsearch.

None

None

None

The target DATE format is yyyy-MM-dd, in UTC
time. For more information, see Date format
mappings.

The target DATE format is yyyy-MM-
dd'T'HH:mm:ss, in UTC time. A DATE field
accurate to the microsecond is notated in the
format of yyyy-MM-dd'T'HH: mm:ss.S. For more
information, see Date format mappings.

If the DECIMAL value contains a decimal point,
we recommend that you use the TEXT type in
Elasticsearch.

None

None

None

None

For UNSIGNED INT columns in MySQL, we
recommend that you use the LONG type in
Elasticsearch.

For a JSON object that carries only 1 bit of
information, we recommend that you use the
BOOLEAN type in Elasticsearch.

None

None

None

None
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Data Transmission Service

MySQL data type

MULTILINESTRING

MULTIPOINT

MULTIPOLYGON

POINT

POLYGON

REAL

SMALLINT

TIME

TIMESTAMP

TINYINT

TINYTEXT

VARCHAR

YEAR

Elasticsearch data
type

geo_shape
geo_shape
geo_shape
geo_point

geo_shape

double

short

date

date

short

text

text

date

Description

None

None

None

None

None

None

For UNSIGNED SMALLINT columns in MySQL, we
recommend that you use the INTEGER type in
Elasticsearch.

The DATE format is HH:mm:ss, in UTC time. A
DATE field accurateprecise to the microsecond
is notated in the format of HH:mm:ss.S. For
more information, see Date format mappings.
The DATE format is yyyy-MM-dd'T'HH:mm:ss, in
UTC time. A DATE field accurate to the
microsecond is in the format of yyyy-MM-
dd'T'HH:mm:ss.S. For more information, see
Date format mappings.

For UNSIGNED TINYINT columns in MySQL, we
recommend that you use the INTEGER type in
Elasticsearch.

None

None

The target DATE format is yyyy, in UTC time. For
more information, see Date format mappings.

@ Note To map a MySQL column to an Elasticsearch field using a data type different from
the default data type, you must skip the initial schema synchronization and create the fields
with the desired data types in Elasticsearch before you create a data synchronization task

3.2. Object name mapping

Data Transmission Service (DTS) allows you to configure name mappings between source and
target columns, tables, or databases that have different names. You can define one-to-one
mappings for individual objects for initial schema synchronization.

Procedure

16

> Document Version:20200820


https://www.elastic.co/guide/en/elasticsearch/reference/current/mapping-date-format.html
https://www.elastic.co/guide/en/elasticsearch/reference/current/mapping-date-format.html
https://www.elastic.co/guide/en/elasticsearch/reference/current/mapping-date-format.html

Data Transmission Service Data Synchronization : ETL features

@ Note Youcan perform this operation only in the Select Objects to Synchronize step of
creating a data synchronization task. If you change the name mapping after the data
synchronization task has already started, the synchronization task may fail.

1. Onthe Select Objects to Synchronize page, move the required objects to the Selected list,
move the pointer over a database or table, and then click Edit.

@ Note Different database types support different objects. If Edit appears when you
move the pointer over the target object, the operation is supported.

2.Select Objects to Synchronize

Synchronization Mode:One-Way Synchronization (DML+DDL)

lode In

'®) pre-check and Intercept ' Ignore

Selected (To edit an chject name or its filter, hover over the object and

Available
Edit.) Leam more.
If you search globally, please expand the Q
Q
Y5
distestdata * distestdatanew  (10Objects) Edit
dtstestdatanew =/| customer Edit
>
<
Select All
Selact All

*Name batch change: ® Mo O Yes

-

2. In the dialog box that appears, specify a name for the object in the target instance.

o Database name mapping
In the Edit Database Name dialog box, enter the database name that you want to use in

the target instance.

Edit Database Name

Information: After you edit the source database name, the name of the destination database is

also updated. |
| Source Database Name:dtstestdata

* DatabaseName: | dtstestdatanew|
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o Table name mapping

In the Edit Table dialog box, enter the table name that you want to use in the target
instance.

Edit Table

Information: After you edit the table or column name in the source database, the

corresponding table or column nam™— o ~lso updated.
| Spurce Table Name:customer |

* Table Name: | customernew

Filte -
e
Sele
Al Column Name Type
address varchar(32)
id int(11)
name varchar(32)

o Column name mapping

In the Edit Table dialog box, enter a new name for each column that you want to rename.
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Edit Table

Information: After you edit the table or column name in the source database, the
corresponding table or column name in the destination database is also updated.

Mame: | customer
P
W
Source Column Name:address
" addressnew varchar(32)
" id int(11)
" name varchar(32)

@ Note In this step, you can deselect columns that do not need to be replicated.

3. Click OK.

4. Complete the other configurations and continue to create a task.

3.3. Data filtering

You can use SQL-like queries to filter the source table and replicate only records that match
certain conditions. For example, you can use this feature to stream a table into several smaller
tables.

Prerequisites

A data synchronization task is configured. The current step is Select Objects to Synchronize. For
more information about how to create and configure a data synchronization task, see Create a
data synchronization task.

Limits

You can only perform filtering based on fields in the current table. You can not filter data by
using fields in other tables.

Procedure

1. Inthe Select Objects to Synchronize step, move the required objects to the Selected list,
move the pointer over a table, and then click Edit next to the object.
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2.5elect Objects to Synchronize

Synchronization Mode:One-Way Synchronization (DML+DDL)

Proccessing Mode In

Existed Target Table: '® Pre-check and Intercept ' Ignore
Available Selected (To edit an object name or its filter, hover over the object and click
Edit.) Leamn more.
If you search globally, please expand the Q
Q
5YS
destestdata * distestdatanew (10bjects)
dtstestdatanew =/ customer
>
Selact All
Select All
*Name batch change: ® Mo 0 Yes

.

2. In the Edit Table dialog box, enter a filter expression in the Filter text area.
Edit Table

Information: After you edit the table or column name in the source database, the
corresponding table or column name in the destination database is also updated.

* Table Name: | customer

orderid>100
4
Select
All Column Name Type
address varchar(32)
orderid int(11)
name varchar(32)
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@ Note

o The filter expression follows the syntax of the WHERE clause of most SQL
languages. Do not include WHERE in the filter expression. The following

operators are supported: =, !=, < ,and > .Forexample, orderid>100 .

o You can use apostrophes (') around object names for clearer delimitation. For
example, address in('sandiego’,'tokyo’) .

3. Click Verify to verify that the specified expression is valid.

@ Note

o If the expression is valid, you receive an Information message that indicates the
expression passed validation.

o If the expression is invalid, you receive an Error message that indicates there is an
error in your expression. In this case, correct the expression and try the
verification again.

4. Click OK.

5. Complete other configurations and continue to create a task.
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4.Synchronization task management

4.1. Check the synchronization
performance

DTS provides three performance metrics: bandwidth, synchronization speed (TPS), and
synchronization delay. You can monitor the progress of data synchronization tasks in the
console by using the performance metrics.

Procedure

1. Logonto the DTS console.
2. In the left-side navigation pane, click Data Synchronization.

3. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing) China (Qingdao)
China (Shanghai) Hong Kong  US (Virginia) US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt) ~ China (Hohhot) UK (London)
Overview

the region of the destination instance in the synchronization task.)
Data Migration Z Refresh

Change Tracking
Task Name v Search Sort: Defzult Sorting v | Status; Al v
Data Synchronization

Operation Log

4. Onthe Synchronization Tasks page, click the ID of the destination instance.
5. In the left-side navigation pane, click Synchronization Performance.

6. Select a time range to view the trend charts of synchronization performance.

@ Note You can view the statistics during the last 15 days.

View Task Settings Task: Writer-teskd -
DR B Select Range 2019-09-24 15:51 - 2019-09-25 16:14 &
Initial Schema Synch...
Bandwidth (Mbit/s}

Initial Full Data Sy...
Synchronization Perf...
Configure Monitoring...

0
=
16:01 16:02 16:03 16:04 16:05 16:06 16:07 16:08 16:09 16:10 16:11 16:12 16:13

Bandwidth (Mbit/s)

Performance metrics
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Performan
ce metric

Bandwidth

Synchroni
zation
speed
(TPS)

Synchroni
zation
delay

Description

The bandwidth between the data writing module and the data pulling module.
Unit: MB/s.

The number of transactions that DTS synchronizes to the destination database
per second.

The difference between the timestamp of the latest synchronized data in the
destination database and the current timestamp in the source database. The unit
is millisecond.

4.2. Add an object to a data
synchronization task

This topic describes how to add an object to a data synchronization task in the DTS console.

Prerequisites

e The data synchronization task is in the Synchronizing, Paused, or Synchronization Failed

state.

e The source and destination databases are not in the process of upgrade, configuration
change, network switchover, or cross-zone migration. This ensures that DTS can connect to
the source and destination databases. This also ensures that DTS can read database and
table information from the source database.

Precautions

The time when DTS synchronizes data of a new object depends on whether initial
synchronization is configured for the data synchronization task.

o If initial synchronization is not configured, DTS synchronizes data after incremental data is
generated on the source instance.

o [f initial synchronization is configured, DTS synchronizes schemas and historical data, and then
synchronizes incremental data.

Procedure

1. Logonto the DTS console.

2. In the left-side navigation pane, click Data Synchronization.

3. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.
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Data Transmission Se... Synchranization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Befjing) China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration Z Refresh

Change Tracking
Task Name v Search  Sort: | Default Sorting v | Status: | oAl v
Data Synchronization

S [ instance I/Task Name Status Synchronization Details Biling Method

4. Find the data synchronization task and choose More > Modify Objects to Synchronize in the
Actions column.

[0 Instance ID/Task Name Status Synchronization Details Billing Method Actions
0 =" srowneg DTS v e [
[Mudify Objects to Syn(hmnize]
U Total: 1 item(s). Per Page>0 Configure Monitoring and Alerting ‘
Reset Task
Stop Task
Delete Task

5. In the Available section, click the object that you want to add, and click the : iconto move

the object to the Selected section.

2.Select Objects to Synchronize

Synchronization Mode:One-Way Synchronization (DML+DDL)

'®) pre-check and Intercept ' Ignore

Available Selected (To edit an object name or its filter, hover over the object and dlic
Edit.) Learn more.
If you search globally, please expand the Q
Q
5Ys
[5] 7 dtstestdata * dtstestdatanew (1Objects)

] Tables =i customer

Select All
Select All

*Mame batch change: ® No ) Yes

6. Click Precheck.
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7.

4,

@ Note

o After you modify the objects to be synchronized, DTS performs a precheck on the
data synchronization task. The data synchronization task can be started only
after it passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

Start the data synchronization task.

3. Remove an object from a data

synchronization task

This topic describes how to remove an object from a data synchronization task in the DTS
console.

Prerequisites

e The data synchronization task is in the Synchronizing, Paused, or Synchronization Failed
state.

e The source and destination databases are not in the process of upgrade, configuration
change, network switchover, or cross-zone migration. This ensures that DTS can connect to
the source and destination databases. This also ensures that DTS can read database and
table information from the source database.

Precautions

After an object is removed from a data synchronization task, the task no longer synchronizes
incremental data of the object to the destination database.

Procedure
1. Logonto the DTS console.
2. In the left-side navigation pane, click Data Synchronization.
3. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.
Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing) China (Qingdao)
China (Shanghai) Hong Kong  US (virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)
Overview the region of the destination instance in the synchronization task.)
Data Migration < Refresh
Change Tracking
Task Name v Search Sort: | Default Sorting v | Status: | all v
Data Synchronization
Operation Log
4. Find the data synchronization task and choose More > Modify Objects to Synchronize in the

Actions column.
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Synchronization

[ Instance ID/Task Name Status Synchronization Details Billing Method Mode(All) ~ Actions
U o Synchronizing Delay: 0 Miliseconds Pay-As-You-Go One-Wav. . SPSPLJJ::ri-L?:iSk Sl'\;tgcr:t;z
. Speed: 0TPS(0.00MB/s) Synchronization
[Mudify Objects to Syn(hmnize]
U Total: 1 item(s). Per Page>0 Configure Monitoring and Alerting ‘
Reset Task
Stop Task
Delete Task

5. In the Selected section, click the object that you want to remove, and click the ¢ iconto

move the object to the Available section.

2.Select Objects to Synchronize

Synchronization Mode: One-Way Synchronization (DML+DDL)

Proccessing Mode In

Existed Target Table: '® pre-check and Intercept ' Ignore
Available Selected (To edit a
Edit.) Learn more.
If you search globally, please expand the Q
Q
sYs
517 dtstestdata * dtstestdatanew (20bjects)
5] 7 Tables = customer
>
Select All
Select All
*Name batch change: ® No ) Yes

6. Click Precheck.

@ Note

o After you modify the objects to be synchronized, DTS performs a precheck on the
data synchronization task. The data synchronization task can be started only
after it passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

7. Start the data synchronization task.
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4.4. Stop a data synchronization task

This topic describes how to stop a data synchronization task that you no longer need. After the
data synchronization task is stopped, incremental data will not be synchronized to the
destination database.
Prerequisites
The data synchronization task is in the Synchronizing, Paused, Synchronization Failed,
Performing Initial Synchronization, or Initial Synchronization Failed state.
Precautions
If a data synchronization task is stopped, the task enters the Completed state and no longer
synchronizes incremental data from the source database to the destination database.
Procedure

1. Logonto the DTS console.

2. In the left-side navigation pane, click Data Synchronization.

3. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing)  China (Qingdao)
China (Shanghai) Hong Kong  US (virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)
Overview

the region of the destination instance in the synchronization task.)

Data Migration = Refresh

Change Tracking
Task Name v Search Sort: | Default Sorting v | Status: | all v

Data Synchronization

Operation Log

4. Find the target data synchronization task, and choose More > Stop Task in the Actions
column.

Pause Task Switch to

Delay: 0 Milliseconds One-Way
2 . - Subscriptigy

Svnchronizing v-AS-Y o-
o _oemewwd f Synchronizing Speed: 0TPS(0.00MB/s) Pay-s-You-Go Synchronization

Switch to Two-Way Synchronization
e Medify Objects te Synchronize
Configure Monitoring and Alerting

Reset Task

o Stop Task

Delete Task

Modify password

References

Release an instance

4.5. Reset a data synchronization task

This topic describes how to reset a data synchronization task. You can reset a data
synchronization task to stop data synchronization or configure the task again.
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Prerequisites

The data synchronization task is not in the Not Configured state.

Impacts on billing

e Subscription: no impact.

e Pay-as-you-go: The status of the data synchronization task changes to Not Configured. You
are not billed for the task when it is in this state. The billing restarts only after you configure
and start the data synchronization task.

Procedure

1. Logonto the DTS console.
2. In the left-side navigation pane, click Data Synchronization.

3. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing) China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia) US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)
ST the region of the destination instance in the synchronization task.)

Data Migration Z Refresh

Change Tracking
Task Name A Search Sort: Default Sorting v | Status: All A

Data Synchronization

Operation Log W e ST T Mode(All) =

4. Find the target data synchronization task, and choose More > Reset Task in the Actions
column.

Warning Resetting a data synchronization task has the following impacts. Proceed
with caution.

o The data synchronization task stops. Incremental data and schema changes in
the source database are not synchronized to the destination database.

o The configurations of the data synchronization task are cleared. The status of the
task changes to Not Configured.

5. In the message that appears, click OK.

References

For more information about how to configure a data synchronization task, see overview of data

synchronization scenarios.
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5.Precheck troubleshooting
5.1. Troubleshoot precheck failures

Before DTS runs a data synchronization task, DTS performs a precheck on the source and
destination databases. This topic describes how to troubleshoot precheck failures based on the

causes.

Precheck item

Source database
connectivity

Destination database
connectivity

Source database
version

Cause of failure

The database account or
password is invalid.

The IP address that is used to
access the source or destination
database is disallowed to access
the database.

A firewall is configured on the
server where the source or
destination database resides.

The network between DTS servers
and the source or destination
database is unavailable.

DTS does not support the current
database version. For more
information, see Database types,
initial synchronization types, and
synchronization topologies.

Solution

Obtain the valid password, and
change the password of the source
or destination database in the DTS
console. The password is specified
when you configure the data
synchronization task. For more
information, see Change the
password of a database account.

® For a MySQL database, authorize
the database account again. The
CIDR blocks of DTS servers must
be added to the IP whitelist. For
more information about the CIDR
blocks of DTS servers in each
region, see Add the CIDR blocks of
DTS servers to the security
settings of on-premises
databases.

® For an SQL Server database,
disable the firewall or trigger
settings.

® For an Oracle database, set the

TCP.VALIDNODE_CHECKING

parameterto no and restart

the process.

Disable the firewall settings.

Contact Alibaba Cloud engineers for
technical support. For more
information, visit submit a ticket .

Upgrade or downgrade your
database version.
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Precheck item

Database existence

Source database
permissions

Destination database
permissions

Cause of failure Solution

If the destination database does
not exist in the destination
instance, DTS may fail to create a
database because of the following
reasons:

e The database name contains
special characters except
letters, digits, underscores (),
and hyphens (-).

Create a database in the
destination instance or grant the
required permissions to the
® The character set of the database account.

database is not UTF8, GBK,

Latin1, or UTFS8MB4.

® The account that is used to
access the destination
database does not have the
required permissions.

The account that is used to access
the source or destination
database does not have the
required permissions.

@ Note The permissions
that are required for a
database vary with the
database type. For more

information, see Overview of Grant the required permissions to
data synchronization the database account.
scenarios.

30
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Precheck item

Schema name conflict

Value of server_id in
the source database

Whether binary
logging is enabled for
the source database

Binary log format of
the source database

Integrity of FOREIGN
KEY constraint

Storage engine

Cause of failure

The source and destination
databases have the same name,
or the source and destination
tables have the same name.

The value of the server-id

parameter is not set to an integer
that is greater than or equal to 2.

The binary logging feature is
disabled for the source database.

The binary log format of the
source database is set to ROW.

The parent table on which a child
table depends is not included in
the required objects. This impairs
the integrity of the FOREIGN KEY
constraint.

The storage engine of the source
table is FEDERATED, MRG_MyISAM,
or TokuDB.

Solution

® Logonto the destination
database, and change the
database name or table names.

e Map the names of the conflicting
objects to other objects in the
destination database by using

the object name mapping feature.
For more information, see Specify

the name of an object in the
destination instance.

e Remove the conflicting objects.

For more information, see Remove

an object from a data
synchronization task.

Log on to the source database and
change the value of the server-id

parameter. For more information,
see Value of server_id in a source
database.

Log on to the source database and
enable the binary logging feature.
For more information, see Source
database binlogging.

Log on to the source database, run

the set global
binlog_format='ROW'; command,

and then restart the MySQL
process.

e Remove the foreign key

dependencies from the child table

that fails to pass the precheck.

e Add the parent table to the
required objects. For more
information, see Add an object to
a data synchronization task.

e Remove the child table fromthe
required objects. For more
information, see Remove an
object from a data
synchronization task.

Log on to the source database and
set the storage engine of the
source table to InnoDB.
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Precheck item

Character set

Complicated
topologies

Format of MySQL
database password

Cause of failure

DTS does not support the
character set of the required
objects, such as UCS2.

DTS does not support the
topology that you use for the

source and destination instances.

For more information, see
Synchronization topologies.

The format of the password that
is used to access the source
database is no longer valid.

Solution

Log on to the source database and
set the character set of source
tables to UTF8, GBK, Latin1, or UTF-
8MB4.

Stop the conflicting task or wait for
the task to complete, and then
perform data synchronization again.

Change the format of the database
password. For more information,
visit old_passwords.

32
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6.Synchronize data between MySQL
databases

6.1. Configure two-way data
synchronization between ApsaraDB RDS for
MySQL instances

Data Transmission Service (DTS) supports real-time two-way data synchronization between two
MySQL databases. This feature is applicable to scenarios such as active geo-redundancy (unit-
based) and geo-disaster recovery. This topic describes how to configure two-way data
synchronization between ApsaraDB RDS for MySQL instances.

Prerequisites

The source and destination ApsaraDB RDS for MySQL instances are created. For more
information, see

Precautions

DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source database,
the tables have no primary keys, or a deadlock occurs in the destination database. Before you
synchronize data, evaluate the performance of the source and destination databases. We
recommend that you synchronize data during off-peak hours. For example, you can synchronize
data when the CPU usage of the source and destination databases is less than 30%.

Supported synchronization topology

DTS supports two-way data synchronization only between two MySQL databases. DTS does not
support two-way data synchronization between multiple MySQL databases.

two-way data
synchronization '

My SQL MySQL

Supported data sources
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The following table describes the MySQL databases that are supported by two-way data
synchronization. This topic uses ApsaraDB RDS for MySQL instances as the data sources. You can
also follow the procedure to configure two-way data synchronization for other types of
databases.

Source database Destination database

e ApsaraDB RDS for MySQL instance e ApsaraDB RDS for MySQL instance

® User-created database hosted on ECS ® User-created database hosted on ECS

e User-created database connected over e User-created database connected over
Express Connect, VPN Gateway, or Smart Express Connect, VPN Gateway, or Smart
Access Gateway Access Gateway

e User-created database connected over a e User-created database connected over a
database gateway database gateway

e Self built database accessed through Cloud e Self built database accessed through Cloud
Enterprise Network(CEN) Enterprise Network(CEN)

Operations that can be synchronized

Operati
peratl 5oL statements
on type
DML INSERT, UPDATE, DELETE, and REPLACE
e ALTER TABLE and ALTER VIEW
® CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW
DDL e DROP INDEX and DROP TABLE

RENAME TABLE
TRUNCATE TABLE

Conflict detection

To ensure data consistency, make sure that data records with the same primary key, business
primary key, or unique key are updated only on one of the synchronization nodes. If data records
are updated on both nodes, DTS responds to conflicts based on the conflict resolution policy
that you have specified for the data synchronization task.

DTS checks and fixes conflicts to maximize the stability of two-way synchronization instances.
DTS can detect the following types of conflicts:

e Uniqueness conflicts caused by INSERT operations

INSERT operations that do not comply with the uniqueness constraint cannot be synchronized.
For example, if a record with the same primary key value is inserted into the two
synchronization nodes at almost the same time, one of the inserted records fails to be
synchronized. The synchronization fails because a record with the same primary key value
already exists in the other node.

e Inconsistent records caused by UPDATE operations

o If the records to be updated do not exist in the destination instance, DTS converts the
UPDATE operation into an INSERT operation. However, uniqueness conflicts may occur.
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o The primary keys or unique keys of the records to be inserted may conflict with those of
existing records in the destination instance.

o Non-existent records to be deleted

The records to be deleted do not exist in the destination instance. In this case, DTS ignores
the DELETE operation regardless of the conflict resolution policy that you have specified.

) Notice
e During two-way synchronization, the system time of the source and destination
instances may be different. Synchronization latency may occur. For these reasons, DTS
does not guarantee that the conflict detection mechanism can prevent all data
conflicts. To perform two-way synchronization, make sure that data records with the
same primary key, business primary key, or unique key are updated only on one of the
synchronization nodes.

e DTS provides conflict resolution policies to prevent conflicts that may occur during
data synchronization. You can select a conflict resolution policy when you configure a
two-way data synchronization task.

Limits
e [f you have selected one or more tables (not a database) for synchronization, do not use gh-

ost or pt-online-schema-change to modify the tables during data synchronization. Otherwise,
data synchronization may fail.

) Notice To avoid synchronization failure, you can use Data Management (DMS) to
perform online DDL schema changes during data synchronization. For more information,
see Change the table schema without locking.

e Incompatibility with triggers

If the object to be synchronized is a database and the database contains a trigger that
updates the synchronized table, the synchronized data may be inconsistent. For example, the
source database contains Table A and Table B. If a data record is inserted into Table A, a
trigger inserts a data record into Table B. In this case, after an INSERT operation is performed
on Table Ain the source instance, the data in Table B becomes inconsistent between the
source and destination instances.

To avoid this situation, before you synchronize data in Table B from the source instance,
delete the trigger that is synchronized to the destination instance. For more information, see
Configure synchronization when triggers exist.

e Limits on RENAME TABLE operations

RENAME TABLE operations may cause data inconsistency between the source and destination
databases. For example, if a table to be synchronized is renamed during data synchronization,
the data of this table is not synchronized to the destination database. To avoid this situation,
you can select the database to which this table belongs as the object when you configure the
data synchronization task.

e Limits on DDL synchronization direction
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To ensure the stability of a two-way synchronization channel, you can synchronize DDL
updates of a single table only in one direction. If DDL synchronization in a direction is
configured, DDL synchronization in the opposite direction is not supported. Only DML
operations can be synchronized in the opposite direction.

Procedure

1. Purchase an instance for two-way data synchronization. For more information, see Purchase
a data synchronization instance.

) Notice Onthe buy page, set both Source Instance and Target Instance to MySQL
and set Synchronization Topology to Two-Way Synchronization.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) ~China (Hangzhou) ~China (Shenzhen) ~China (Beijing) ~China (Qingdac)

China (Shanghai) Hong Kong  US (Virginia) ~ US (Silicon Valley) ~UAE (Dubai) Malaysia (Kuala Lumpur) ~ Germany (Frankfurt) ~ China (Hohhot) UK (London)

Overview the region of the destination instance in the synchranization task.)

Data Migration Z Refresh
Change Tracking
Task Name v Search  Sort: | Default Sorting v | Status: | Al v

Data Synchronization

Operation Log )

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column of the first data synchronization task.

) Notice A two-way data synchronization instance contains two data
synchronization tasks. You must configure a channel for each task.

Switch to Subscription
O Two-Way Upgrade
Synchronization View Synchronization Task ¥
More

Pay-As-You-Go

|
o
T
w
W
)
T
W
B
=
T
&
T

O Not Configured

Configure Synchronization Channel

[l Not Configured

Configure Synchronization Channel

6. Configure the source and destination instances.
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1.Configure Source and Destination

Synchronization Task Name: | RDS

| Source Instance Details

Instance Type RDS Instance v
Instance Region: Singapore

* Instance ID: | 4 - RDS Instances of Other Apsara Stack Accounts

* Database Account: ‘ dtstest ‘

* Database Password: | sesssses &

Destination Instance Details

Instance Type: | RDS Instance M
Instance Region: Singapore

* Instance ID: | 4 -

* Database Account: ‘ dtstest ‘

* Database Password

srrenses &

Cancel Set Whitelist and Next

Section Parameter Description

DTS automatically generates a task name. We
Synchronization recommend that you specify an informative name
Task Name for easy identification. You do not need to use a
unique task name.

N/A

Instance Type Select RDS Instance.

The region of the source instance. The region is the
same as the source region that you selected when
you purchased the data synchronization instance.
You cannot change the value of this parameter.

Instance Region

Instance ID Select the ID of the source RDS instance.

Enter the database account of the source RDS
instance.

(]) Notice If the database engine of the

source RDS instance is MySQL 5.5 or MySQL 5.6,

you do not need to configure the database
Database Account account or database password.

Source Instance
Details
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Section Parameter Description

Enter the password for the source database
account.

Database Password

Select Non-encrypted or SSL-encrypted. If you want
to select SSL-encrypted, you must enable SSL
encryption for the RDS instance before you
configure the data synchronization task. For more
information, see Configure SSL encryption for an
RDS for MySQL instance.

Encryption
(]) Notice The Encryption parameter is
available only for regions in mainland China
and the Hong Kong (China) region.
Instance Type Select RDS Instance.

The region of the destination instance. The region
is the same as the destination region that you

Instance Region selected when you purchased the data
synchronization instance. You cannot change the
value of this parameter.

Instance ID Select the ID of the destination RDS instance.

Enter the database account of the destination RDS
instance.

) Notice If the database engine of the
destination RDS instance is MySQL 5.5 or
MySQL 5.6, you do not need to configure the
database account or database password.

Database Account

Destination
Instance Details

Enter the password for the destination database
account.

Database Password

Select Non-encrypted or SSL-encrypted. If you want
to select SSL-encrypted, you must enable SSL
encryption for the RDS instance before you
configure the data synchronization task. For more
information, see Configure SSL encryption for an

Encryption RDS for MySQL instance.

) Notice The Encryption parameter is
available only for regions in mainland China
and the Hong Kong (China) region.

7. In the lower-right corner of the page, click Set Whitelist and Next.

8. Configure synchronization policy and objects.
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2.Select Objects to Synchronize

Synchronization Mode: Two-Way Synchronization (DML+DDL)
Exclude DDL Statements:iQ yes @ No

DML Statements for Synchronization: [#] Insert Delete Update
Conflict Resolution Policy: | Owerwrite (When a conflict occurs, the conflicting record inth: v

Proccessing Mode In

Existed Target Table: 2 Pre-check and Intercept @ Ignore
Available [ter, hover ovel
If you search globally, please expand Q
Q
sys
dtstestdata dtstestdata (20bjects)
Tables =| customer
= order
>
<
Select All
Select All
*Name batch ® No © Yes
change:
Cancel Previous
Section Parameter Description

°o To exclude DDL operations, select Yes.
o To include DDL operations, select No.

Exclude DDL

Statements (]) Notice After you select No, the table does not
support synchronizing DDL operations in the opposite
direction.

DML

Select the type of DML operations to be synchronized. By

Statements .

for default, the INSERT, UPDATE, and DELETE operations are
L. selected. You can select the DML operation types based on

Synchronizati . .

on your business requirements.
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Section Parameter Description

Select the resolution policy in case of a synchronization
conflict. By default, TaskFailed is selected. You can select a
conflict resolution policy based on your business
requirements.

o TaskFailed

The default conflict resolution policy. If a conflict occurs
during data synchronization, the synchronization task
reports an error and exits the process. The task enters a

Conflict failed state and you must manually resolve the conflict.
Resolution o Ignore
Policy

If a conflict occurs during data synchronization, the
synchronization task ignores the current statement and
continues the process. The conflicting records in the
destination database are used.

o Overwrite

If a conflict occurs during data synchronization, the
conflicting records in the destination database are
overwritten.

Synchronizati
on policy
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Section Parameter

Processing

Mode In
Existed

Target Table

Description

o Pre-check and Intercept: checks whether the destination

database contains tables that have the same names as
tables in the source database. If the source and
destination databases do not contain identical table
names, the precheck is passed. Otherwise, an error is
returned during precheck and the data synchronization
task cannot be started.

(]) Notice You can change the names of the tables
to be synchronized by using the object name mapping
feature. You can use this feature if the source and
destination databases contain identical table names
and tables in the destination database cannot be
deleted or renamed. For more information, see Specify
the name of an object in the destination instance.

o Ignore: skips the precheck for identical table names in the

source and destination databases.

n Warning If you select Ignore, data consistency is
not guaranteed and your business may be exposed to
potential risks.

® DTS does not synchronize data records that
have the same primary keys as data records in
the destination database during initial data
synchronization. This occurs if the source and
destination databases have the same schema.
However, DTS synchronizes these data records
during incremental data synchronization.

® |f the source and destination databases have
different schemas, initial data synchronization
may fail. In this case, only some columns are
synchronized or the data synchronization task
fails.
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Section Parameter Description

Select objects (tables or a database) fromthe Available

section and click the 3 iconto move the objects to the

Selected section.

) Notice

o If you select a database as the object to be
synchronized, all schema changes in the database
are synchronized to the destination database. If
you select a table as the object to be

N/A synchronized, only schema changes in this table
are synchronized to the destination database.

Objects to be
synchronized

o After an object is synchronized to the destination
database, the name of the object remains
unchanged. You can change the names of the
objects that are synchronized to the destination
database by using the object name mapping
feature. For more information about how to use
this feature, see Specify the name of an object in
the destination instance.

9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization.

3.Advanced Settings

Initial Synchronization Initial Schema Synchronization Initial Full Data Synchronization

Cancel Previous Save

During initial synchronization, DTS synchronizes the schemas and data of the required
objects from the source instance to the destination instance. The schemas and data are the
basis for subsequent incremental synchronization. Initial synchronization includes initial
schema synchronization and initial full data synchronization. You must select both Initial
Schema Synchronization and Initial Full Data Synchronization in most cases.

£} Notice If tables to be synchronized in one direction are also included in the objects
to be synchronized in the opposite direction, DTS does not synchronize these tables

during initial synchronization.

11. In the lower-right corner of the page, click Precheck.
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) Notice

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the

icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck

again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is

passed. Then, the data synchronization task starts.

13. Wait until the initial synchronization is complete and the data synchronization task is in the

Synchronizing state.

You can view the status of the data synchronization task on the Synchronization Tasks

page.

14. Find the second data synchronization task and click Configure Synchronization Channel in
the Actions column. Configure data synchronization by following step 5 to step 12.

Pay-As-You-Go

Delay: 0 Milliseconds m

singapore-singapore-medium Synchronizing Speed: 0TPS(0.00MB/s) m
L) 0.00MB/s) I

m-

singapore-singapore-medium m
s

Switch to Subscription

Two-Way Upgrade
Synchronization View Synchronization
Task ~ More

Pause Task
More

Configure Synchronization Channel |

15. After the second data synchronization task is configured, wait until both tasks are in the
Synchronizing state. The two-way data synchronization task is configured.

Pay-As-You-Go

singapore-singapore-medium Synchronizing Delay: 0 Miliscconds ™
gapore-singap ' : Speed: 0TPS(0.00MB/s) rm-

~ Synchronizing Delay: 0 Milliseconds m-
singapore-singapore-medium ¥ Speed: OTPS(0.00MB/s) o

6.2. Configure one-way data

Switch to Subscription

Two-Way Upgrade
Synchronization View Synchronization
Task~ More

Pause Task
More

Pause Task
More

synchronization between ApsaraDB RDS for

MySQL instances

Data Transmission Service (DTS) supports data synchronization between two MySQL databases.
This topic describes how to configure one-way data synchronization between two ApsaraDB

RDS for MySQL instances.
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Prerequisites

e The source and destination ApsaraDB RDS for MySQL instances for data synchronization are
created. For more information, see Create an RDS instance.

e The databases in the source and destination RDS instances are MySQL databases.

Notes

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e If you have selected one or more tables (not a database) for synchronization, do not use gh-
ost or pt-online-schema-change to modify the tables during data synchronization. Otherwise,
data synchronization may fail.

) Notice To avoid synchronization failure, you can use Data Management (DMS) to
perform online DDL schema changes during data synchronization. For more information,
see Change the table schema without locking.

e You cannot synchronize data between ApsaraDB RDS for MySQL instances that reside in Zone
A of the China (Hong Kong) region.

The source and destination ApsaraDB RDS for MySQL instances must have internal endpoints.

If the source database does not have primary keys or UNIQUE constraints, and fields are not
required to be unique, duplicate data may exist in the destination database.

e During initial full data synchronization, concurrent INSERT operations cause fragmentation in
the tables of the destination instance. After initial full data synchronization, the tablespace
of the destination instance is larger than that of the source instance.

Supported synchronization topologies

e One-way one-to-one synchronization
e One-way one-to-many synchronization
e One-way cascade synchronization

e One-way many-to-one synchronization

e Two-way one-to-one synchronization

For more information about synchronization topologies, see Synchronization topologies.

SQL operations that can be synchronized
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Operati
P SQL statements
on type
DML INSERT, UPDATE, DELETE, and REPLACE

® ALTERTABLE and ALTER VIEW

® CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW
DDL ® DROP INDEX and DROP TABLE

® RENAME TABLE

® TRUNCATE TABLE

Limits
e Incompatibility of triggers

If the object you want to synchronize is a database and the database contains a trigger that
updates the synchronized table, the synchronized data may be inconsistent. For example, the
source database contains Table A and Table B. If a data record is inserted into Table A, a
trigger inserts a data record into Table B. In this case, after an INSERT operation is performed
on Table Ain the source instance, the data in Table B becomes inconsistent between the
source and destination instances.

To avoid this situation, you must delete the trigger that is synchronized to the destination
instance and select Table B as the object to be synchronized. For more information, see
Configure synchronization when triggers exist.

e Limits on RENAME TABLE operations

RENAME TABLE operations may cause data inconsistency between the source and destination
databases. For example, if only Table A needs to be synchronized and it is renamed Table B,
Table B cannot be synchronized to the destination database. To avoid this situation, you can
select the database to which Table A and Table B belong as the object when configuring the
data synchronization task.

Procedure

1. Purchase an instance for one-way data synchronization. For more information, see Purchase
a data synchronization instance.

@ Note Select MySQL for both the source instance and the destination instance and
select One-Way Synchronization as the synchronization topology.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.
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Data Transmission Se... Synchranization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing)  China (Qingdao)

China (Shanghai) Hong Kong  US (virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration < Refresh

Change Tracking
Task Name v Search  Sort: | Default Sorting v | Status: | al v
Data Synchronization

e [0  1nstance ID/Task Name Status Synchronization Details Billing Method

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.

1.Configure Source and Destination

Synchronization Task Name! ‘ RDS MySQL

| Source Instance Details

Instance Type: | RDS Instance v
Instance Region: China (Hangzhou)

* Instance ID: | rmby - RDS Instances of Other Apsara Stack Accounts

* Datal

ccount: ‘ dtstest ‘

* Database Password

FrTTrrrr— @ ‘

* Encryption: ® Non-encrypted SSL-encrypted

Destination Instance Details

Instance Type: | RDS Instance v
Instance Region: China (Hangzhou)

* Instance ID: | r-p -

* Databas

Account: ‘ dtstest ‘

* Database Password ‘ (- a9 ‘

* Encryption: ® Non-encrypted SSL-encrypted

Cancel Set Whitelist and Next

Section Parameter Description

DTS automatically generates a task name. We recommend that
you use an informative name for easy identification. You do
not need to use a unique task name.

Synchronizati

N/A
/ on Task Name

Instance Type  Select RDS Instance.

The region of the source instance. The region is the same as

Instance the region that you selected when you purchased the data

Region synchronization instance. You cannot change the value of this
parameter.

Instance ID Select the ID of the source RDS instance.
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Section Parameter

Source

Instance Database

Details Account
Database
Password
Encryption

Instance Type

Instance
Region

Instance ID

Database
Account

Database
Password

Destination
Instance
Details

Description

Enter the database account for the source RDS instance.

@ Note If the database engine of the source RDS
instance is MySQL 5.5 or MySQL 5.6, you do not need to
configure the database account or database password.

Enter the password for the database account.

Select Non-encrypted or SSL-encrypted. If you want to select
SSL-encrypted, you must enable SSL encryption for the RDS
instance before configuring the data synchronization task. For
more information, see Configure SSL encryption for an RDS for
MySQL instance.

@ Note The Encryption parameter is available only in
mainland China and Hong Kong(China).

Select RDS Instance.

The region of the destination instance. The region is the same
as the region that you selected when you purchased the data
synchronization instance. You cannot change the value of this
parameter.

Select the ID of the destination RDS instance.

Enter the database account for the destination RDS instance.

@ Note If the database engine of the destination RDS
instance is MySQL 5.5 or MySQL 5.6, you do not need to
configure the database account or database password.

Enter the password for the database account.
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Section Parameter Description

Select Non-encrypted or SSL-encrypted. If you want to select
SSL-encrypted, you must enable SSL encryption for the RDS
instance before configuring the data synchronization task. For

more information, see Configure SSL encryption for an RDS for
Encryption MySQL instance.

@ Note The Encryption parameter is available only in
mainland China and Hong Kong(China).

7. In the lower-right corner of the page, click Set Whitelist and Next.
8. Configure the synchronization policy and objects.

2.Select Objeds to Synchronize

Synchronization Mode:One-Way Synchronization (DML+DDL)

® pre-check and Intercept ) Ignore

Available

Selected (To edit an object name

Edit.) Leamn more.
If you search globally, please expand the Q

=] dtstestdata

[=] [ Tables
dtstestdatanew
5ys

* dtstestdata (20bjects)

customer

order

Select All

Select All
*Name batch change: ® No

Cancel Previous

Parameter Description
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Parameter Description

o Pre-check and Intercept: checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that have
the same names as tables in the source database, the precheck is
passed. Otherwise, an error is returned during precheck and the data
synchronization task cannot be started.

@ Note If tables in the destination database have the same
names as tables in the source database, and cannot be deleted or
renamed, you can use the object name mapping feature. For more
information, see Specify the name of an object in the destination
instance.

o Ignore: skips the precheck for identical table names in the source and

Processing Mode destination databases.

In Existed Target

Table .
n Warning If you select Ignore, data consistency is not

guaranteed and your business may be exposed to potential risks.

= |f the source and destination databases have the same
schema, and the primary key of a record in the destination
database is the same as that in the source database, the
record remains unchanged during initial data
synchronization. However, the record is overwritten during
incremental data synchronization.

m |f the source and destination databases have different
schemas, initial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.

Select objects fromthe Available section and click the 3 iconto move the

objects to the Selected section.

You can select tables and databases as the objects to be synchronized.

@ Note

o If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the
destination database.

Objects to be
synchronized

o After an object is synchronized to the destination database, the
name of the object remains unchanged. You can change the
name of an object in the destination instance by using the
object name mapping feature provided by DTS. For more
information about how to use this feature, see Specify the
name of an object in the destination instance.
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9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization.

3.Advanced Settings

Initial Synchronization Initial Schema Synchronization Initial Full Data Synchronization

Cancel Previous Save

@ Note

o During initial synchronization, DTS synchronizes the schemas and data of the
required objects from the source instance to the destination instance. The
schemas and data are the basis for subsequent incremental synchronization.

o Initial synchronization includes initial schema synchronization and initial full data
synchronization. You must select both Initial Schema Synchronization and Initial
Full Data Synchronization in most cases.

11. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

You can view the status of the data synchronization task on the Data Synchronization page.

Pause Task | Switch to
Subscription Uparade
More

O i ] . Delay: 0 Milliseconds N ] One-Way
Synchronizing Speed: 0TPS{0.00MB/s) Pay-As-You-Go Synchronization

O Total: 1 item(s). Per Page: 20 item(s) - »

6.3. Synchronize data from a user-created
MySQL database hosted on ECS to an
ApsaraDB RDS for MySQL instance
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This topic describes how to synchronize data from a user-created MySQL database to an
ApsaraDB RDS for MySQL instance by using Data Transmission Service (DTS).

Prerequisites

e The version of the user-created MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

e The destination RDS instance is created. For more information, see Create an RDS instance.

Limits

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you

can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e [f you have selected one or more tables (not a database) for synchronization, do not use gh-
ost or pt-online-schema-change to modify the tables during data synchronization. Otherwise,
data synchronization may fail.

) Notice To avoid synchronization failure, you can use Data Management (DMS) to
perform online DDL schema changes during data synchronization. For more information,
see Change the table schema without locking.

e You cannot synchronize data to an ApsaraDB RDS for MySQL instance that resides in Zone A of
the China (Hong Kong) region.

The destination ApsaraDB RDS for MySQL instance must have an internal endpoint.

If the source database does not have primary keys or UNIQUE constraints, and fields are not
required to be unique, duplicate data may exist in the destination database.

During initial full data synchronization, concurrent INSERT operations cause fragmentation in
the tables of the destination instance. After initial full data synchronization, the tablespace
of the destination instance is larger than that of the source instance.

Supported synchronization topologies

e One-way one-to-one synchronization
e One-way one-to-many synchronization
e One-way many-to-one synchronization
e One-way cascade synchronization

e Two-way one-to-one synchronization

@ Note For more information about two-way synchronization, see Configure two-way
data synchronization between ApsaraDB RDS for MySQL instances.

SQL operations that can be synchronized
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Operati
P SQL statements
on type
DML INSERT, UPDATE, DELETE, and REPLACE

® ALTERTABLE and ALTER VIEW

® CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW
DDL ® DROP INDEX and DROP TABLE

® RENAME TABLE

® TRUNCATE TABLE

Limits
e Incompatibility of triggers

If the object you want to synchronize is a database and the database contains a trigger that
updates the synchronized table, the synchronized data may be inconsistent. For example, the
source database contains Table A and Table B. If a data record is inserted into Table A, a
trigger inserts a data record into Table B. In this case, after an INSERT operation is performed
on Table Ain the source instance, the data in Table B becomes inconsistent between the
source and destination instances.

To avoid this situation, you must delete the trigger that is synchronized to the destination
instance and select Table B as the object to be synchronized. For more information, see
Configure synchronization when triggers exist.

e Limits on RENAME TABLE operations

RENAME TABLE operations may cause data inconsistency between the source and destination
databases. For example, if only Table A needs to be synchronized and it is renamed Table B,
Table B cannot be synchronized to the destination database. To avoid this situation, you can
select the database to which Table A and Table B belong as the object when configuring the
data synchronization task.

Preparations

Before configuring the data synchronization task, you must create a database account and
configure binary logging. For more information, see Create an account for a user-created MySQL
database and configure binary logging.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Select MySQL for both the source instance and the destination instance.
Select One-Way Synchronization as the synchronization topology.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.
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Data Transmission Se... Synchranization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Befjing) China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)
BECEr the region of the destination instance in the synchronization task.)
Data Migration Z Refresh

Change Tracking
Task Name v Search  Sort: | Default Sorting v | Status: | al v

Data Synchronization

e [0  1nstance ID/Task Name Status Synchronization Details Billing Method

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.
Synchronization Task Name: | singapore-singapore-medium
| Source Instance Details

Instance Type: | User-Created Database in ECS Instance v

Instance Region: Singapore

* ECS Instance ID: -
Database Type: MySQL
* Port Number. | 3306 |

* Database Account: | dtstest |

Database Password! | ......... L2 |

Destination Instance Details

Instance Type: | RDS Instance v
Instance Region: Singapore

* Instance ID: | rmy4 -

* Database Account: | dtstest |

* Database Password!

R — 2 |

Cancel Set Whitelist and Next

Section Parameter Description
Synchroniz DTS automatically generates a task name. We recommend that
N/A ation Task you use an informative name for easy identification. You do not
Name need to use a unique task name.
Instance .
Select User-Created Database in ECS Instance.
Type
The region of the source instance. The region is the same as the
Instance region that you selected when you purchased the data
Region synchronization instance. You cannot change the value of this
parameter.
ECS Select the ID of the ECS instance that is connected to the user-

Instance ID created MySQL database.
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§ection Parameter
ource
Instance

Details Database

Type

Port
Number

Database
Account

Database
Password

Instance
Type

Instance
Region

Instance ID

Database

Destinatio Account

n Instance
Details

Database
Password

Encryption

Description

The value of this parameter is set to MySQL and cannot be
changed.

Enter the service port number of the user-created MySQL
database. The default port number is 3306.

Enter the account for the user-created MySQL database. The
account must have the REPLICATION SLAVE permission, the
REPLICATION CLIENT permission, the SHOW VIEW permission, and
the permission to perform SELECT operations on the required
objects.

Enter the password for the account of the user-created MySQL
database.

Select RDS Instance.

The region of the destination instance. The region is the same as
the region that you selected when you purchased the data
synchronization instance. You cannot change the value of this
parameter.

Select the ID of the destination RDS instance.

Enter the database account for the destination RDS instance.

@ Note If the database engine of the destination RDS
instance is MySQL 5.5 or MySQL 5.6, you do not need to
configure the database account or database password.

Enter the password for the database account.

Select Non-encrypted or SSL-encrypted. If you want to select SSL-
encrypted, you must enable SSL encryption for the RDS instance
before configuring the data synchronization task. For more
information, see Configure SSL encryption for an RDS for MySQL
instance.

@ Note The Encryption parameter is available only in
mainland China and Hong Kong(China).

7. In the lower-right corner of the page, click Set Whitelist and Next.

8. Configure the synchronization policy and objects.
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2.Select Objeds to Synchronize

Synchronization Mode:One-Way Synchronization (DML+DDL)

Proccessing Mode In

Existed Target Table: ® pre-chack and Intercept © Ignore
Available s filter
If you search globally, please expand the Q

=] distestdata
® dtstestdata (20bjects)

[©] 35 Tables
= customer
dtstestdatanew
= order
5ys
>
<
Select All
Select All
*Name hatch change: ® Mo () Yes
Cancel Previous
Parameter Description
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Parameter Description

o Pre-check and Intercept: checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that have
the same names as tables in the source database, the precheck is
passed. Otherwise, an error is returned during precheck and the data
synchronization task cannot be started.

@ Note If tables in the destination database have the same
names as tables in the source database, and cannot be deleted or
renamed, you can use the object name mapping feature. For more
information, see Specify the name of an object in the destination
instance.

o Ignore: skips the precheck for identical table names in the source and
Processing Mode destination databases.

In Existed Target

Table n Warning If you select Ignore, data consistency is not
guaranteed and your business may be exposed to potential risks.

= |f the source and destination databases have the same
schema, and the primary key of a record in the destination
database is the same as that in the source database, the
record remains unchanged during initial data
synchronization. However, the record is overwritten during
incremental data synchronization.

m |f the source and destination databases have different
schemas, initial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.

Select objects fromthe Available section and click the 3 iconto move the

objects to the Selected section.

You can select tables and databases as the objects to be synchronized.

@ Note

o If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the
destination database.

Objects to be
synchronized

o After an object is synchronized to the destination database, the
name of the object remains unchanged. You can change the
name of an object in the destination instance by using the
object name mapping feature provided by DTS. For more
information about how to use this feature, see Specify the
name of an object in the destination instance.
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9. In the lower-right corner of the page, click Next.
10. Configure initial synchronization.

| Initial Schema Synchronization | Initial Full Data Synchronization

Cancel Previous Save

o During initial synchronization, DTS synchronizes the schemas and data of the required
objects from the source instance to the destination instance. The schemas and data are
the basis for subsequent incremental synchronization.

o Initial synchronization includes initial schema synchronization and initial full data
synchronization. You must select both Initial Schema Synchronization and Initial Full Data
Synchronization in most cases.

11. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the synchronization task is in the
Synchronizing state.

You can view the status of the data synchronization task on the Data Synchronization page.

Pause Task ~ Switch to
Subscription Uparade
More

o Cunhranizi Delay: 0 Milliseconds e One-Way
Synchranizing Speed: 0TPS(0.00MB/s) Pay-As-You-Go synchronization

Total: 1 item(s). Per Page: 20 item(s)

6.4. Synchronize data from a user-created
MySQL database connected over Express
Connect, VPN Gateway, or Smart Access
Gateway to an ApsaraDB RDS for MySQL
instance
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This topic describes how to synchronize data from a user-created MySQL database connected
over Express Connect, VPN Gateway, or Smart Access Gateway to an ApsaraDB RDS for MySQL
instance by using Data Transmission Service (DTS).

Prerequisites

e The destination RDS instance is created. For more information, see Create an RDS instance.
e The version of the user-created MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

e The user-created MySQL database is connected to Alibaba Cloud VPC over Express Connect,
VPN Gateway, or Smart Access Gateway. For more information, see Connect to local IDCs.

@ Note DTS is allowed to access the VPC to which the user-created MySQL database
belongs. For more information, see Configure a route between DTS and Express Connect,
VPN Gateway, or Smart Access Gateway.

Notes

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e [f you have selected one or more tables (not a database) for synchronization, do not use gh-
ost or pt-online-schema-change to modify the tables during data synchronization. Otherwise,
data synchronization may fail.

) Notice To avoid synchronization failure, you can use Data Management (DMS) to
perform online DDL schema changes during data synchronization. For more information,
see Change the table schema without locking.

e You cannot synchronize data to an ApsaraDB RDS for MySQL instance that resides in Zone A of
the China (Hong Kong) region.

The destination ApsaraDB RDS for MySQL instance must have an internal endpoint.

If the source database does not have primary keys or UNIQUE constraints, and fields are not
required to be unique, duplicate data may exist in the destination database.

e During initial full data synchronization, concurrent INSERT operations cause fragmentation in
the tables of the destination instance. After initial full data synchronization, the tablespace
of the destination instance is larger than that of the source instance.

Supported synchronization topologies

e One-way one-to-one synchronization
e One-way one-to-many synchronization

e One-way cascade synchronization
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e One-way many-to-one synchronization

e Two-way one-to-one synchronization

For more information about synchronization topologies, see Synchronization topologies.

SQL operations that can be synchronized

Operati
P SQL statements
on type
DML INSERT, UPDATE, DELETE, and REPLACE

* ALTER TABLE and ALTER VIEW

* CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW
DDL * DROP INDEX and DROP TABLE

e RENAME TABLE

* TRUNCATE TABLE

Limits
e Incompatibility of triggers

If the object you want to synchronize is a database and the database contains a trigger that
updates the synchronized table, the synchronized data may be inconsistent. For example, the
source database contains Table A and Table B. If a data record is inserted into Table A, a
trigger inserts a data record into Table B. In this case, after an INSERT operation is performed
on Table Ain the source instance, the data in Table B becomes inconsistent between the
source and destination instances.

To avoid this situation, you must delete the trigger that is synchronized to the destination
instance and select Table B as the object to be synchronized. For more information, see
Configure synchronization when triggers exist.

e Limits on RENAME TABLE operations

RENAME TABLE operations may cause data inconsistency between the source and destination
databases. For example, if only Table A needs to be synchronized and it is renamed Table B,
Table B cannot be synchronized to the destination database. To avoid this situation, you can
select the database to which Table A and Table B belong as the object when configuring the
data synchronization task.

Preparations

Before configuring the data synchronization task, you must create a database account and
configure binary logging. For more information, see Create an account for a user-created MySQL
database and configure binary logging.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Select MySQL for both the source instance and the destination instance.
Select One-Way Synchronization as the synchronization topology.
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2.
3.
4.

Log on to the DTS console.
In the left-side navigation pane, click Data Synchronization.

At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing)  China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia) ~ US (Silicon Valley) ~UAE (Dubai) Malaysia (Kuala Lumpur) ~ Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration = Refresh

Change Tracking
Task Name v Search Sort: | Default Sorting v | Status: | Al v
Data Synchronization

Operation Log 0

Instance ID/Task Name Status Synchronization Details Billing Method

Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

. Configure the source and destination instances.

1.Configure Source and Destination

Synchronization Task Name ‘ RDS

| Source Instance Details

Instance Type: | User-Created Database Connected Over Express Connect, VPN Gatev ¥
Instance Region: Singapore
* Peer VPC: | ypc -

. &
Destination Instance Details
Instance Type: | RDS Instance v
Instance Region: Singapore
* Instance ID: | rm-, -
Account ‘dtiest |
* Database P; (1 HIl [ ——" & |
Section Parameter Description
Synchroniz DTS automatically generates a task name. We recommend that
N/A ation Task you use an informative name for easy identification. You do not
Name need to use a unique task name.
Instance Select User-Created Database Connected over Express Connect,
Type VPN Gateway, or Smart Access Gateway.
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Section Parameter Description

The region of the source instance. The region is the same as the

Instance region that you selected when you purchased the data
Region synchronization instance. You cannot change the value of this
parameter.

Select the ID of the VPC that is connected to the user-created

Peer VPC
MySQL database.
Source
Instance Database The value of this parameter is set to MySQL and cannot be
Details Type changed.
IP Address Enter the server IP address of the user-created MySQL database.
Port Enter the service port number of the user-created MySQL
Number database. The default port number is 3306.
Enter the account for the user-created MySQL database. The
Database account must have the REPLICATION SLAVE permission, the
Account REPLICATION CLIENT permission, the SHOW VIEW permission, and
the permission to perform SELECT operations on the required
objects.
Database
Enter the password for the database account.
Password
Instance
Select RDS Instance.
Type
The region of the destination instance. The region is the same as
Instance the region that you selected when you purchased the data
Region synchronization instance. You cannot change the value of this
parameter.
Instance ID Select the ID of the destination RDS instance.
Enter the database account for the destination RDS instance.
Database @ Note If the database engine of the destination RDS
Account instance is MySQL 5.5 or MySQL 5.6, you do not need to
configure the database account or database password.
Database
Enter the password for the database account.
Destinatio Password
n Instance
Details
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Data Transmission Service

Section Parameter Description

Select Non-encrypted or SSL-encrypted. If you want to select SSL-
encrypted, you must enable SSL encryption for the RDS instance
before configuring the data synchronization task. For more
information, see Configure SSL encryption for an RDS for MySQL

Encryption instance.

@ Note The Encryption parameter is available only in
mainland China and Hong Kong(China).

7. In the lower-right corner of the page, click Set Whitelist and Next.

8. Configure the synchronization policy and objects.

2.Select Objeds to Synchronize

Synchronization Mode:One-Way Synchronization (DML+DDL)

® pre-check and Intercept ) Ignore

Available

Selected (T
Edit.) Leamn m

If you search globally, please expand the Q

=] dtstestdata

I g Tables dtstestdata (20bjects)
=i customer
dtstestdatanew
= order
sys
>
<
Select All
Select All
*Name batch change: ® No O Yes
Parameter Description

Cancel Previous
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Parameter Description

o Pre-check and Intercept: checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that have
the same names as tables in the source database, the precheck is
passed. Otherwise, an error is returned during precheck and the data
synchronization task cannot be started.

@ Note If tables in the destination database have the same
names as tables in the source database, and cannot be deleted or
renamed, you can use the object name mapping feature. For more
information, see Specify the name of an object in the destination
instance.

Ignore: skips the precheck for identical table names in the source and

Processing Mode
9 destination databases.

In Existed Target

Table .
n Warning If you select Ignore, data consistency is not
guaranteed and your business may be exposed to potential risks.

= |f the source and destination databases have the same
schema, and the primary key of a record in the destination
database is the same as that in the source database, the
record remains unchanged during initial data
synchronization. However, the record is overwritten during
incremental data synchronization.

m |f the source and destination databases have different
schemas, initial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.

Select objects fromthe Available section and click the 3 iconto move the

objects to the Selected section.

You can select tables and databases as the objects to be synchronized.

@ Note

o If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the
destination database.

Objects to be
synchronized

o After an object is synchronized to the destination database, the
name of the object remains unchanged. You can change the
name of an object in the destination instance by using the
object name mapping feature provided by DTS. For more
information about how to use this feature, see Specify the
name of an object in the destination instance.
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9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization.

| Initial Schema Synchronization | Initial Full Data Synchranization

Cancel Previous Save

o During initial synchronization, DTS synchronizes the schemas and data of the required
objects from the source instance to the destination instance. The schemas and data are
the basis for subsequent incremental synchronization.

o Initial synchronization includes initial schema synchronization and initial full data
synchronization. You must select both Initial Schema Synchronization and Initial Full Data
Synchronization in most cases.

11. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

You can view the status of the data synchronization task on the Data Synchronization page.

Pause Task ~ Switch to
Subscription Uparade
More

1] . Delay: 0 Milliseconds X One-Way
synchronizing X , iy-As- oU- -
synchranizing Speed: 0TPS(0.00MBE/s) Pay-As-You-Go Synchronization

Total: 1 item(s). Per Page: 20 item(s)

6.5. Synchronize data from an ApsaraDB
RDS for MySQL instance to a user-created
MySQL database connected over Express
Connect, VPN Gateway, or Smart Access
Gateway
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This topic describes how to synchronize data from an ApsaraDB RDS for MySQL instance to a
user-created MySQL database connected over Express Connect, VPN Gateway, or Smart Access
Gateway by using Data Transmission Service (DTS).

Prerequisites
e The version of the user-created MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

@ Note We recommend that you make sure the version of the source and destination
MySQL databases is the same.

e The user-created MySQL database is connected to Alibaba Cloud VPC over Express Connect,
VPN Gateway, or Smart Access Gateway. For more information, see Connect to local IDCs.

@ Note DTS is allowed to access the VPC to which the user-created MySQL database
belongs. For more information, see Configure a route between DTS and Express Connect,
VPN Gateway, or Smart Access Gateway.

Notes

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e You cannot synchronize data from an ApsaraDB RDS for MySQL instance that resides in Zone A
of the China (Hong Kong) region.
e The source ApsaraDB RDS for MySQL instance must have an internal endpoint.

e During initial full data synchronization, concurrent INSERT operations cause segments in the
tables of the destination instance. After initial full data synchronization, the tablespace of
the destination instance is larger than that of the source instance.

Limits
e [f you have selected one or more tables (not a database) for synchronization, do not use gh-

ost or pt-online-schema-change to modify the tables during data synchronization. Otherwise,
data synchronization may fail.

) Notice To avoid synchronization failure, you can use Data Management (DMS) to
perform online DDL schema changes during data synchronization. For more information,
see Change the table schema without locking.

e If the source database does not have primary keys or UNIQUE constraints, and fields are not
required to be unique, duplicate data may exist in the destination database.

Supported synchronization topologies
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e One-way one-to-one synchronization
e One-way one-to-many synchronization
e One-way cascade synchronization

e One-way many-to-one synchronization

e Two-way one-to-one synchronization

For more information about synchronization topologies, see Synchronization topologies.

SQL operations that can be synchronized

Operati
P SQL statements
on type
DML INSERT, UPDATE, DELETE, and REPLACE

® ALTER TABLE and ALTER VIEW

® CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW
DDL e DROP INDEX and DROP TABLE

® RENAME TABLE

® TRUNCATE TABLE

Limits
e Incompatibility of triggers

If the object you want to synchronize is a database and the database contains a trigger that
updates the synchronized table, the synchronized data may be inconsistent. For example, the
source database contains Table A and Table B. If a data record is inserted into Table A, a
trigger inserts a data record into Table B. In this case, after an INSERT operation is performed
on Table A in the source instance, the data in Table B becomes inconsistent between the
source and destination instances.

To avoid this situation, you must delete the trigger that is synchronized to the destination
instance and select Table B as the object to be synchronized. For more information, see
Configure synchronization when triggers exist.

e Limits on RENAME TABLE operations

RENAME TABLE operations may cause data inconsistency between the source and destination
databases. For example, if only Table A needs to be synchronized and it is renamed Table B,
Table B cannot be synchronized to the destination database. To avoid this situation, you can
select the database to which Table A and Table B belong as the object when configuring the
data synchronization task.

Procedure

1. Create a data synchronization task. For more information, see Purchase procedure.

@ Note Select MySQL for both the source instance and the destination instance.
Select One-Way Synchronization as the synchronization topology.

2. Logontothe DTS console.
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In the left-side navigation pane, click Data Synchronization.

. At the top of the Synchronization Tasks page, select the region where the destination

instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing)  China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia) ~ US (Silicon Valley) ~UAE (Dubai) Malaysia (Kuala Lumpur) ~ Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration < Refresh

Change Tracking
Task Name v Search Sort: | Default Sorting v | Status: | all v
Data Synchronization

Operation Log 0O

ID/Task Name Status Synchroniza ails Billing Method

Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

. Configure the source and destination instances.

Synchronization Task Name: | MySQL

Source Instance Details

Instance Type: | RDS Instance M
Instance Region: China (Hangzhou)
* Instance ID: | rm-bp - RDS Instances of Other Apsara Stack Accounts
* Database Account: | dtstest |

........ &4

n: ® Non-encrypted SSL-encrypted

Destination Instance Details

User-Created Database Connected Over Express Connect, VPN Gatev ¥

Ins n: China (Hanazhou)
vpc-bp -
Database Type: | MySQL v
* s ‘ 172.16) |

* Port Number: | 3306

* Database Account: | dtstest |
* Database Password: | ssssssssssss G)|
Section Parameter Description
Synchroniz DTS automatically generates a task name. We recommend that
N/A ation Task you use an informative name for easy identification. You do not
Name need to use a unique task name.
Instance
Select RDS Instance.
Type
Instance The region of the source instance that you select when
Region purchasing the data synchronization instance. You cannot change

the value of this parameter.
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Section

Source
Instance
Details

Destinatio
n Instance
Details

Parameter

Instance ID

Database
Account

Database
Password

Encryption

Instance
Type

Instance
Region

Peer VPC

Database
Type

IP Address

Port
Number

Database
Account

Database
Password

Description
Select the ID of the source RDS instance.

Enter the database account of the source RDS instance.

@ Note If the database type of the source RDS instance is
MySQL 5.5 or MySQL 5.6, you do not need to configure the
database account or database password.

Enter the password for the database account.

Select Non-encrypted or SSL-encrypted. If you want to select SSL-
encrypted, you must enable SSL encryption for the RDS instance
before configuring the data synchronization task. For more
information, see Configure SSL encryption for an RDS for MySQL
instance.

@ Note The Encryption parameter is available only in
mainland China and Hong Kong(China).

Select User-Created Database Connected over Express Connect,
VPN Gateway, or Smart Access Gateway.

The region of the destination instance that you select when
purchasing the data synchronization instance. You cannot change

the value of this parameter.

Select the ID of the VPC that is connected to the user-created
MySQL database.

This parameter is set to MySQL and cannot be modified.

Enter the IP address of the user-created MySQL database.

Enter the service port number of the user-created MySQL
database. The default port number is 3306.

Enter the account for the user-created MySQL database.

@ Note The account must have the REPLICATION SLAVE
permission, the REPLICATION CLIENT permission, the SHOW
VIEW permission, and the permission to perform SELECT
operations on the required objects.

Enter the password for the database account.
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7. In the lower-right corner of the page, click Set Whitelist and Next.
8. Configure the synchronization policy and objects.

2.Select Objedts to Synchronize

Synchronization Mode:One-Way Synchronization (DML+DDL)

® Pre-check and Intercept " Ignore

Available Selected (To edit an object name e objec
Edit.) Learn more.
If you search globally, please expand the Q
Q
[] 1 distestdata
# dtstestdat: ji
5 o Tables estdata (20bjects)
= customer
dtstestdatanew
= order
sys
>
<
Select All
Select All
*Name batch change: ® MNo O Yes
Cancel Previous
Parameter Description
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Parameter Description

o Pre-check and Intercept: checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that have
the same names as tables in the source database, the precheck is
passed. Otherwise, an error is returned during precheck and the data
synchronization task cannot be started.

@ Note If tables in the destination database have the same
names as tables in the source database, and cannot be deleted or
renamed, you can use the object name mapping feature. For more
information, see Specify the name of an object in the destination
instance.

o Ignore: skips the precheck for identical table names in the source and

Processing Mode destination databases.

In Existed Target

Table .
n Warning If you select Ignore, data consistency is not

guaranteed and your business may be exposed to potential risks.

= |f the source and destination databases have the same
schema, and the primary key of a record in the destination
database is the same as that in the source database, the
record remains unchanged during initial data
synchronization. However, the record is overwritten during
incremental data synchronization.

m |f the source and destination databases have different
schemas, initial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.
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Parameter Description

Select objects fromthe Available section and click the » iconto move the

objects to the Selected section.

You can select tables and databases as the objects to be synchronized.

@ Note

o If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the
Objects to be destination database.

synchronized . . . R
o After an object is synchronized to the destination database, the

name of the object remains unchanged. You can change the
name of an object in the destination instance by using the
object name mapping feature provided by DTS. For more
information about how to use this feature, see Specify the
name of an object in the destination instance.

9. In the lower-right corner of the page, click Next.
10. Configure initial synchronization.

3.Advanced Settings

Initial Synchronization: Initial Schema Synchronization Initial Full Data Synchronization

Cancel Previous Save

@ Note

o During initial synchronization, DTS synchronizes the schemas and data of the
required objects from the source instance to the destination instance. The
schemas and data are the basis for subsequent incremental synchronization.

o Initial synchronization includes initial schema synchronization and initial full data
synchronization. You must select both Initial Schema Synchronization and Initial
Full Data Synchronization in most cases.

11. In the lower-right corner of the page, click Precheck.
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@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

You can view the status of the data synchronization task on the Data Synchronization page.

Pause Task Switch to
Subseription Uparade
More

Li ] P Delay: 0 Milliseconds — One-Way
Synchranizing Speed: 0TPS(D.00MB/s) Pay-As-You-Go Synchronization

Total: 1 item(s). Per Page: 20 item(s)

6.6. Synchronize data between ApsaraDB
RDS for MySQL instances that belong to
different Alibaba Cloud accounts

This topic describes how to synchronize data between ApsaraDB RDS for MySQL instances that
belong to different Alibaba Cloud accounts by using Data Transmission Service (DTS).

Prerequisites

e The source and destination ApsaraDB RDS for MySQL instances for data synchronization are
created. For more information, see Create an RDS instance.

e The databases in the source and destination RDS instances are MySQL databases.

e The source and destination ApsaraDB RDS for MySQL instances must have internal endpoints.

Limits

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.
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If you have selected one or more tables (not a database) for synchronization, do not use gh-
ost or pt-online-schema-change to modify the tables during data synchronization. Otherwise,
data synchronization may fail.

) Notice To avoid synchronization failure, you can use Data Management (DMS) to
perform online DDL schema changes during data synchronization. For more information,
see Change the table schema without locking.

You cannot synchronize data between ApsaraDB RDS for MySQL instances that reside in Zone
A of the China (Hong Kong) region.

If the source database does not have primary keys or UNIQUE constraints, and fields are not
required to be unique, duplicate data may exist in the destination database.

During initial full data synchronization, concurrent INSERT operations cause fragmentation in
the tables of the destination instance. After initial full data synchronization, the tablespace
of the destination instance is larger than that of the source instance.

Supported synchronization topologies

One-way one-to-one synchronization
One-way one-to-many synchronization
One-way cascade synchronization
One-way many-to-one synchronization

For more information about synchronization topologies, see Synchronization topologies.

SQL operations that can be synchronized

ti
Operati SQL statements
on type
DML INSERT, UPDATE, DELETE, and REPLACE
e ALTER TABLE and ALTER VIEW
® CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW
DDL e DROP INDEX and DROP TABLE
e RENAME TABLE
® TRUNCATE TABLE
Limits

Incompatibility of triggers

If the object you want to synchronize is a database and the database contains a trigger that
updates the synchronized table, the synchronized data may be inconsistent. For example, the
source database contains Table A and Table B. If a data record is inserted into Table A, a
trigger inserts a data record into Table B. In this case, after an INSERT operation is performed
on Table Ain the source instance, the data in Table B becomes inconsistent between the
source and destination instances.
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To avoid this situation, you must delete the trigger that is synchronized to the destination
instance and select Table B as the object to be synchronized. For more information, see
Configure synchronization when triggers exist.

e Limits on RENAME TABLE operations
RENAME TABLE operations may cause data inconsistency between the source and destination
databases. For example, if only Table A needs to be synchronized and it is renamed Table B,
Table B cannot be synchronized to the destination database. To avoid this situation, you can
select the database to which Table A and Table B belong as the object when configuring the
data synchronization task.

Preparations

Set the Alibaba Cloud account that owns the destination RDS instance as a trusted account. This
allows DTS to access the cloud resources of the Alibaba Cloud account that owns the source RDS
instance. For more information, see Configure RAM authorization for cross-account data migration and
synchronization.

@ Note To authorize the Alibaba Cloud account that owns the destination instance, you
must log on to the RAM console with the Alibaba Cloud account that owns the source
instance. Then, you can create a data migration task or data synchronization task by using
the Alibaba Cloud account that owns the destination instance.

Procedure

1. Purchase a data synchronization instance by using the Alibaba Cloud account that owns the

destination RDS instance. For more information, see Purchase a data synchronization
instance.

@ Note Select MySQL for both the source instance and the destination instance.
Select One-Way Synchronization as the synchronization topology.

2. Logontothe DTS console with the Alibaba Cloud account that owns the destination RDS

instance.

3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination

instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing)  China (Qingdao)

China (Shanghai) Hong Kong US (virginia) US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt) ~ China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration Z Refresh

Change Tracking

Task Name A Search Sort: Default Sorting v | Status: all v
Data Synchronization

Operation Log O

5. Find the data synchronization instance and click Configure Synchronization Channel in the

Actions column.

6. Configure the source and destination instances.
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1.Configure Source and Destination

Synchronization Task Name: | RDS

| Source Instance Details

Instance Type RDS Instance
Instance Region: Singapore

*Apsara Stack Tenant Account ID of RDS
Instance

*Role Name: | ram-for-dts

* RDS Instance ID

Destination Instance Details

Instance Type: | RDS Instance
Instance Region: Singapore

* Instance ID: | rm-g

Guide

Authorize Role Across Accounts

- RDS Instances of Current Account

* Database Account | dtstest

w|

* Database Password | ..............
Section Parameter
Synchronizati
N/A Y
on Task Name
Instance Type
Instance
Region
Apsara Stack
Tenant
s Account ID of
ource RDS Instance
Instance
Details

Role Name

RDS Instance
ID

Cancel Set Whitelist and Next

Description

DTS automatically generates a task name. We recommend that
you use an informative name for easy identification. You do
not need to use a unique task name.

Select RDS Instance.

The region of the source instance. The region is the same as
the region that you selected when you purchased the data
synchronization instance. You cannot change the value of this
parameter.

Enter the ID of the Alibaba Cloud account that owns the
source RDS instance.

@ Note Before you configure this parameter, click RDS
Instances of Other Apsara Stack Accounts in the Source
Instance Details section.

Instance Type: | RDS Instance N

nstance Region: Singapore

* Instance ID: ~ | | RDS Instances of Other Apsara Stack Accounts

Enter the name of the RAM role that you configured earlier in
Preparations.

Select the ID of the source RDS instance.
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Section Parameter Description

Instance Type  Select RDS Instance.

The region of the destination instance. The region is the same

Instance as the region that you selected when you purchased the data

Region synchronization instance. You cannot change the value of this
parameter.

Instance ID Select the ID of the destination RDS instance.

Enter the database account for the destination RDS instance.

Database @ Note If the database engine of the destination RDS
o Account instance is MySQL 5.5 or MySQL 5.6, you do not need to
Destination configure the database account or database password.
Instance
Details
Database
Enter the password for the database account.
Password
Select Non-encrypted or SSL-encrypted. If you want to select
SSL-encrypted, you must enable SSL encryption for the RDS
instance before configuring the data synchronization task. For
more information, see Configure SSL encryption for an RDS for
Encryption MySQL instance.

@ Note The Encryption parameter is available only in
mainland China and Hong Kong(China).

7. Inthe lower-right corner of the page, click Set Whitelist and Next.

8. Configure the synchronization policy and objects.
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2.Select Objeds to Synchronize

Synchronization Mode:One-Way Synchronization (DML+DDL)

Proccessing Mode In

Existed Target Table: ® pre-chack and Intercept © Ignore
Available s filter
If you search globally, please expand the Q

=] distestdata
® dtstestdata (20bjects)

[©] 35 Tables
= customer
dtstestdatanew
= order
5ys
>
<
Select All
Select All
*Name hatch change: ® Mo () Yes
Cancel Previous
Parameter Description
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Parameter Description

o Pre-check and Intercept: checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that have
the same names as tables in the source database, the precheck is
passed. Otherwise, an error is returned during precheck and the data
synchronization task cannot be started.

@ Note If tables in the destination database have the same
names as tables in the source database, and cannot be deleted or
renamed, you can use the object name mapping feature. For more
information, see Specify the name of an object in the destination
instance.

o Ignore: skips the precheck for identical table names in the source and
Processing Mode destination databases.

In Existed Target

Table n Warning If you select Ignore, data consistency is not
guaranteed and your business may be exposed to potential risks.

= |f the source and destination databases have the same
schema, and the primary key of a record in the destination
database is the same as that in the source database, the
record remains unchanged during initial data
synchronization. However, the record is overwritten during
incremental data synchronization.

m |f the source and destination databases have different
schemas, initial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.

Select objects fromthe Available section and click the 3 iconto move the

objects to the Selected section.

You can select tables and databases as the objects to be synchronized.

® Note

o If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the
destination database.

Objects to be
synchronized

o After an object is synchronized to the destination database, the
name of the object remains unchanged. You can change the
name of an object in the destination instance by using the
object name mapping feature provided by DTS. For more
information about how to use this feature, see Specify the
name of an object in the destination instance.
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9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization.

3.Advanced Settings

Initial Synchronization Initial Schema Synchronization Initial Full Data Synchronization

Cancel Previous Save

o During initial synchronization, DTS synchronizes the schemas and data of the required
objects from the source instance to the destination instance. The schemas and data are
the basis for subsequent incremental synchronization.

o Initial synchronization includes initial schema synchronization and initial full data
synchronization. You must select both Initial Schema Synchronization and Initial Full Data
Synchronization in most cases.

11. In the lower-right corner of the page, click Precheck.

® Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

You can view the status of the data synchronization task on the Data Synchronization page.

Pause Task ~ Switch to
Subscription Upgrade
More

[l o T Delay: 0 Milliseconds ) One-Way
Synchronizing Speed: 0TPS(0.00MB/s) Pay-As-You-Go Synchronization

1 Total: 1 tem(s). Per Page: 20 item(s)
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7.Synchronize data from MySQL
databases to other databases

7.1. Synchronize data from an ApsaraDB
RDS for MySQL instance to an Apsara
PolarDB for MySQL cluster

Apsara PolarDB is a next-generation relational database service developed by Alibaba Cloud. It
is a high-performance, high-availability, easy-to-use, and reliable service that is compatible
with the MySQL database engine. This topic describes how to synchronize data froman
ApsaraDB RDS for MySQL instance to an Apsara PolarDB for MySQL cluster by using Data
Transmission Service (DTS).

Prerequisites

An Apsara PolarDB for MySQL cluster is created. For more information, see

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e [f you have selected one or more tables (not a database) for synchronization, do not use gh-
ost or pt-online-schema-change to modify the tables during data synchronization. Otherwise,
data synchronization may fail.

) Notice To avoid synchronization failure, you can use Data Management (DMS) to
perform online DDL schema changes during data synchronization. For more information,
see

e During initial full data synchronization, concurrent INSERT operations cause fragmentation in
the tables of the destination cluster. After initial full data synchronization, the tablespace of
the destination cluster is larger than that of the source instance.

e The source database must have PRIMARY KEY or UNIQUE constraints and all fields must be
unique. Otherwise, duplicate data may exist in the destination database.

SQL operations that can be synchronized
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Service databases
Operati
P SQL statements
on type
DML INSERT, UPDATE, DELETE, and REPLACE

® ALTERTABLE and ALTER VIEW

® CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW
DDL ® DROP INDEX and DROP TABLE

e RENAME TABLE

® TRUNCATE TABLE

Supported synchronization topologies

One-way one-to-one synchronization
One-way one-to-many synchronization
One-way cascade synchronization

One-way many-to-one synchronization

For more information about synchronization topologies, see Synchronization topologies.

Limits

Incompatibility with triggers

If the object you want to synchronize is a database and the database contains a trigger that
updates the synchronized table, the synchronized data may be inconsistent. For example, the
source database contains Table A and Table B. If a data record is inserted into Table A, a
trigger inserts a data record into Table B. In this case, after an INSERT operation is performed
on Table Ain the source database, the data in Table B becomes inconsistent between the
source and destination databases.

To avoid this situation, you must delete the trigger that is synchronized to the destination
database and select Table B as the object to be synchronized. For more information, see
Configure synchronization when triggers exist.

Limits on RENAME TABLE operations

RENAME TABLE operations may cause data inconsistency between the source and destination
databases. For example, if only Table A needs to be synchronized and it is renamed Table B,
Table B cannot be synchronized to the destination database. To avoid this situation, you can
select the database to which Table A and Table B belong as the object when configuring the
data synchronization task.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set Source Instance to MySQL, Target Instance to PolarDB,
and Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.

3. In the left-side navigation pane, click Data Synchronization.
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4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing) China (Qingdao)

China (Shanghai) Hong Kong  US (virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)
Overview the region of the destination instance in the synchronization task.)

Data Migration = Refresh

Change Tracking
Task Name A Search Sort: Default Sorting v | Status: all v
Data Synchronization

Operation Log 0O

Instance ID/Task Name Status Synchronization Details Billing Method

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.

1.Configure Source and Destination Instances

Synchronization Task Name: | RDS_TO_PolarDB

| Source Instance Details

Instance Type: | RDS Instance M
Instance Region: Singapore

* Instance ID: | rm-gs? - RDS Instances of Other Apsara Stack Accounts

* Database A

count: | dtstest |

= Database Password | asaseaes @ |

Destination Instance Details

Instance Type: PolarDB

Instance Region: Singapore

* PolarDB Instance ID: | pe-gs; -
* Database Account: | dtstest |
* Database Password | [— @ |
Section Parameter Description
Synchroniz DTS automatically generates a task name. We recommend that
N/A ation Task you use an informative name for easy identification. You do not
Name need to use a unique task name.
Instance
Select RDS Instance.
Type
The region of the source instance. The region is the same as the
Instance source region that you selected when you purchased the data
Region synchronization instance. You cannot change the value of this

parameter.
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Section

Source
Instance
Details

Destination
Instance
Details

Parameter

Database
Account

Database
Password

Encryption

Instance
Type

Instance
Region

PolarDB
Instance ID

Database
Account

Database
Password

Description

Enter the database account of the source RDS instance.

@ Note

o The account must have the REPLICATION SLAVE
permission, the REPLICATION CLIENT permission, the
SHOW VIEW permission, and the permission to perform
SELECT operations on the required objects.

o If the database engine of the source RDS instance is
MySQL 5.5 or MySQL 5.6, you do not need to configure
the database account or database password.

Enter the password for the source database account.

Select Non-encrypted or SSL-encrypted. If you want to select SSL-
encrypted, you must enable SSL encryption for the RDS instance
before configuring the data synchronization task. For more
information, see Configure SSL encryption for an RDS for MySQL
instance.

@ Note The Encryption parameter is available only in
mainland China and Hong Kong(China).

The value of this parameter is set to PolarDB and cannot be
changed.

The region of the destination instance. The region is the same as
the destination region that you selected when you purchased the
data synchronization instance. You cannot change the value of
this parameter.

Select the ID of the destination PolarDB cluster.

Enter the database account of the destination PolarDB cluster.

@ Note The database account must have the ALL
permission for the objects to be synchronized.

Enter the password for the destination database account.

7. In the lower-right corner of the page, click Set Whitelist and Next.
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@ Note The CIDR blocks of DTS servers are automatically added to the whitelist of the
source RDS instance and the destination PolarDB cluster. This ensures that DTS servers
can connect to the source RDS instance and the destination PolarDB cluster.

8. Configure the processing mode in existing destination tables and the objects to be
synchronized.

2.5elect Objects to Synchronize

Proccessing Mode In

Existed Target Table: ® Pre-check and Intercept ' Ignore
Available Selected (To edit an object name or its filker, hover over the object and dick
Edit.) Learn more.
If you search globally, please expand the Q
§ Q
__recycle_bin__
sys dtstestdata (20bjects)
[ 1% dtstestdata =/ customer
=| order
>
<
Select All
Select All
*Name batch change: ® No ! Yes
Cancel Previous
Parameter Description
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Parameter Description

o Pre-check and Intercept: checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that
have the same names as tables in the source database, the precheck
is passed. Otherwise, an error is returned during precheck and the
data synchronization task cannot be started.

@ Note |If tables in the destination database have the same
names as tables in the source database, and cannot be deleted
or renamed, you can use the object name mapping feature. For
more information, see Specify the name of an object in the
destination instance.

o Ignore: skips the precheck for identical table names in the source and
destination databases.

Processing Mode In n Warning If you select Ignore, data consistency is not
Existed Target Table guaranteed and your business may be exposed to potential risks.

= DTS does not synchronize data records that have the
same primary keys as data records in the destination
database during initial data synchronization. This occurs
if the source and destination databases have the same
schema. However, DTS synchronizes these data records
during incremental data synchronization.

m |f the source and destination databases have different
schemas, initial data synchronization may fail. In this
case, only some columns are synchronized or the data
synchronization task fails.
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Parameter Description

Select objects fromthe Available section and click the 3 iconto move

the objects to the Selected section.

You can select tables and databases as the objects to be synchronized.

@ Note

o If you select a database as the object to be synchronized, all
Objects schema changes in the database are synchronized to the
destination database.

o After an object is synchronized to the destination database,
the name of the object remains unchanged. You can change
the name of an object in the destination PolarDB cluster by
using the object name mapping feature. For more
information about how to use this feature, see Specify the
name of an object in the destination instance.

9. In the lower-right corner of the page, click Next.
10. Configure initial synchronization.

3.Advanced Settings

Initial Synchronization: Initial Schema Synchronization Initial Full Data Synchronization

Cancel Previous Save

@ Note Initial synchronization includes initial schema synchronization and initial full
data synchronization. Select both Initial Schema Synchronization and Initial Full Data
Synchronization. Before synchronizing incremental data, DTS synchronizes the schemas
and historical data of the required objects from the source database to the destination
database.

11. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
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Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

Pause Task Switch to
Subscription  Upgrade

More

(] P Delay: 0 Miliseconds R One-Way
Synchronizing Speed: 0TPS(0.00MB/s) Pay-As-You-Go Synchronization

7.2. Synchronize data from an ApsaraDB
RDS for MySQL instance to an AnalyticDB for
MySQL cluster

AnalyticDB for MySQL is a real-time online analytical processing (RT-OLAP) service developed by
Alibaba Cloud for online data analysis with high concurrency. AnalyticDB for MySQL can analyze
petabytes of data from multiple dimensions at millisecond-level timing to provide you with
data-driven insights into your business. This topic describes how to synchronize data from an
ApsaraDB RDS for MySQL instance to an AnalyticDB for MySQL cluster by using Data Transmission
Service (DTS). AnalyticDB for MySQL allows you to build internal business intelligence (BI)
systems, interactive query systems, and real-time report systems.

Prerequisites

e The tables to be synchronized from the ApsaraDB RDS for MySQL instance contain primary
keys.

e An AnalyticDB for MySQL cluster is created. For more information, see

e The destination AnalyticDB for MySQL cluster has sufficient storage space.

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
operations on objects during data synchronization. Otherwise, data synchronization may fail.

o [f the disk space usage of nodes in an AnalyticDB for MySQL cluster reaches 80%, the clusteris
locked. We recommend that you estimate the required disk space based on the objects to be
synchronized. You must ensure that the destination cluster has sufficient storage space.
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Supported source database types
You can use DTS to synchronize data from the following types of MySQL databases:

e ApsaraDB RDS for MySQL
e User-created database hosted on ECS

e User-created database connected over Express Connect, VPN Gateway, or Smart Access
Gateway

This topic uses ApsaraDB RDS for MySQL as an example to describe how to configure a data
synchronization task. You can also follow the procedure to configure data synchronization tasks
for user-created MySQL databases.

@ Note If your source database is a user-created MySQL database, you must prepare the
environments that are required for the source database. For more information, see
Preparation overview.

SQL operations that can be synchronized

e DDL operations: CREATE TABLE, DROP TABLE, RENAME TABLE, TRUNCATE TABLE, ADD COLUMN,
and DROP COLUMN

e DML operations: INSERT, UPDATE, and DELETE

@ Note Ifthe data type of a field in the source table is changed during data
synchronization, an error message is generated and the data synchronization task stops.
You can submit a ticket or manually troubleshoot the issue. For more information, see
Troubleshoot the synchronization failure that occurs due to field type changes.

Permissions required for database accounts

Database Required permission

The REPLICATION SLAVE permission, the
REPLICATION CLIENT permission, the SHOW VIEW
permission, and the permission to perform
SELECT operations on the required objects

ApsaraDB RDS for MySQL

The read/write permissions on the objects to be

AnalyticDB for MySQL synchronized

Data type mappings

The data types of ApsaraDB RDS for MySQL and AnalyticDB for MySQL do not have one-to-one
correspondence. During initial schema synchronization, DTS converts the data types of the
source database into those of the destination database. For more information, see Data type
mappings for initial schema synchronization.

Procedure

1. Purchase a data synchronization instance.
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databases

@ Note Onthe buy page, set Source Instance to MySQL, set Target Instance to
AnalyticDB for MySQL, and set Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.

3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination

instance resides.

Data Transmission Se...

Synchranization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beiing) China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration

Change Tracking
Task Name v
Data Synchronization

R [0 mstance ID/Task Name

Search Sort: Default Sorting v | Status:

Billing Method

Status Synchronization Details

Z Refresh

w

5. Find the data synchronization instance and click Configure Synchronization Channel in the

Actions column.

6. Configure the source and destination instances.

1.Configure Source and Destination Instances

Synchronization Task Name | RDS MySQL_TO_ADB MySQL

| Source Instance Details

Instance Type: | RDS Instance

Instance Region: Singapore

m-gs’

- RDS Instances of Other Apsara Stack Accounts

Account: ‘dmast

* Database Password

d)‘

Destination Instance Details

Instance Type:  AnalyticDB
Instance Region: Singapore
*Version. 20 @390

* Database: | am-gs:

* Database Account: ‘ dtstest

Database Password

Section Parameter

Synchronizati

N/A
/ on Task Name

Instance Type

Description

Cancel Set: Whitelist and Next

DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You

do not need to use a unique task name.

Select RDS Instance.
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Section Parameter Description

The region of the source instance. The region is the same as
Instance the source region that you selected when you purchased the
Region data synchronization instance. You cannot change the value
of this parameter.

Instance ID Select the ID of the source RDS instance.

Enter the database account of the source RDS instance. For
more information about the permissions that are required for

the account, see Permissions required for database accounts.
Source

Database
Instance
Details Account @ Note If the database engine of the source RDS
instance is MySQL 5.5 or MySQL 5.6, you do not need to
configure the database account or database password.
Database Enter the password for the source database account.
Password
Select Non-encrypted or SSL-encrypted. If you want to select
SSL-encrypted, you must enable SSL encryption for the RDS
instance before you configure the data synchronization task.
For more information, see Configure SSL encryption for an RDS
for MySQL instance.
Encryption
(]) Notice The Encryption parameter is available only for
regions in mainland China and the Hong Kong (China)
region.
The value of this parameter is set to AnalyticDB and cannot
Instance Type
be changed.
The region of the destination instance. The region is the same
Instance as the destination region that you selected when you
Region purchased the data synchronization instance. You cannot
change the value of this parameter.
Destination Version Select 3.0.
Instance
Details Database Select the ID of the destination AnalyticDB for MySQL cluster.

Enter the database account of the AnalyticDB for MySQL
Database cluster. For more information about the permissions that are
Account required for the account, see Permissions required for
database accounts.

Database

Enter the password for the destination database account.
Password

7. Inthe lower-right corner of the page, click Set Whitelist and Next.
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8. Configure the synchronization policy and objects.

Initial Synchronization Initizl Schema Synchronization Initial Full Data Synchronization

! Pre-check and Intercept ) Ignore

WIES D ves @ o

tion Type: Insert Update Delete Alter Table Truncate Table
Create Table Drop Table Create Database Drop Database

Available Selected (To edit an object name or its filter, hover over the object and dlick
Edit.) Learn more.
If you search globally, please expand the Q
Q
__recycle_bin__
sys dtstestdata (20bjects)
[5] 1 dtstestdata = customer
=11 Tables = order
>
<
Select All
Select All
*Name batch change: ® No Yes
Cancel Previous m
Parameter Description
You must select both Initial Schema Synchronization and Initial Full Data
Initial Synchronization in most cases. After the precheck, DTS synchronizes the
L. schemas and data of the required objects fromthe source instance to the
Synchronization

destination cluster. The schemas and data are the basis for subsequent
incremental synchronization.
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Parameter Description

o Pre-check and Intercept: checks whether the destination database
contains tables that have the same names as tables in the source
database. If the source and destination databases do not contain
identical table names, the precheck is passed. Otherwise, an error is
returned during precheck and the data synchronization task cannot be
started.

@ Note You can change the names of the tables to be
synchronized by using the object name mapping feature. You can
use this feature if the source and destination databases contain
identical table names and tables in the destination database cannot
be deleted or renamed. For more information, see Specify the name
of an object in the destination instance.

Processing Mode

In Existed Target o Ignore: skips the precheck for identical table names in the source and

Table destination databases.

Warning If you select Ignore, data consistency is not
guaranteed and your business may be exposed to potential risks.

= |f the source and destination databases have the same
schema, DTS does not synchronize data records that have
the same primary keys as data records in the destination
database.

m |f the source and destination databases have different
schemas, initial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.

o If you select Yes, DTS adds the _ dts_data_source column to each

table to record data sources. In this case, DDL operations cannot be
synchronized.

°o No is selected by default. In this case, DDL operations can be

Merge Multi synchronized.
Tables

@ Note You can merge the data source columns based on tasks
rather than tables. To merge only the data source columns of some
tables, you can create two data synchronization tasks.

Select the types of operations that you want to synchronize based on your
business requirements. All operation types are selected by default.

Synchronization
Type @ Note Only INSERT, UPDATE, DELETE, and ADD COLUMN operations
can be synchronized.
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Parameter Description

Select objects fromthe Available section and click the 3 iconto move the

objects to the Selected section.

You can select tables and databases as the objects to be synchronized.

@ Note

o If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the
Objects to be destination database.

synchronized o If you select a table as the object to be synchronized, only ADD
COLUMN operations on the table are synchronized to the
destination database.

o After an object is synchronized to the destination database, the
name of the object remains unchanged. You can change the
names of the objects that are synchronized to the destination
cluster by using the object name mapping feature. For more
information about how to use this feature, see Specify the
name of an object in the destination instance.

9. In the lower-right corner of the page, click Next.
10. Specify a type for the tables to be synchronized to the destination database.

AnalyticDB Table Group AnalyticDB Table Name Type(All} - Primary Key Column Distribution Column Definition Status(All) +

dtstestdats customer Partitioned 7 ¥ id id A Defined
dtstestdata order Partitioned 7 ¥ orderid orderid v Defined

Set All to Partitioned Table  Set All to Dimension Table | Enter a table name. Search Total: 2 item(s), Per Page: |20 v |item(s)

Cancel Previous Save

@ Note After you select Initial Schema Synchronization, you must specify the type,
primary key column, and partition key column for the tables to be synchronized to
AnalyticDB for MySQL. For more information, see CREATE TABLE.

11. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.
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12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

You can view the status of the data synchronization task on the Data Synchronization page.

Pause Task | Switch to
Subscription  Upgrade

More

Troubleshoot the synchronization failure that occurs due to field type
changes

1] . Delay: 0 Milliseconds X One-Way
synchronizing N X -A5-Y 0Ll o
Synchronizing Speed: 0TPS(0.00MBE/s) Pay-As-You-Go Synchronization

In this example, the data of a table named customer fails to be synchronized to the destination
AnalyticDB for MySQL cluster.

1. Inthe destination AnalyticDB for MySQL cluster, create a table named customer_new with
the same schema as the customer table.

2. Run the INSERT INTO SELECT command to copy the data of the customer table and insert the
data into the customer_new table. This ensures that the data of the two tables is
consistent.

3. Rename or delete the customer table. Then, change the name of the customer_new table to
customer.

4. Restart the data synchronization task in the DTS console.

7.3. Synchronize data from an ApsaraDB
RDS for MySQL instance to an AnalyticDB for
PostgreSQL instance

This topic describes how to synchronize data from an ApsaraDB RDS for MySQL instance to an
AnalyticDB for PostgreSQL instance by using Data Transmission Service (DTS). The data
synchronization feature provided by DTS allows you to transfer and analyze data with ease.

Prerequisites

e The tables to be synchronized from the ApsaraDB RDS for MySQL instance contain primary
keys.
e An AnalyticDB for PostgreSQL instance is created. For more information, see

Notes
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DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source database,
the tables have no primary keys, or a deadlock occurs in the destination database. Before
synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU loads of the source and destination databases are less than
30%.

Limits
e You can select only tables as the objects to be synchronized.

e You cannot synchronize the following types of data: BIT, VARBIT, GEOMETRY, ARRAY, UUID,
TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

e We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
operations on objects during data synchronization. Otherwise, data synchronization may fail.

Supported SQL operations

e DML operations: INSERT, UPDATE, and DELETE
e DDL operations: ADD COLUMN, and RENAME COLUMN

@ Note The CREATE TABLE operation is not supported. To synchronize data from a new
table, you must add the table to the selected objects. For more information, see Add an
object to a data synchronization task.

Supported synchronization topologies

e One-way one-to-one synchronization
e One-way one-to-many synchronization

e One-way many-to-one synchronization

Term mappings

Term in MySQL Term in AnalyticDB for PostgreSQL
Database Schema
Table Table

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.
@ Note Onthe purchase page, select MySQL for the source instance and AnalyticDB
for PostgreSQL for the destination instance. Select One-Way Synchronization as the

synchronization topology.

2. Logonto the DTS console.
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In the left-side navigation pane, click Data Synchronization.

. At the top of the Synchronization Tasks page, select the region where the destination

instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing)  China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia) ~ US (Silicon Valley) ~UAE (Dubai) Malaysia (Kuala Lumpur) ~ Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration < Refresh
Change Tracking

Task Name v Search Sort: | Default Sorting v | Status: | all v
Data Synchronization

Operation Log 0O

Instance ID/Task Name Status Synchronization Details Billing Method

. Find the data synchronization instance and click Configure Synchronization Channelin the

Actions column.

. Configure the source and destination instances.

1.Configure Source and Destination Instances in

Synchronization Task Name: | MySQL_TO_ADE for PostgreSQL
| Source Instance Details

RDS Instance v

China (Hangzhou)

rm-by - RDS Instances of Other Apsara Stack Accounts

* Database Account: | dtstest |

d

= Database Passwor

[ — 4 |

® Non-encrypted SSL-encrypted

Destination Instance Detzils

ance Type: AnalyticDB for PostareSQL

Instance Region: China (Hangzhou)

* Instance ID ap-bp -

* Database Name | dtstestdata |

* Data

ccount: | dtstest |

* Database Password

veveeemenenenand @ |

Cancel Set Whitelist and Next

Section Parameter Description
Synchronizat DTS automatically generates a task name. We recommend
N/A ion Task that you use an informative name for easy identification.
Name You do not need to use a unique task name.
Instance
Select RDS Instance.
Type
The region of the source instance. The value is the same as
Instance . s
Region that you selected when purchasing the data synchronization

instance. You cannot change the value of this parameter.
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Section Parameter Description
Instance ID Select the ID of the source RDS instance.
Enter the database account for the source ApsaraDB RDS for
MySQL instance.
Source Database )
Instance Account Note If the database type of the source RDS
Details instance is MySQL 5.5 or MySQL 5.6, you do not need to
configure the database account and database password.
Database
Enter the password for the database account.
Password
Select Non-encrypted or SSL-encrypted. If you want to select
SSL-encrypted, you must enable SSL encryption for the RDS
instance before configuring the data synchronization task.
For more information, see Configure SSL encryption for an
Encryption RDS for MySQL instance.
@ Note The Encryption parameter is available only in
mainland China and Hong Kong(China).
Instance The value of this parameter is set to AnalyticDB for
Type PostgreSQL and cannot be changed.
The region of the destination instance. The value is the
Instance same as that you selected when purchasing the data
Region synchronization instance. You cannot change the value of
this parameter.
Select the ID of the destination AnalyticDB for PostgreSQL
Instance ID .
instance.
Destination Database
Instance Name The name of the destination database.
Details
Enter the database account for the destination AnalyticDB
for PostgreSQL instance.
Database
Account @ Note The database account must have the SELECT,
INSERT, UPDATE, DELETE, COPY, TRUNCATE, and ALTER
TABLE permissions.
Database
Enter the password for the database account.
Password

7. In the lower-right corner of the page, click Set Whitelist and Next.
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@ Note The CIDR blocks of DTS servers are automatically added to the whitelists of
the source and destination instances. This ensures that DTS servers can connect to the
source and destination instances.

8. Configure the synchronization policy and objects.

Initial Synchronization: Initial Schema Synchronization Initial Full Data Synchronization

Proccessing Mode In
Existed Target Table: ® Clear Target Table © Ignore

Synchronization Type: Insert Update Delete Alter Table

Availzble Selected (To edit an object name or its filker, hover over the object and dick
Edit.) Learn more.
If you search globally, please expand the Q
Q
[=] [ distestdata
] Tables dtstestdata (20bjects)
sys =i| customer
=| order
>
<
Select All
Select All
*Name batch change: ® No ) Yes
og
Cancel Previous Next OO
Section Parameter Description

You must select both Initial Schema Synchronization
and Initial Full Data Synchronization in most cases.
After the precheck, DTS synchronizes the schemas

Initial Synchronization and data of the required objects fromthe source
instance to the destination instance. The schemas
and data are the basis for subsequent incremental
synchronization.
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Section Parameter Description

Synchronizat
ion policy o Clear Target Table

Skips the Schema Name Conflict item during the
precheck. Clears the data in the destination table
before initial full data synchronization. If you want
to synchronize your business data after testing

the data synchronization task, you can select this
Processing Mode In mode.

Existed Target Table
° Ignore
Skips the Schema Name Conflict item during the
precheck. Adds new data to the existing data
during initial full data synchronization. You can
select this mode if you want to synchronize data
from multiple tables to one table.

Select the types of operations that you want to
synchronize based on your business requirements.

o Insert

Synchronization Type
y P o Update

o Delete

o Alter Table

Select tables from the Available section and click the

right arrow ( » ) icon to add the tables to the

Selected section.

@ Note

Objects to be © You can select only tables as the objects

synchronized N/A to be synchronized.

°© You can change the names of columns in
the destination database by using the
object name mapping feature provided by
DTS. For more information about how to
use this feature, see Specify the name of
an object in the destination instance.

9. Specify the primary key column and distribution column of the table that you want to
synchronize to the AnalyticDB for PostgreSQL instance.
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dtstestdata customer id id v Defined

Defined

Total: 2 item(s), Per Page: |20 v |item(s) -
Cancel Previous Save

dtstestdata order orderid orderid

Search

@ Note The page in this step appears only if you select Initial Schema
Synchronization.

10. In the lower-right corner of the page, click Precheck.

® Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

11. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

12. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

i ] Svnchroni Delay: 0 Milliseconds Py A YouG One-Way SPa't:se .Tfsg slju::.lld—_.c
ynchronizing SDQE‘d: CTPS"_["']DMB‘-:S: aYy-AsS-ToU-Go S\-’nch'ﬂﬂila: on ubscripuon pgrade

Total: 1 item(s), Per Page: 20 item(s)

More

7.4. Synchronize data from a user-created
MySQL database hosted on ECS to an
AnalyticDB for PostgreSQL instance

This topic describes how to synchronize data from a user-created MySQL database hosted on
ECS to an AnalyticDB for PostgreSQL instance by using Data Transmission Service (DTS).
Prerequisites

e The version of the user-created MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.
e The binary logging feature is enabled for the source database. A database account is created
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for the data synchronization task. For more information, see Create an account for a user-
created MySQL database and configure binary logging.

@ Note The account must have the REPLICATION SLAVE permission, the REPLICATION
CLIENT permission, the SHOW VIEW permission, and the permission to perform SELECT
operations on the required objects.

e The tables to be synchronized from the source database contain primary keys.

e An AnalyticDB for PostgreSQL instance is created. For more information, see Create an
instance.

Notes

DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source database,
the tables have no primary keys, or a deadlock occurs in the destination database. Before
synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU loads of the source and destination databases are less than

30%.
Limits
e You can select only tables as the objects to be synchronized.

e You cannot synchronize the following types of data: BIT, VARBIT, GEOMETRY, ARRAY, UUID,
TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

e We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
operations on objects during data synchronization. Otherwise, data synchronization may fail.
Supported SQL operations

e DML operations: INSERT, UPDATE, and DELETE
e DDL operations: ADD COLUMN, and RENAME COLUMN

@ Note The CREATE TABLE operation is not supported. To synchronize data from a new
table, you must add the table to the selected objects. For more information, see Add an
object to a data synchronization task.

Supported synchronization topologies

e One-way one-to-one synchronization
e One-way one-to-many synchronization

e One-way many-to-one synchronization

Term mappings
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Data Transmission
Service

Term in MySQL

Term in AnalyticDB for PostgreSQL

Database Schema
Table Table
Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe purchase page, select MySQL for the source instance and AnalyticDB
for PostgreSQL for the destination instance. Select One-Way Synchronization as the
synchronization topology.

2. Logontothe DTS console.

w

. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing)  China (Qingdao)

China (Shanghai) Hong Kong  US (virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration < Refresh
Change Tracking

Task Name A Search Sort: Default Sorting v | Status: all v
Data Synchronization

Operation Log O

Task Name Status Syni

Billing Method

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.
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1.Configure Source and Destination Instances in

Synchronization Task Name: | MySQL_TO_ADB for PostgreSQL
| Source Instance Details

Instance Type: | User-Created Database in ECS Instance v
Instance Region: China (Hangzhou)
* ECS Instance ID: | jbp; -
Database Type: MySQL

* Port Number: | 3306

* Database Account: | dtstest ‘

@‘

= Database Password

Destination Instance Details

Instance Type: AnalyticDB for PostgreSQL

Instance Region: China (Hangzhou)

* Instance ID ap-bp3 -

* Database Name ‘ dtstestdata ‘

* Database Account:

distest

= Database Password

|
Cancel Set Whitelist and Next

Section Parameter Description
Synchroni .
zation DTS automatically generates a task name. We recommend that
N/A Task you use an informative name for easy identification. You do not
need to use a unique task name.
Name
Instance .
Select User-Created Database in ECS Instance.
Type
The region of the source instance. The value is the same as that
Instance . . .
Region you selected when purchasing the data synchronization
9 instance. You cannot change the value of this parameter.
Instance Select the ID of the ECS instance that is connected to the user-
ID created MySQL database.
Database The value of this parameter is set to MySQL and cannot be
Type changed.
Port Enter the service port number of the user-created MySQL
Number database. The default port number is 3306.

Source
Instance
Details
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Section Parameter Description

Enter the account for the user-created MySQL database.

@ Note The account must have the REPLICATION SLAVE

Database o o
Account permission, the REPLICATION CLIENT permission, the SHOW
VIEW permission, and the permission to perform SELECT
operations on the required objects.
Database
Enter the password for the database account.
Password
Instance The value of this parameter is set to AnalyticDB for PostgreSQL
Type and cannot be changed.
The region of the destination instance. The value is the same as
Instance . N
Region that you selected when purchasing the data synchronization
9 instance. You cannot change the value of this parameter.
Instance Select the ID of the destination AnalyticDB for PostgreSQL
ID instance.
PR Database ..
Destination Enter the name of the destination database.
Instance Name
Details
Enter the database account for the destination AnalyticDB for
PostgreSQL instance.
Database @
Account Note The database account must have the SELECT,
INSERT, UPDATE, DELETE, COPY, TRUNCATE, and ALTER TABLE
permissions.
Database
Enter the password for the database account.
Password

7. In the lower-right corner of the page, click Set Whitelist and Next.

@ Note The CIDR blocks of DTS servers are automatically added to the inbound rule of
the source ECS instance and the whitelist of the destination AnalyticDB for PostgreSQL
instance. This ensures that DTS servers can connect to the source and destination
instances.

8. Configure the synchronization policy and objects.
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2.Select Objects to Synchronize
Initial Synchronization: Initial Schema Synchronization Initial Full Data Synchronization
Pr ssing Mode In
Existed Target Table: ® Clear Target Table Ignore
Synchronization Type: [+] Insert Update Delete Alter Table
Availzble Selected (To edit an object name or its filter, hover over the object and dlick
Edit.) Learn more.
If you search globally, please expand the Q
Q
[l dtstestdata
57 Tables dtstestdata (20bjects)
sys =| customer
=| order
>
<
Select All
Select All
*Name batch change: ® No Yes
oo
Cancel Previous Next 0O
Section Parameter Description

Initial Synchronization

Processing Mode In
Existed Target Table

Synchronizat
ion policy

You must select both Initial Schema Synchronization
and Initial Full Data Synchronization in most cases.
After the precheck, DTS synchronizes the schemas
and data of the required objects fromthe source
instance to the destination instance. The schemas
and data are the basis for subsequent incremental
synchronization.

o Clear Target Table

Skips the Schema Name Conflict item during the
precheck. Clears the data in the destination table
before initial full data synchronization. If you want
to synchronize your business data after testing
the data synchronization task, you can select this
mode.

o Ignore

Skips the Schema Name Conflict item during the
precheck. Adds new data to the existing data
during initial full data synchronization. You can
select this mode if you want to synchronize data
from multiple tables to one table.
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Section Parameter Description

Select the types of operations that you want to
synchronize based on your business requirements.

. . o Insert
Synchronization Type

o Update
o Delete

o Alter Table

Select tables from the Available section and click the

right arrow ( > ) icon to add the tables to the

Selected section.

@ Note

Objects to be °o You can select only tables as the objects

synchronized N/A to be synchronized.

©o You can change the names of columns in
the destination database by using the
object name mapping feature provided by
DTS. For more information about how to
use this feature, see Specify the name of
an object in the destination instance.

9. Specify the primary key column and distribution column of the table that you want to
synchronize to the AnalyticDB for PostgreSQL instance.

Schema Table Primary Key Column Distribution Column Definition Status(All) ~
dtstestdata customer id id v Defined
dtstestdata order orderid orderid v Defined
dts.migration.message.greenplu Search Total: 2 item(s), Per Page: |20 v |item(s) ® - »

Cancel Previous Save

@ Note The page in this step appears only if you select Initial Schema
Synchronization.

10. In the lower-right corner of the page, click Precheck.
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@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

11. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

12. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

Pause Task Switch to
Subscription Uparade
More

L] - Delay: 0 Milliseconds o One-Way
synetronizing Speed: OTPS{0.00MB/s) Pay-hs-You-Go Synchronization

Total: 1 item(s), Per Page: 20 item(s)

7.5. Synchronize data from a user-created
MySQL database connected over Express
Connect, VPN Gateway, or Smart Access
Gateway to an AnalyticDB for PostgreSQL
instance

This topic describes how to synchronize data from a user-created MySQL database connected
over Express Connect, VPN Gateway, or Smart Access Gateway to an AnalyticDB for PostgreSQL
instance by using Data Transmission Service (DTS). The data synchronization feature allows you
to transfer and analyze data with ease.

Prerequisites

e The version of the user-created MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.
e The tables to be synchronized from the source database contain primary keys.

e The binary logging feature is enabled for the source database. A database account is created
for the data synchronization task. For more information, see Create an account for a user-
created MySQL database and configure binary logging.

@ Note The account must have the REPLICATION SLAVE permission, the REPLICATION
CLIENT permission, the SHOW VIEW permission, and the permission to perform SELECT
operations on the required objects.
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e The on-premises network to which the user-created MySQL database belongs is connected to
Alibaba Cloud VPC over Express Connect, VPN Gateway, or Smart Access Gateway. DTS is
allowed to access the network to which Express Connect, VPN Gateway, or Smart Access
Gateway belongs. For more information, see Configure a route between DTS and Express
Connect, VPN Gateway, or Smart Access Gateway.

@ Note For more information about how to connect a VPC to an on-premises data
center, see Connect to local IDCs.

e An AnalyticDB for PostgreSQL instance is created. For more information, see Create an
instance.

Precautions

DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source database,
the tables have no primary keys, or a deadlock occurs in the destination database. Before you
synchronize data, evaluate the performance of the source and destination databases. We
recommend that you synchronize data during off-peak hours. For example, you can synchronize
data when the CPU usage of the source and destination databases is less than 30%.

Limits
e You can select only tables as the objects to be synchronized.

e You cannot synchronize the following types of data: BIT, VARBIT, GEOMETRY, ARRAY, UUID,
TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

e We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
operations on objects during data synchronization. Otherwise, data synchronization may fail.

SQL operations that can be synchronized

e DML operations: INSERT, UPDATE, and DELETE
e DDL operations: ADD COLUMN and RENAME COLUMN

@ Note The CREATE TABLE operation is not supported. To synchronize data from a new
table, you must add the table to the selected objects. For more information, see Add an
object to a data synchronization task.

Supported synchronization topologies

e One-way one-to-one synchronization
e One-way one-to-many synchronization
e One-way many-to-one synchronization

Term mappings
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Term in MySQL Term in AnalyticDB for PostgreSQL
Database Schema
Table Table

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set Source Instance to MySQL, set Target Instance to
AnalyticDB for PostgreSQL, and set Synchronization Topology to One-Way
Synchronization.

2. Logontothe DTS console.

w

. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing)  China (Qingdao)

China (Shanghai) Hong Kong  US (virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration < Refresh
Change Tracking

Task Name A Search Sort: Default Sorting v | Status: all v
Data Synchronization

Operation Log O Task Name Status Syn Billing Method

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.
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Data Transmission
Service

1.Configure Source and Destination Instances in Synchronization

Synchronization Task Name: | MySQL_TO_AnalyticDB for PostgreSQL

| Source Instance Details

Instance Type: | User-Created Database Connected Over Express Connect, VPl ¥

Instance Region: China (Hangzhou)

* Pee

PC:

vpC-bp3 -

Database Type: MySQL

= IP Address:

* Port Number: | 3306

* Database Account: ‘ dtstest |

* Database Password: | ssssssss Q)|
Destination Instance Details
Instance Type: AnalyticDB for PostgreSQL
Instance Region: China (Hangzhou)
* Instance 1ID: gp-1u . -
* Database Name: | distestdata |
* Database Account: ‘ dtstest |
* Database Password: ‘--...... &

Section Parameter Description
Synchroniz
ation Task

Name

N/A

Instance
Type

Proprietary network of Other Apsara Stack Accounts

Cancel Set Whitelist and Next

DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You do
not need to use a unique task name.

Select User-Created Database Connected over Express Connect,
VPN Gateway, or Smart Access Gateway.

The region of the source instance. The region is the same as the

Instance
Region
parameter.

source region that you selected when you purchased the data
synchronization instance. You cannot change the value of this

Select the ID of the VPC that is connected to the user-created

Peer VPC
MySQL database.

Database

Type changed.

IP Address

Port

Source Number

Instance
Details

The value of this parameter is set to MySQL and cannot be

Enter the server IP address of the user-created MySQL database.

Enter the service port number of the user-created MySQL
database. The default port number is 3306.
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Section Parameter Description

Enter the account of the user-created MySQL database.

@ Note The account must have the REPLICATION SLAVE

Database o o
Account permission, the REPLICATION CLIENT permission, the SHOW
VIEW permission, and the permission to perform SELECT
operations on the required objects.
Database
Enter the password for the source database account.
Password
Instance The value of this parameter is set to AnalyticDB for PostgreSQL
Type and cannot be changed.
The region of the destination instance. The region is the same as
Instance the destination region that you selected when you purchased the
Region data synchronization instance. You cannot change the value of
this parameter.
Select the ID of the destination AnalyticDB for PostgreSQL
Instance ID .
instance.
Destination Database
Instance Narme Enter the name of the destination database.
Details
Enter the database account of the destination AnalyticDB for
PostgreSQL instance.
Database @
Account Note The account must have the SELECT, INSERT,
UPDATE, DELETE, COPY, TRUNCATE, and ALTER TABLE
permissions.
Database s
Enter the password for the destination database account.
Password

7. In the lower-right corner of the page, click Set Whitelist and Next.

@ Note The CIDR blocks of DTS servers are automatically added to the whitelist of the
destination AnalyticDB for PostgreSQL instance. This ensures that DTS servers can
connect to the destination AnalyticDB for PostgreSQL instance.

8. Configure the synchronization policy and objects.
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2.Select Objects to Synchronize
Initial Synchronization: Initial Schema Synchronization Initial Full Data Synchronization
Pr ssing Mode In
Existed Target Table: ® Clear Target Table Ignore
Synchronization Type: [+] Insert Update Delete Alter Table
Availzble Selected (To edit an object name or its filter, hover over the object and dlick
Edit.) Learn more.
If you search globally, please expand the Q
[l dtstestdata
57 Tables dtstestdata (20bjects)
sys =| customer
=| order
>
<
Select All
Select All
*Name batch change: ® No Yes
oo
Cancel Previous Next 0O
Section Parameter Description

Initial Synchronization

Processing Mode In
Existed Target Table

Synchronizat
ion policy

You must select both Initial Schema Synchronization
and Initial Full Data Synchronization in most cases.
After the precheck, DTS synchronizes the schemas
and data of the required objects fromthe source
instance to the destination instance. The schemas
and data are the basis for subsequent incremental

synchronization.

o Clear Target Table

Skips the Schema Name Conflict item during the
precheck. Clears the data in the destination table
before initial full data synchronization. If you want
to synchronize your business data after testing
the data synchronization task, you can select this

mode.

° Ignore

Skips the Schema Name Conflict item during the
precheck. Adds data to the existing data during
initial full data synchronization. If you want to
synchronize data from multiple tables to one table,
you can select this mode.
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Section Parameter Description

Select the types of operations that you want to
synchronize based on your business requirements.

o Insert

Synchronization Type
4 yp o Update
o Delete

o Alter Table

Select tables from the Available section and click the

» icon to move the tables to the Selected section.

@ Note

° You can select only tables as the objects

. to be synchronized.
Objects to be N/A

synchronized ©o You can change the names of the columns
that are synchronized to the destination
database by using the object name
mapping feature. For more information
about how to use this feature, see
Specify the name of an object in the
destination instance.

9. Specify the primary key column and distribution column of the table that you want to
synchronize to the AnalyticDB for PostgreSQL instance.

Schema Table Primary Key Column Distribution Column Definition Status(All) ~

dtstestdata customer id id v Defined
dtstestdata order orderid orderid v Defined

dts.migration.message.areenplu Search Total: 2 item(s), Per Page: |20 v |item(s) « - >

Cancel Previous Save

@ Note The page in this step appears only if you select Initial Schema
Synchronization. For more information about primary key columns and distribution
columns, see Table constraints and Partition keys.

10. In the lower-right corner of the page, click Precheck.
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@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

11. Close the Precheck dialog box after the following message is displayed: The precheck is
passed. Then, the data synchronization task starts.

12. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.
You can view the status of the data synchronization task on the Synchronization Tasks
page.

Pause Task Switch to
Subseription Uparade
More

Li ] P Delay: 0 Milliseconds — One-Way
Synchranizing Speed: 0TPS(D.00MB/s) Pay-As-You-Go Synchronization

Total: 1 item(s), Per Page: 20 item(s)

7.6. Synchronize data from a user-created
MySQL database hosted on ECS to
Elasticsearch

Alibaba Cloud Elasticsearch is compatible with open-source Elasticsearch features such as
Security, Machine Learning, Graph, and Application Performance Management (APM). Alibaba
Cloud Elasticsearch provides capabilities such as enterprise-level access control, security
monitoring and alerts, and automatic report generation. You can use Alibaba Cloud
Elasticsearch to search and analyze data. You can use Data Transmission Service (DTS) to
synchronize data from a user-created MySQL database that is hosted on ECS to an Elasticsearch
instance.

Prerequisites

e An Elasticsearch instance (5.5, 6.3, or 6.7 version) is created. For more information, see Create
an Alibaba Cloud Elasticsearch instance.

e The version of the user-created MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

Limits

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may

become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
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database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e DDL operations cannot be synchronized. If a DDL operation is performed on the table in the
source database during data synchronization, you must perform the following steps: Remove
the table fromthe required objects, remove the index for the table from the Elasticsearch
instance, and then add the table to the required objects. For more information, see Remove an
object from a data synchronization task and Add an object to a data synchronization task.

e To add columns to the table that you want to synchronize, perform the following steps:
Modify the mappings of the table in the Elasticsearch instance, perform DDL operations in the
source MySQL database, and then pause and start the data synchronization task.

SQL operations supported by data synchronization
INSERT, DELETE, and UPDATE operations

Data type mappings

The data types of MySQL and Elasticsearch instances do not have one-to-one correspondence.
During initial schema synchronization, DTS maps the data types of the source database to the
destination database. For more information, see Data type mappings for initial schema
synchronization.

Preparations

Create an account for a user-created MySQL database and configure binary logging

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Select MySQL for the source instance and Elasticsearch for the destination
instance. Select One-Way Synchronization as the synchronization topology.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) —China(Hangzhou) China (Shenzhen) China (Befjing) ~ China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia) ~ US (Silicon Valley) UAE (Duba) Malaysia (Kuala Lumpur)  Germany (Frankfurt) ~ China (Hohhot) UK (London)

Ovenview the region of the destination instance in the synchronization task.)

Data Migration < Refresh
Change Tracking
Task Name v Search Sort: | Default Sorting v | Status: | Al v

Data Synchronization

Operation Log

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.
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1.Configure Source and Destination

Synchronization Task Name: | RDS_TO_Elasticsearch

| Source Instance Details

Instance Type:
Instance Region: Singapore
* ECS Instance ID:

Database Type: MySQL

User-Created Database in ECS Instance v

* Port Number.

3306

* Database Account: | dtstest

* Database Password: | esssessssese GJ‘
Destination Instance Details
Instance Type: Elasticsearch
Instance Region: Singapore
* Elasticsearch -
* Database Account: | elastic ‘
* Database Password: | eseseseseeseees G)‘
Section Parameter Description
Synchroniz DTS automatically generates a task name. We recommend that
N/A ation Task you use an informative name for easy identification. You do not
Name need to use a unique task name.
Instance .
Select User-Created Database in ECS Instance.
Type
The region of the source instance. The region is the same as the
Instance region that you selected when you purchased the data
Region synchronization instance. You cannot change the value of this
parameter.
ECS Select the ID of the ECS instance that is connected to the user-
Instance ID created MySQL database.
Database The value of this parameter is set to MySQL and cannot be
Type changed.
Port Enter the service port number of the user-created MySQL
Number database.
Source
Instance
Details
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Section Parameter Description
Enter the account for the user-created MySQL database.
Database @ Note The account must have the REPLICATION SLAVE
Account permission, the REPLICATION CLIENT permission, the SHOW
VIEW permission, and the permission to perform SELECT
operations on the required objects.
Database
Enter the password for the database account.
Password
Instance The value of this parameter is set to Elasticsearch and cannot be
Type changed.
The region of the destination instance. The region is the same as
Instance the region that you selected when you purchased the data
Region synchronization instance. You cannot change the value of this
L. parameter.
Destination
Instance Elasticsearc
Details h Select the ID of the Elasticsearch instance.
Database Enter the account that is used to connect to the Elasticsearch
Account instance. The default account is elastic.
Database
Enter the password for the account.
Password

7. In the lower-right corner of the page, click Set Whitelist and Next.

(® Note The CIDR blocks of DTS servers are automatically added to the inbound rule of
the ECS instance and the whitelist of the Elasticsearch instance. This ensures that DTS
servers can connect to the source and destination instances.

8. Configure the index name, the processing mode of identical index names, and the objects to

be synchronized.
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2 Select Objects to Synchronize

Synchronization Mode:One-Way Synchronization
Index Name: | DatabseName_TableName v
Proccessing Mode In
Existed Target Table: '® pre-check and Intercept ' Ignore

Avzilable Selected (To edit an object name or its filter, hover over the obje

Edit.) Learn more.
If you search globally, please expand the Q
Q
sYs
5] p: dstestdata distestdata (20bjects)
] s Tables * dtstestdata_customer S
* dtstestdata_order Source Table Na.
>
<
Select All
Select All
*Name batch change: ® No Yes
Parameter Description

Index Name

o Table Name

If you select Table Name, the name of the index that is created in the
Elasticsearch instance is the same as the name of the table. In this
example, the index name is customer.

o DatabaseName_TableName

If you select DatabaseName_TableName, the name of the index that
is created in the Elasticsearch instance is <Database name>_<Table
name>. In this example, the index name is dtstestdata_customer.
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Parameter Description

o Pre-check and Intercept: checks whether the destination database
contains indexes that have the same names as tables in the source
database. If the destination database does not contain indexes that
have the same names as tables in the source database, the precheck
is passed. Otherwise, an error is returned during precheck and the
data synchronization task cannot be started.

@ Note If indexes in the destination database have the same
names as tables in the source database, and cannot be deleted
or renamed, you can use the object name mapping feature. For
more information, see Specify the name of an object in the
destination instance.

o Ignore: skips the precheck for identical index names in the source
and destination databases.

Warning If you select Ignore, data consistency is not
guaranteed and your business may be exposed to potential risks.

Processing Mode In m |f the source and destination databases have the same

Existed Target Table mappings and the primary key of a record in the
destination database is the same as that in the source
database, the record remains unchanged during initial
data synchronization. However, the record is overwritten
during incremental data synchronization.

m |f the source and destination databases have different
mappings, initial data synchronization may fail. In this
case, only some columns are synchronized or the data
synchronization task fails.

Select objects fromthe Available section and click the 3 iconto move
Objects to be
synchronized the objects to the Selected section.

You can select tables and databases as the objects to be synchronized.

9. In the Selected section, move the pointer over a table, and then click Edit. In the Edit Table
dialog box that appears, configure parameters for the table in the Elasticsearch instance,
such as the index name and type name.
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Edit Table

Information: After you edit the table or column name in the spurce database, the
corresponding table or column name in the destination database is also updated.

* Index Name: | dtstestdata_customer

* Type Name: | customer

DTS supports the WHERE dause in SQL
Filter: | statements. Only data that meets the WHERE -

clause can be migrated to the destination y
IsPartition: ® yes O No
id v 1
_id value: Bis id v |id
[] select column
All Column Name Type param column param value
address l.farchar(SZ... index v false v add param
id int(11) index ¥ true T
name varchar(32... index v false v | add param
Parameter Description
Index Name For more information, see Terms in the Elasticsearch documentation.
= arning e only type of special characters that an index name
[] warning The onlyt f special characters that an ind
and type name can contain is underscore (_). An index name and type
Type Name name cannot contain the following special characters: +-&!(){} *"~*?:\%
Specify SQL conditions to filter data. Only data that meets the specified
Filter conditions is synchronized to the destination instance. For more information,
see Use SQL conditions to filter data.
IsPartition Select whether to set partitions. If you select Yes, you must also specify the
partition key column and number of partitions.
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Parameter Description

o Primary key column
Composite primary key fields are merged into one column.
_id value o Business key

If you select a business key, you must also specify the business key
column.

Select the column parameter and parameter value. For more information,

add param . . . .
see Mapping parameters in the Elasticsearch documentation.

10. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

11. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

12. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

[J  1nstance ID/Task Name Status Synchronization Details Billing Method Mode(All) = Actions

0 0 Pause Task  Switch to

; Delay: 0 Milliseconds One-Way - N
Synchronizing Speed: 0TPS(0.00MB/s) Pay-As-You-Go Subscription Upgr;;tiz

O Total: 1 item(s), Per Page: 20 item(s) i >

Check the index and data

If the data synchronization task is in the Synchronizing state, you can connect to the
Elasticsearch instance and check whether the index is created and data is synchronized as
expected. In this example, the Elasticsearch Head plug-in is used.

Synchronization

(@ Note If the index is not created or data is not synchronized as expected, you can delete
the index and data, and then configure the data synchronization task again.
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Elasticsearch i public elasticse| W | €5-CN-mie mi ) [EEEESEIGCCRSPIORSEN
- [ ] ] | B | N .
[ ]
-t | ] |
- _index _type _id _score 4 address id name

dtstestdata_customer customer 2077 1 _— 2077 Patt
dtstestdatg
dtstestdats

kibana_1
.monitoring-es-6-2019.08.28
.monitoring-es-6-2019.08.29

.monitoring-es-6-2019.08.30 distestdatd
.monitoring-es-6-2019.08.31 distestdatd
.monitoring-es-5-2019.09.01 dtstestdatg
.monitoring-es-6-2019.09.02 dtstestdata

.monitoring-es-6-2019.09.03 dtstestdatd
.monitoring-kibana-6-2019.08.28
.monitoring-kibana-6-2019.08.29
.monitoring-kibana-6-2019.08.30
.monitoring-kibana-6-2019.08.31
.monitoring-kibana-6-2019.09.01
.monitoring-kibana-6-2019.08.02

dtstestdatg
dtstestdatg

dtstestdats
dtstestdat3
dtstestdat3

.monitoring-kibana-6-2019.00.03 dtstestdaty
.security-6 dtstestdaty
dtstestdata_customer dtstestdat3
ditstestdaty
s dtstestdaty
customer dtstestdats
doc dtstestdats
dtstestdata_order dtstestdatd

7.7. Synchronize data from an ApsaraDB
RDS MySQL instance to a MaxCompute
project

MaxCompute (previously known as ODPS) is a fast and fully managed computing platform for
large-scale data warehousing. MaxCompute can process exabytes of data. This topic describes
how to synchronize data from an ApsaraDB RDS MySQL instance to a MaxCompute project by
using Data Transmission Service (DTS).

Prerequisites

e MaxCompute is activated. For more information, see Activate MaxCompute.

e A project is created in MaxCompute. For more information, see Create a project.

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e Only table-level data can be synchronized.
e We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
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operations on objects during data synchronization. Otherwise, data synchronization may fail.

e MaxCompute does not support the PRIMARY KEY constraint. If network errors occur, DTS may
synchronize duplicate data records to MaxCompute.

Supported source database types

You can use DTS to synchronize data from the following types of MySQL databases:

e User-created database hosted on ECS

e User-created database connected over Express Connect, VPN Gateway, or Smart Access
Gateway

e User-created database connected over a database gateway

e ApsaraDB RDS MySQL instance that is owned by the same Alibaba Cloud account as
MaxCompute or a different Alibaba Cloud account from MaxCompute

This topic uses an ApsaraDB RDS MySQL instance as an example to describe how to configure a
data synchronization task. You can also follow the procedure to configure data synchronization
tasks for other types of MySQL databases.

@ Note If your source database is a user-created MySQL database, you must prepare the
environments that are required for the source database. For more information, see
Preparation overview.

SQL operations that can be synchronized

e DDL operation: ADD COLUMN
e DML operations: INSERT, UPDATE, and DELETE

Synchronization process

1. Initial schema synchronization DTS synchronizes the schemas of the required objects from
the source database to MaxCompute. During initial schema synchronization, DTS adds the
_base suffix to the end of the source table name. For example, if the name of the source
table is customer, the name of the table in MaxCompute is customer_base.

2. Initial full data synchronization DTS synchronizes the historical data of the table from the
source database to the destination table in MaxCompute. For example, the customer table
in the source database is synchronized to the customer_base table in MaxCompute. The
data is the basis for subsequent incremental synchronization.

(@ Note The destination table that is suffixed with _base is known as a full baseline
table.

3. Incremental data synchronization DTS creates an incremental data table in MaxCompute.
The name of the incremental data table is suffixed with _log, such as customer_log. Then,
DTS synchronizes incremental data that is generated in the source database to the
incremental data table in real time.

@ Note For more information, see Schema of an incremental data table.

Procedure
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Warning To ensure that the synchronization account is authorized, we recommend that
you perform the following steps by using your Alibaba Cloud account.

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set Source Instance to MySQL, set Target Instance to
MaxCompute, and set Synchronization Topology to One-Way Synchronization.

2. Logonto the DTS console.

In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australiz (Sydney)  India (Mumbai) Japan(Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Befjing)  China (Qingdac)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt) — China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration < Refresh
Change Tracking

Task Name A Search Sort: Default Sorting ¥ | Status: | Al A
Data Synchronization

Operation Log O

Billing Method

D/Task Name Status Syn

w

Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

o

Configure the source and destination instances.

7. In the lower-right corner of the page, click Set Whitelist and Next.

(@ Note The CIDR blocks of DTS servers are automatically added to the whitelist of the
source RDS instance and the MaxCompute project. This ensures that DTS servers can
connect to the source and destination instances.

8. In the lower-right corner of the page, click Next. In this step, the permissions on the
MaxCompute project are granted to the synchronization account.

2.Authorize MaxCompute Account

To synchronize data to 2 MaxCompute instance, you must grant the following permissions of project distest to the synchronization account.
CreateTable
Createlnstance
CreateResource
Createlob

List

Cancel Previous

9. Configure the synchronization policy and objects.

10. In the lower-right corner of the page, click Precheck.
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@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

11. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

12. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

[ 1nstance ID/Task Name Status Synchronization Details Billing Method T‘..'-e- -

Pause Task Switch to
Subscription Uparade
More

Delay: 0 Milliseconds Pay-As-You-Go One-Way
Speed: 0TPS(D.00MB/s) s Synchronization

O Total: 1 item(s). Per Page: 20 item(s)

Schema of anincremental data table

U o Synchronizing

DTS synchronizes incremental data that is generated in the source MySQL database to the
incremental data table in MaxCompute. The incremental data table stores incremental data and
specific metadata. The following figure shows the schema of an incremental data table.

A B c D E F G H 1 1 3 L
id v register_time ¥ address |~ record_id | operation_flag ™ utc_imestamp || before_flag |~ after_fiag |w| modifytime_year v modifytime_month|% modifytime_day % modifytime_hour/w
10000  2018-02.03 013801 156¢ 0333 156! 1655 ¥ N 2019 08 16 16
10000  2018-02:03 01384 156 0333 1561 1655 2019 08 16 16

N Y
9999 2016-11 ;! 15685 0419 1564 845 Y N 2019 08 16 16
N Y

10001 2018-12-23 05:11:59 1565 10435 1564 878 2019 08 16 16

@ Note Inthe example, the modifytime_year , modifytime_month , modifytime_day ,
modifytime_hour , and modifytime_minute fields form the partition key. These fields are
specified in the Configure the synchronization policy and objects step.

Schema of an incremental data table
Field Description

The ID of the incremental log entry.

@ Note

e The ID auto-increments for each new log entry.

record_id L .
- e |f an UPDATE operation is performed, DTS generates two incremental

log entries for the operation. The two incremental log entries have
the same record ID.
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Field Description

The operation type. Valid values:
® |: an INSERT operation.
operation_fla
P -rag e D: a DELETE operation.

e U: an UPDATE operation.

The operation timestamp. It is also the timestamp of the binary log file. The

utc_timestam . .
- P timestamp is in the UTC format.

Indicates whether the column values are pre-update values. Valid values: Y and

before_flag N

Indicates whether the column values are post-update values. Valid values: Y and

after_flag N

Additional information about the before_flag and after_flag fields

For different operation types, the before_flag and after_flag fields of an incremental log entry
are defined as follows:

o INSERT

For an INSERT operation, the column values are the newly inserted record values (post-update
values). The value of the before_flag field is N and the value of the after_flag field is Y.

A B c D 3 F G H 1 J K L
1 id [~ registertime v address |~ record_id | operation_flag Y utc_timestamp |~ before_flag [ after_flag |% modifytime_year || modifytime_month|% modifytime_day v modifytime_hour v

5 10001 2018-12:23 05:11:59 | 15 0435 |1 15677 7878 N Y 2019 08 16 16

e UPDATE

DTS generates two incremental log entries for an UPDATE operation. The two incremental log
entries have the same values for the record_id, operation_flag, and dts_utc_timestamp fields.

The second log entry records the pre-update values, so the value of the before_flag field is Y
and the value of the after_flag field is N. The second log entry records the post-update
values, so the value of the before_flag field is N and the value of the after_flag field is Y.

c D 3 F G H 1 ) 3 L
~ address |~ record_id ~ operation_flag Y] utc_timestamp v before_flag |w afterflag v modifytime_year v modifytime_month v modifytime_day | modifytime_hour v

2018-02-03 01:38:01 ] 156/ 00333 U 15€ 1655 Y N 2019
2018-02-03 01:38:01 L] 156/ 100333 U 156 1655 N Y

e DELETE

For a DELETE operation, the column values are the deleted record values (pre-update values).
The value of the before_flag field is Y and the value of the after_flag field is N.

A [ c D 3 3 G H 1 3 K L
1 id [~ register time ~ address | v record id ~ operation_flag T utc_ timestamp || before flag ¥ afier_flag |% modifytime. year | modifytime_month|%| modifytime_day | modifytime_hour v

la 9999 2016-11-18 11:44:54 ] 156AMMMNEAAR000419 D 156 1845 Y N 2019 08 16 16

Merge a full baseline table and incremental data table

After a data synchronization task is started, DTS creates a full baseline table and an
incremental data table in MaxCompute. You can use SQL statements to merge the two tables.
This allows you to obtain the full data at a specific time point.

This section describes how to merge data for the customer table. The following figure shows the
schema of the customer table.
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Field ¥ | Type ¥ | MNull | *| Key v | Default |v| Extra|~
1 id int(11) 200 PRI
2 register_time timestamp YES
3 address varchar (32) TES
Procedure

1. Create a table in MaxCompute based on the schema of the source table. The table is used to
store the merged data.

For example, you can obtain full data of the customer table at the 1565944878 time point.
Run the following SQL statements to create the required table:

CREATE TABLE “customer_1565944878" (
“id” bigint NULL,
‘register_time" datetime NULL,

“address’ string);

® Note

o You can use the ad-hoc query feature to run SQL statements. For more
information, see (Optional) Use an ad-hoc query to run SQL statements.

o For more information about the data types that are supported by MaxCompute,
see Data types.

2. Run the following SQL statements in MaxCompute to merge the full baseline table and
incremental data table and obtain full data at a specific time point:
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set odps.sqgl.allow.fullscan=true;

insert overwrite table <result_storage_table>

select <col1>,

<col2>,

<colN>

from(

select row_number() over(partition by t.<primary_key_column>

order by record_id desc, after_flag desc) as row_number, record_id, operation_flag, after_flag, <co
11>, <col2>, <colN>

from(

select incr.record_id, incr.operation_flag, incr.after_flag, incr.<col1>, incr.<col2>,incr.<colN>

from <table_log> incr

where utc_timestamp< <timestamp>

union all

select 0 as record_id, 'lI' as operation_flag, 'Y' as after_flag, base.<col1>, base.<col2>,base.<colN>
from<table_base> base) t) gt

where record_num=1

and after_flag='"Y'

@ Note
o <result_storage_table>: the name of the table that stores the merged data.
o <col1>/<col2>/<colN>: the names of the columns in the table to be merged.

o <primary_key_column>: the name of the primary key column in the table to be
merged.

o <table_log>: the name of the incremental data table.
o <table_base>: the name of the full baseline table.

o <timestamp>: the timestamp that is generated when full data is obtained.

Run the following SQL statements to obtain full data of the customer table at the 156594487

8 time point:
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set odps.sqgl.allow.fullscan=true;

insert overwrite table customer_1565944878

select id,

register_time,

address

from(

select row_number() over(partition by t.id

order by record_id desc, after_flag desc) as row_number, record_id, operation_flag, after_flag, id,
register_time, address

from(

select incr.record_id, incr.operation_flag, incr.after_flag, incr.id, incr.register_time, incr.address
from customer_log incr

where utc_timestamp< 1565944878

union all

select 0 as record_id, 'lI' as operation_flag, 'Y' as after_flag, base.id, base.register_time, base.addr
ess

from customer_base base) t) gt

where gt.row_number= 1

and gt.after_flag="Y";

3. Query the merged data from the customer_1565944878 table.

[5q) infra_2019_08_14_01_50_.. @

= ® © M

rom customer_1565944878

Runtime Log

w register_time v address
2017-12-09 14:00:12 E |
2017-11-16 21:17:39
2019-01-29 07:56:20

7.8. Use alternative naming for system-
created columns
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Data Transmission Service (DTS) creates metadata columns for the tables that are replicated to
MaxCompute. These additional columns are used to store metadata that assists the data
processing of MaxCompute, such as sorting and removal of duplicates. If your source table
contains columns that have the same names as the metadata columns created by DTS, the data
synchronization task fails. To resolve this issue, you can configure DTS to use alternative naming
during the creation of metadata columns.

Context

Before you enable alternative naming for metadata columns, check whether the existing
columns in your source table have the same names as the default column names used by DTS as
listed in the following table.

@ Note In step 2, you can specify whether to use the alternative naming rules for
metadata columns.

Naming rules for metadata columns

Target Default column

. Alternative column names Reference
instance names

e new_dts_sync_record_id

* record_id e new_dts_sync_operation_flag

* operation_flag e new_dts_sync_utc_timestamp

® utc_timestamp e new_dts_sync_before_flag

* before flag e new_dts_sync_after_flag

* after_flag e new_dts_sync_modifytime_yea . .
For more information,

MaxComput ¢ modifytime_year ' see Schema of an
e ¢ modifytime_mont e new_dts_sync_modifytime_mo incremental data table.
h nth
* modifytime_day ® new_dts_sync_modifytime_day
® modifytime_hour ® new_dts_sync_modifytime_hou

e modifytime_minut r
e ® new_dts_sync_modifytime_min

ute

Procedure

1. Create and configure a data synchronization task. For more information, see steps 1to 7 in
Create a data synchronization task.

2. In the Select Objects to Synchronize step, specify whether you want to use the new naming
rules for additional columns.
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3.Precheck
Initial Synchronization: |w| Initial Schema Synchronization
Available Selected
Learn maore.
Q
Q
distest
distestdata dtstestdata (20bjects)
Tables customer
order
>
L4
Select All
Select All
*Change Mapped Name: (@ Do Not Change Database and Table Names () Change Database and Table Names

*Whether to enable new additional @ Yes ) No
column rules

Cancel Previous

Option Description
If you select Yes, the alternative naming rules for metadata columns are

used. If your source table contains columns that use the same names as the
Yes default metadata column names, you must set this option. Alternative

naming adds the new_dts_sync_ prefix to the default names to make
conflicts much less likely.

No If you select No, the default naming rules are used for metadata columns.

3. Complete other configurations and continue to create a task.

References

e Database types, initial synchronization types, and synchronization topologies

e Overview of data synchronization scenarios

7.9. Synchronize data from a user-created
MySQL database to a Message Queue for
Apache Kafka instance

This topic describes how to synchronize data from a user-created MySQL database to a Message
Queue for Apache Kafka instance by using Data Transmission Service (DTS). This allows you to
extend message processing capabilities.
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Prerequisites

e The version of the user-created MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.
e The version of the destination Kafka instance is 0.10 or 1.0.

e Inthe destination Kafka instance, a topic is created to receive the synchronized data. For more
information, see

Context

is a distributed, high-throughput, and scalable message
queue service provided by Alibaba Cloud. It provides fully managed services for the open-source
Apache Kafka to solve the long-standing shortcomings of open-source products. Message
Queue for Apache Kafka allows you to focus on business development without the need to
consider deployment and 0&M. Message Queue for Apache Kafka is widely used in big data
fields such as log collection, monitoring data aggregation, streaming data processing, and
online and offline analysis. It has become indispensable for the big data ecosystem.

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e The source database must have PRIMARY KEY or UNIQUE constraints and all fields must be
unique. Otherwise, duplicate data may exist in the destination database.

Limits
e You can select only tables as the objects to be synchronized.

e DTS does not synchronize the data in a renamed table to the destination Kafka cluster. This
applies if the new table name is not included in the objects to be synchronized.To
synchronize the data in a renamed table to the destination Kafka cluster, you must modify the
objects to be synchronized. For more information, see

Data format

The data that is synchronized to the Kafka cluster is stored in the Avro format. For more
information, see

After the data is synchronized to the Kafka cluster, you must parse the data based on the Avro
schema.

Billing

For more information, see
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Preparations

Create an account for a user-created MySQL database and configure binary logging

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

(@ Note Onthe buy page, set Source Instance to MySQL, set Target Instance to Kafka,
and set Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.

w

. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australiz (Sydney)  India (Mumbai) Japan(Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing)  China (Qingdac)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchranization task.)

Data Migration < Refresh

Change Tracking
Task Name A Search Sort: Default Sorting v | Status: All A
Data Synchronization
Synchi

Instance ID/Task Name Status Synchronization Details Billing Method M

Operation Log O

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.
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databases

Data Transmission
Service

Synchronization Task Name:

Source Instance Details

Instance Type

Instance Region

* ECS Instance ID:

Database Type

* Port Number:

MySQL_TO_Kafkaold

User-Created Database in ECS Instance hd

China (Hangzhou)
-
MySQL

3306

* Database

count | dtstest

* Database Password: | esssssss

@‘r|

Destination Instance Details

Instance Type: | User-Created Database Connected Over Express Conni v

Instance Region: China (Hangzhou)

* Peer VPC: | vpc

Database Type: | Kafka

* IP Address: | 172.16

* Port Number: | 9092

Database Password

* Topic: | dtstesttopic

Optional
&> Optional

v Get Toplic list

Click Get Topic List and then select the specific topic.

* Kafka Version | 0.10

* Encryption: ® Non-encrypted O SCRAM-SHA-256

Section Parameter
Synchroniza

N/A tion Task
Name
Instance
Type
Instance
Region
ECS
Instance ID

Source

Instance

Details

Cancel Set Whitelist and Next

Description

DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You do
not need to use a unique task name.

Select RDS Instance, User-Created Database in ECS Instance, or
User-Created Database Connected over Express Connect, VPN
Gateway, or Smart Access Gateway based on where the source
database is deployed.

This topic uses User-Created Database in ECS Instance as an
example to describe how to configure a data synchronization
task. You can also follow the procedure to configure data
synchronization tasks for other types of user-created MySQL
databases.

The region of the source instance. The region is the same as
the source region that you selected when you purchased the
data synchronization instance. You cannot change the value of
this parameter.

Select the ID of the ECS instance that is connected to the user-
created MySQL database.
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Section Parameter Description
Database The value of this parameter is set to MySQL and cannot be
Type changed.
Port Enter the service port number of the user-created MySQL
Number database.
Enter the account of the user-created MySQL database. The
Database account must have the REPLICATION SLAVE permission, the
Account REPLICATION CLIENT permission, the SHOW VIEW permission,
and the permission to perform SELECT operations on the
required objects.
Database
Enter the password for the database account.
Password
Select User-Created Database Connected over Express
Connect, VPN Gateway, or Smart Access Gateway.
@ Note You cannot select Message Queue for Apache
Kafka as the instance type. You can use Message Queue
Instance for Apache Kafka as a user-created Kafka database to
Type configure data synchronization.
The region of the destination instance. The region is the same
Instance as the destination region that you selected when you
Region purchased the data synchronization instance. You cannot
change the value of this parameter.
Select the ID of the VPC to which the destination Message
Queue for Apache Kafka instance belongs. To obtain the VPC
ID, you can log on to the Message Queue for Apache Kafka
console and navigate to the Instance Details page of the
Message Queue for Apache Kafka instance. In the Basic
Information section, you can view the VPC ID.
Instance Details Task Records
Peer VPC

Basic Information

Instance 1D:

Instance Type: Standard Edition

Peak Trafiicc 20 MBJ/s

Digk Type: Ultra Disk

LVPC ID; vpc-by |
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databases Service
pecti?Rtion Parameter Description
Instance
i Database
Details Select Kafka.
Type
Enter an IP address from the Default Endpoint parameter of
the Message Queue for Apache Kafka instance.
@ Note To obtain anIP address, you can log on to the
IP Address Message Queue f(?r Apache Kafka console and navigate to
the Instance Details page of the Message Queue for
Apache Kafka instance. In the Basic Information section,
you can obtain an IP address from the Default Endpoint
parameter.
Port Enter the service port number of the Message Queue for
Number Apache Kafka instance. The default port number is 9092.
Enter the username that is used to log on to the Message
Queue for Apache Kafka instance.
Datab @ Note If the instance type of the Message Queue for
Aa a atse Apache Kafka instance is VPC Instance, you do not need to
ccoun specify the database account or database password.
Database
Enter the password for the username.
Password
i. Click Get Topic List.
Topic
ii. Select a topic name fromthe drop-down list.
Kafka Select a version based on the version of the Message Queue
Version for Apache Kafka instance.
. Select Non-encrypted or SCRAM-SHA-256 based on your
Encryption

business and security requirements.

7. Inthe lower-right corner of the page, click Set Whitelist and Next.

8. Select the objects to be synchronized.
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2.Select Object to Be Synchronized

Synchronization Mode:One-Way Synchronization

Available Selected (To edit an ohject name or its filter, hover over the

Edit.) Learn more.

Expand the tree before you perform a glol Q,

Q
[=] 1 dtstestdata

* destesttopic Source O Name... (10bjects)
[=] 55 Tables
; * dtstesttopic S0l
=/ child
=/ neworder
= order >
= parent <
=/ tableddl
= test_customer
dts
Select All
Select All
*Change Mapped Name: ® Do Not Change Database and Table Names (O Change Database and Table Names
Cancel Previous m
Parameter Description

Select tables fromthe Available section and click the 3 iconto move

the tables to the Selected section.

Objects to be

@ Note DTS automatically maps the table names to the topic
synchronized

name that you select when you configure the source and
destination instances. If you want to change the topic, you can
move the pointer over the table and click Edit. You must specify a
topic that exists in the Message Queue for Apache Kafka instance.

9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization.

Initial Synchronization: Initial Schema Synchronization Initial Full Data Synchronization Mote: Trigger synchronization is not supported, please Reference Document
Filter options: Ignore DDL in incremental synchronization phase
Cancel Previous Save Precheck

Parameter Description
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Parameter Description

Select both Initial Schema Synchronization and Initial Full Data
Initial Synchronization. Before synchronizing incremental data, DTS
Synchronization synchronizes the schemas and historical data of the required objects
from the source database to the destination database.

Ignore DDL in incremental synchronization phase is selected by default.
In this case, DTS does not synchronize DDL operations that are
performed on the source database during incremental data
synchronization.

Filter options

11. In the lower-right corner of the page, click Precheck.

® Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

Pause Task Switch to
Subscription Upgrade
More

i ] - Delay: 0 Milliseconds R One-Way
Synchronizing Speed: 0TPS(0.00MBY/s) Pay-As-You-Go Synchronization

Total: 1 item(s), Per Page: 20 item(s)

7.10. Synchronize data from an ApsaraDB
RDS for MySQL instance to a user-created
Kafka cluster

Kafka is a distributed message queue service that features high throughput and high scalability.
Kafka is widely used in big data fields such as log collection, monitoring data aggregation,
streaming data processing, and online and offline analysis. It is indispensable for the big data
ecosystem. This topic describes how to synchronize data from an ApsaraDB RDS for MySQL
instance to a user-created Kafka cluster by using Data Transmission Service (DTS). This allows
you to extend message processing capabilities.

Prerequisites
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e The version of the user-created Kafka clusteris 0.10 or 1.0.

e An ApsaraDB RDS for MySQL instance is created. For more information, see Create an ApsaraDB
RDS for MySQL instance.

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e The source database must have PRIMARY KEY or UNIQUE constraints and all fields must be
unique. Otherwise, duplicate data may exist in the destination database.

Limits

e You can select only tables as the objects to be synchronized.

e DTS does not synchronize the data in a renamed table to the destination Kafka cluster. This
applies if the new table name is not included in the objects to be synchronized. To
synchronize the data in a renamed table to the destination Kafka cluster, you must modify the
objects to be synchronized. For more information, see Add an object to a data synchronization
task.

Supported synchronization topologies
e One-way one-to-one synchronization

e One-way one-to-many synchronization

e One-way many-to-one synchronization

e One-way cascade synchronization

Data format

The data that is synchronized to the Kafka cluster is stored in the Avro format. For more
information, see DTS Avro schema.

After the data is synchronized to the Kafka cluster, you must parse the data based on the Avro
schema.

Billing
For more information, see Pricing.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set Source Instance to MySQL, set Target Instance to Kafka,
and set Synchronization Topology to One-Way Synchronization.
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2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing)  China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia) ~ US (Silicon Valley) ~UAE (Dubai) Malaysia (Kuala Lumpur) ~ Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

—~
Data Migration = Refresh

Change Tracking

Task Name v Search Sort: | Default Sorting v | Status: | Al v
Data Synchronization

ID/Task Name Status Synchronization Details Billing Method Mode(All) ~

Operation Log 0

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.
Synchronization Task Name: | MySQL_TO_Kafka
Source Instance Details

Instance Type: | RDS Instance ~

China (Hangzhou)

m- - RDS Instances of Other Apsara Stack Accounts
* Database Account: | distest |
* Database Password: | ssssssss L.}

Encryption: @ Non-encrypted O SSL-encrypted

Destination Instance Details

Instance Type: | User-Created Database in ECS Instance v
Instance Region: China (Hangzhou)
* ECS Instance ID: | j- -
Kafka v
9092
Database Account: Optional
& Optional
* Topic: | rdstest v Get Toplic list

Click Get Topic List and then select the specific topic.
* Kafka Version | p.10 ~

Encryption: @ Non-encrypted O SCRAM-SHA-256

Cancel Set Whitelist and Next

Section Parameter Description

Synchroniza DTS automatically generates a task name. We recommend that

N/A tion Task you specify an informative name for easy identification. You do
Name not need to use a unique task name.
Instance

Select RDS Instance.
Type
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Section Parameter Description

The region of the source instance. The region is the same as
Instance the source region that you selected when you purchased the
Region data synchronization instance. You cannot change the value of
this parameter.

Instance ID Select the ID of the source RDS instance.

Enter the database account of the source RDS instance. The
account must have the REPLICATION SLAVE permission, the

Source Database
REPLICATION CLIENT permission, the SHOW VIEW permission,
Instance Account .. .
Details and the permission to perform SELECT operations on the
required objects.
Database Enter the password for the database account of the source
Password RDS instance.
Select Non-encrypted or SSL-encrypted. If you want to select
SSL-encrypted, you must enable SSL encryption for the RDS
instance before configuring the data synchronization task. For
more information, see Configure SSL encryption for an RDS for
MySQL instance.
Encryption
<]> Notice The Encryption parameter is available only for
regions in mainland China and the Hong Kong (China)
region.
o If the Kafka cluster is deployed on an ECS instance, select
User-Created Database in ECS Instance
o If the Kafka cluster is deployed on a local server, select
User-Created Database Connected over Express Connect,
Instance VPN Gateway, or Smart Access Gateway.
Type
@ Note If you select User-Created Database
Connected over Express Connect, VPN Gateway, or
Smart Access Gateway, you must specify the VPC ID, IP
address, and port number.
The region of the destination instance. The region is the same
Instance as the destination region that you selected when you
Region purchased the data synchronization instance. You cannot
change the value of this parameter.
ECS Select the ID of the ECS instance on which the Kafka cluster is
Instance ID deployed.
Database
Select Kafka.
s Type
Destination
Instance
Details
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Section Parameter Description

Port Enter the service port number of the Kafka cluster. The default
Number port number is 9092.

Enter the username that is used to log on to the Kafka cluster.
Database e

If the authentication is disabled for the Kafka cluster, you do
Account

not need to enter the username.

Enter the password for the username. If the authentication is
Database .

disabled for the Kafka cluster, you do not need to enter the
Password

password.

i. Click the Get Topic List.
Topic
ii. Select a topic name fromthe drop-down list.
Kafka Select a version based on the version of the destination Kafka
Version cluster.
. Select Non-encrypted or SCRAM-SHA-256 based on your

Encryption

business and security requirements.

7. Inthe lower-right corner of the page, click Set Whitelist and Next.

8. Select the objects to be synchronized.

2.Select Object to Be Synchronized

Synchronization Mode:One-Way Synchronization

Available Selected
N Leam more.
Expand the tree before you perform a glo
Q
=] dtstestdata
® distesttopic {10bjects)
[F] 1 Tables
; * distesttopic
child
newerder
order ?
parent
<
tabledd!
test_customer
dts
Select All
Select All
*Change Mapped Name: @ Do Not Change Database and Table Names (O Change Database and Table Names

Cancel Previous m
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Parameter Description

Select tables from the Available section and click the » iconto move

the tables to the Selected section.

Objects to be (@ Note DTS automatically maps the table names to the topic

synchronized name that you select when you configure the source and
destination instances. If you want to change the topic, you can
move the pointer over the table and click Edit. You must specify a
topic that exists in the Message Queue for Apache Kafka instance.

9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization.

Initial Synchronization: Initial Schema Synchronization Initial Full Data Synchronization ed, please Reference Document

Filter options: [v] Ignore DDL in incremental synchrenization phase

Cancel Previous Save Precheck

Parameter Description

Select both Initial Schema Synchronization and Initial Full Data
Initial Synchronization. Before synchronizing incremental data, DTS
Synchronization synchronizes the schemas and historical data of the required objects
from the source database to the destination database.

Ignore DDL in incremental synchronization phase is selected by default.
In this case, DTS does not synchronize DDL operations that are
performed on the source database during incremental data
synchronization.

Filter options

11. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed. Then, the data synchronization task starts.
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You can view the status of the data synchronization task on the Synchronization Tasks

page.

Pause Task Switch to
Subscription Uparade

More

(] P Delay: 0 Miliseconds R One-Way
Synchronizing Speed: 0TPS(0.00ME/s) Pay-As-You-Go synchronization

7.11. Synchronize data from a user-created
MySQL database hosted on ECS to a user-
created Kafka cluster

Kafka is a distributed message queue service that features high throughput and high scalability.
Kafka is widely used for big data analytics such as log collection, data aggregation, streaming
processing, and online and offline analysis. It is indispensable for the big data ecosystem. This
topic describes how to synchronize data from a user-created MySQL database hosted on ECS to
a user-created Kafka cluster by using Data Transmission Service (DTS). The data synchronization
feature allows you to extend message processing capabilities.

Prerequisites

e The version of the user-created Kafka clusteris 0.10 or 1.0.
e The version of the user-created MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e The source database must have PRIMARY KEY or UNIQUE constraints and all fields must be
unique. Otherwise, the destination database may contain duplicate data records.

Limits
e You can select only tables as the objects to be synchronized.

e DTS does not synchronize the data in a renamed table to the destination Kafka cluster. This
applies if the new table name is not included in the objects to be synchronized.To
synchronize the data in a renamed table to the destination Kafka cluster, you must modify the
objects to be synchronized. For more information, see
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Supported synchronization topologies

e One-way one-to-one synchronization
e One-way one-to-many synchronization
e One-way many-to-one synchronization

e One-way cascade synchronization

Data format

The data that is synchronized to the Kafka cluster is stored in the Avro format. For more
information, see DTS Avro schema.

After the data is synchronized to the Kafka cluster, you must parse the data based on the Avro
schema.

Preparations

Before you configure a synchronization task, you must create an account and configure binary
logging for the source instance. For more information, see Create an account for a user-created
MySQL database and configure binary logging.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set Source Instance to MySQL, set Target Instance to Kafka,
and set Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing)  China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration < Refresh
Change Tracking
Task Name A Search Sort: Default Sorting ¥ | Status: | Al A

Data Synchronization

Operation Log

5. Find the data synchronization instance, and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.
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databases

Data Transmission
Service

Synchronization Task Name:

Source Instance Details

Instance Type:

Instance Region:

‘ MySQL_TO_Kafia

User-Created Database in ECS Instance ~

China (Hangzhou)

* Port

Number;

* Database Account:

* Database

Destination Instance Details

Instance Type:
Instance Region:

* ECS Instance ID:
Database Type:

* Port

Number:

Database Account:

Databa:

* Topic:

* Kafka Version

* Encryption:

3306
| dtstest |
Hil E—. &
User-Created Database in ECS Instance ~
China (Hangzhou)
i -
Kafka ~
9092
Optional
¢ | Optional
distesttopic v Get Toplic list

Click Get Topic List and then select the specific topic.

0.10

® Non-encrypted

) SCRAM-SHA-256

Cancel Set Whitelist and Next

Section

N/A

Source
Instance
Details

Parameter

Synchroniza
tion Task
Name

Instance

Type

Instance
Region

ECS
Instance ID

Database
Type

Port
Number

Description

DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You do

not need to use a unique task name.

Select User-Created Database in ECS Instance.

The region of the source instance. The region is the same as
the source region that you selected when you purchased the
data synchronization instance. You cannot change the value of

this parameter.

Select the ID of the ECS instance that is connected to the user-

created MySQL database.

The value of this parameter is set to MySQL and cannot be

changed.

Enter the service port number of the user-created MySQL

database. The default port number is 3306.
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Section Parameter Description

Enter the account of the user-created MySQL database. The
account must have the REPLICATION SLAVE permission, the

Database .. .
Account REPLICATION CLIENT permission, the SHOW VIEW permission,
and the permission to perform SELECT operations on the
required objects.
Database
Enter the password of the source database account.
Password
o If the Kafka cluster is deployed on an ECS instance, select
User-Created Database in ECS Instance
o If the Kafka cluster is deployed on a local server, select
User-Created Database Connected over Express Connect,
VPN Gateway, or Smart Access Gateway.
Instance
Type
@ Note If you select User-Created Database
Connected over Express Connect, VPN Gateway, or
Smart Access Gateway, you must specify the VPC ID, IP
address, and port number.
The region of the destination instance. The region is the same
Instance as the destination region that you selected when you
Region purchased the data synchronization instance. You cannot
change the value of this parameter.
ECS Select the ID of the ECS instance on which the Kafka cluster is
Instance ID deployed.
Database
Tvpe Select Kafka.
Destination yp
Instance .
Details Port Enter the service port number of the Kafka cluster. The default
Number port number is 9092.
Enter the username that is used to log on to the Kafka cluster.
Database s
If the authentication is disabled for the Kafka cluster, you do
Account
not need to enter the username.
Enter the password of the username. If the authentication is
Database .
disabled for the Kafka cluster, you do not need to enter the
Password
password.
i. Click Get Topic List.
Topic
ii. Select a topic name fromthe drop-down list.
Kafka . .
. Select the version of the destination Kafka cluster.
Version
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Section Parameter Description

Select Non-encrypted or SCRAM-SHA-256 based on your

Encryption . . .
yp business and security requirements.

7. In the lower-right corner of the page, click Set Whitelist and Next.
8. Select the objects to be synchronized.

2.Select Object to Be Synchronized

Synchronization Mode:One-Way Synchronization

Available Selected (To edit an object name or its filter, hover over the object and click
N Edit.) Lean more.
Expand the tree before you perform a glol Q
Q
[=] [+ distestdata
* destesttopic Source se Name... (10bjects)
1 s Tables .
: dtstesttopic Source Table Na

=/ child
=/ neworder
= order >
= parent
_ <
= tabledd!
= |test_customer

dts

Select All

Select All
*Change Mapped Name: ® Do Not Change Database and Table Names (O Change Database and Table Names
Cancel Previous m
Parameter Description

Select tables fromthe Available section and click the 3 iconto move

the tables to the Selected section.

@ Note DTS automatically maps the table names to the topic
name that you select when you configure the source and
destination instances. If you want to change the topic, you can
move the pointer over the table and click Edit. You must specify a
topic that exists in the Message Queue for Apache Kafka instance.

Objects to be
synchronized

9. In the lower-right corner of the page, click Next.
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10. Configure initial synchronization.

1: [¢] Initial Schema Synchronization | Initial Full Datz Synchronization Reference Document
tions: [w] Ignore DDL in incremental synchronization phase

Cancel Previous Save Precheck

Parameter Description

Select both Initial Schema Synchronization and Initial Full Data
Initial Synchronization. Before synchronizing incremental data, DTS
Synchronization synchronizes the schemas and historical data of the required objects
fromthe source database to the destination database.

Ignore DDL in incremental synchronization phase is selected by default.
In this case, DTS does not synchronize DDL operations that are
performed on the source database during incremental data
synchronization.

Filter options

11. In the lower-right corner of the page, click Precheck.

® Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed. Then, the data synchronization task starts.

You can view the status of the data synchronization task on the Synchronization Tasks
page.

Pause Task ~ Switch to
Subscription Upgrade
More

i ] - Delay: 0 Milliseconds R One-Way
Synchranizing Speed: 0TPS(0.00MB/s) Pay-As-You-Go Synchronization

Total: 1 item(s), Per Page: 20 item(s)

7.12. Synchronize data from a user-created
MySQL database connected over Express
Connect, VPN Gateway, or Smart Access
Gateway to a user-created Kafka cluster

> Document Version:20200820 149



Data Synchronization - Data Transmission
Service

Kafka is a distributed message queue service that features high throughput and high scalability.
Kafka is widely used for big data analytics such as log collection, data aggregation, streaming
processing, and online and offline analysis. It is indispensable for the big data ecosystem. This
topic describes how to synchronize data from a user-created MySQL database connected over
Express Connect, VPN Gateway, or Smart Access Gateway to a user-created Kafka cluster by
using Data Transmission Service (DTS). The data synchronization feature allows you to extend
message processing capabilities.

Prerequisites

e The version of the user-created Kafka clusteris 0.10 or 1.0.
e The version of the user-created MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

e The user-created MySQL database is connected to Alibaba Cloud VPC over Express Connect,
VPN Gateway, or Smart Access Gateway. For more information, see

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e The source database must have PRIMARY KEY or UNIQUE constraints and all fields must be
unique. Otherwise, the destination database may contain duplicate data records.

Limits
e You can select only tables as the objects to be synchronized.

e DTS does not synchronize the data in a renamed table to the destination Kafka cluster. This
applies if the new table name is not included in the objects to be synchronized.To
synchronize the data in a renamed table to the destination Kafka cluster, you must modify the
objects to be synchronized. For more information, see

Supported synchronization topologies

e One-way one-to-one synchronization
e One-way one-to-many synchronization
e One-way many-to-one synchronization

e One-way cascade synchronization

Data format

The data that is synchronized to the Kafka cluster is stored in the Avro format. For more
information, see

After the data is synchronized to the Kafka cluster, you must parse the data based on the Avro
schema.
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Billing
For more information, see Pricing.

Preparations

Before you configure a synchronization task, you must create an account and configure binary
logging for the source instance. For more information, see Create an account for a user-created
MySQL database and configure binary logging.

Procedure

1. Purchase a data synchronization instance.

@ Note Onthe buy page, set Source Instance to MySQL, set Target Instance to Kafka,
and set Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing) China (Qingdao)
China (Shanghai) Hong Kong  US (virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)
Overview the region of the destination instance in the synchronization task.)
Dats Migration < Refresh
Change Tracking
Task Name v Search Sort: | Default Sorting v | Status: | all v
Data Synchronization
LTI A O ID/Task Name Status Synchronizatio Billing Method

5. Find the data synchronization instance, and click Configure Synchronization Channelin the
Actions column.

6. Configure the source and destination instances.
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Source Instance Details

Instance

Instance Region: China (Hangzhou)

* Peer VPC: | ypc

User-Created Database Connected Over Express Connect, VPt v Guide

- Proprietary network of Other Apsara Stack Accounts

Database Type: MySQL
* IP Address: | 172,16
* Port Number: | 3306

* Database Account: | dtstest

* Database Password: | eeseseee @
Destination Instance Details
Instance Type: | User-Created Database in ECS Instance -
Instance Region: China (Shanghai)
* i .
Database Type: | Kafka v
* Port Number: | g9paz
Database Account: Optional
Database Password: 4> Optional
* Topic: | dtstesttopic v Get Toplic list

Click Get Topic List and then select the spedific topic.

* Kafka Version | 1.0

* Encryption: ® Non-encrypted O SCRAM-SHA-256

Section Parameter

Synchroniza
N/A tion Task
Name

Instance
Type

Instance
Region

Peer VPC

Database
Type

Source
Instance
Details

IP Address

Port
Number

Cancel Set Whitelist and Next

Description

DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You do
not need to use a unique task name.

Select User-Created Database Connected over Express
Connect, VPN Gateway, or Smart Access Gateway.

The region of the source instance. The region is the same as
the source region that you selected when you purchased the
data synchronization instance. You cannot change the value of
this parameter.

Select the ID of the VPC that is connected to the user-created
MySQL database.

The value of this parameter is set to MySQL and cannot be
changed.

Enter the server IP address of the user-created MySQL
database.

Enter the service port number of the user-created MySQL
database. The default port number is 3306.

152
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Section Parameter Description

Enter the account of the user-created MySQL database. The
account must have the REPLICATION SLAVE permission, the

Database . L
Account REPLICATION CLIENT permission, the SHOW VIEW permission,
and the permission to perform SELECT operations on the
required objects.
Database
Enter the password of the source database account.
Password
o If the Kafka cluster is deployed on an ECS instance, select
User-Created Database in ECS Instance
o If the Kafka cluster is deployed on a local server, select
User-Created Database Connected over Express Connect,
Instance VPN Gateway, or Smart Access Gateway.
Type
@ Note If you select User-Created Database
Connected over Express Connect, VPN Gateway, or
Smart Access Gateway, you must specify the VPC ID, IP
address, and port number.
The region of the destination instance. The region is the same
Instance as the destination region that you selected when you
Region purchased the data synchronization instance. You cannot
change the value of this parameter.
ECS Select the ID of the ECS instance on which the Kafka cluster is

Instance ID deployed.

Database
Select Kafka.
Type
Destination
Instance Port Enter the service port number of the Kafka cluster. The default
Details Number port number is 9092.
Enter the username that is used to log on to the Kafka cluster.
Database e e
If the authentication is disabled for the Kafka cluster, you do
Account
not need to enter the username.
Enter the password of the username. If the authentication is
Database .
disabled for the Kafka cluster, you do not need to enter the
Password
password.
i. Click Get Topic List.
Topic
ii. Select a topic name from the drop-down list.
Kafka . R
. Select the version of the destination Kafka cluster.
Version
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Section Parameter Description

Select Non-encrypted or SCRAM-SHA-256 based on your

Encryption R . .
yp business and security requirements.

7. In the lower-right corner of the page, click Set Whitelist and Next.
8. Select the objects to be synchronized.

2.Select Object to Be Synchronized

Synchronization Mode:One-Way Synchronization

Available Selected (To edit an object name or its filter, hover over the object and click
N Edit.) Lean more.
Expand the tree before you perform a glol Q
Q
[=] [+ distestdata
* destesttopic Source se Name... (10bjects)
1 s Tables .
: dtstesttopic Source Table Na

=/ child
=/ neworder
= order >
= parent
_ <
= tabledd!
= |test_customer

dts

Select All

Select All
*Change Mapped Name: ® Do Not Change Database and Table Names (O Change Database and Table Names
Cancel Previous m
Parameter Description

Select tables fromthe Available section and click the 3 iconto move

the tables to the Selected section.

@ Note DTS automatically maps the table names to the topic
name that you select when you configure the source and
destination instances. If you want to change the topic, you can
move the pointer over the table and click Edit. You must specify a
topic that exists in the Message Queue for Apache Kafka instance.

Objects to be
synchronized

9. In the lower-right corner of the page, click Next.
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10. Configure initial synchronization.

Initial Synchronization: Initial Schema Synchronization Initial Full Data Synchronization Mote: Trigger synchronization is not supported, please Reference Document

Filter options: Ignore DDL in incremental synchronization phase

Cancel Previous Save Precheck

Parameter Description

Select both Initial Schema Synchronization and Initial Full Data
Initial Synchronization. Before synchronizing incremental data, DTS
Synchronization synchronizes the schemas and historical data of the required objects
fromthe source database to the destination database.

Ignore DDL in incremental synchronization phase is selected by default.
In this case, DTS does not synchronize DDL operations that are
performed on the source database during incremental data
synchronization.

Filter options

11. In the lower-right corner of the page, click Precheck.

® Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed. Then, the data synchronization task starts.

You can view the status of the data synchronization task on the Synchronization Tasks

page.
[] Instance ID/Task Name Status Synchronization Details Billing Method Actions
O (i ] Delay: 0 Milliseconds One-Way Pause Task | Switch to

Subscription Upgrade
More

Synchronizing Pay-As-You-Go

Speed: 0TPS(0.00MB/s) Synchronization

O Total: 1 item(s), Per Page: 20 item(s) & : N
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8.Synchronize data to or from an
Apsara PolarDB cluster

8.1. Configure two-way data
synchronization between Apsara PolarDB
for MySQL clusters

Data Transmission Service (DTS) supports two-way data synchronization between Apsara
PolarDB for MySQL clusters. This feature is applicable to scenarios such as active geo-
redundancy and geo-disaster recovery. This topic describes how to configure two-way data
synchronization between Apsara PolarDB for MySQL clusters.

Prerequisites

e The source and destination Apsara PolarDB for MySQL clusters are created. For more
information, see

e The binary logging feature is enabled for the source and destination Apsara PolarDB for
MySQL clusters. For more information, see

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e During initial full data synchronization, concurrent INSERT operations cause fragmentation in
the tables of the destination cluster. After initial full data synchronization, the tablespace of
the destination cluster is larger than that of the source cluster.

e The source cluster must have PRIMARY KEY or UNIQUE constraints and all fields must be
unique. Otherwise, the destination cluster may contain duplicate data records.

Limits

e DTS supports two-way data synchronization only between two PolarDB clusters. DTS does not
support two-way data synchronization between multiple PolarDB clusters.

e If you have selected one or more tables (not a database) for synchronization, do not use gh-
ost or pt-online-schema-change to modify the tables during data synchronization. Otherwise,
data synchronization may fail.
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D Notice To avoid synchronization failure, you can use Data Management (DMS) to
perform online DDL schema changes during data synchronization. For more information,
see Change the table schema without locking.

e Incompatibility with triggers

If the object to be synchronized is a database and the database contains a trigger that
updates a synchronized table, data inconsistency may occur. For more information about how
to solve this issue, see Configure a data synchronization task for a source database that contains a
trigger.

e Limits on RENAME TABLE operations

RENAME TABLE operations may cause data inconsistency between the source and destination
databases. For example, if a table to be synchronized is renamed during data synchronization,
the data of this table is not synchronized to the destination database. To avoid this situation,
you can select the database to which this table belongs as the object when you configure the
data synchronization task.

e Limits on DDL synchronization direction

To ensure the stability of a two-way synchronization channel, you can synchronize DDL
updates of a single table only in one direction. If DDL synchronization in a direction is
configured, DDL synchronization in the opposite direction is not supported. Only DML
operations can be synchronized in the opposite direction.

SQL operations that can be synchronized

Operati
P SQL statements
on type
DML INSERT, UPDATE, DELETE, and REPLACE

® ALTER TABLE and ALTER VIEW

® CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW
DDL e DROP INDEX and DROP TABLE

® RENAME TABLE

® TRUNCATE TABLE

Conflict detection

To ensure data consistency, make sure that data records with the same primary key, business
primary key, or unique key are updated only on one PolarDB cluster. If data records are updated
on both two PolarDB clusters, a synchronization conflict occurs.

DTS checks and fixes conflicts to maximize the stability of two-way synchronization instances.
DTS can detect the following types of conflicts:

e Uniqueness conflicts caused by INSERT operations
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INSERT operations that do not comply with the uniqueness constraint cannot be synchronized.
For example, if data records with the same primary key are inserted into two synchronization
nodes at almost the same time, one of the inserted records fails to be synchronized. The
synchronization fails because a record with the same primary key already exists in the other
node.

e Inconsistent records caused by UPDATE operations

o If the records to be updated do not exist in the destination cluster, DTS converts the
UPDATE operation into an INSERT operation. However, uniqueness conflicts may occur.

o The primary keys or unique keys of the records to be inserted may conflict with those of
existing records in the destination instance.

e Non-existent records to be deleted

The records to be deleted do not exist in the destination cluster. In this case, DTS ignores the
DELETE operation regardless of the conflict resolution policy that you have specified.

) Notice

e During two-way synchronization, the system time of the source and destination
instances may be different. Synchronization latency may occur. For these reasons, DTS
cannot guarantee that the conflict detection mechanism can prevent all data
conflicts. To perform two-way synchronization, make sure that records with the same
primary key, business primary key, or unique key are updated only on one of the
synchronization nodes.

e DTS provides conflict resolution policies to prevent conflicts that may occur during
data synchronization. You can select a conflict resolution policy when you configure
two-way data synchronization.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

) Notice Onthe buy page, set both Source Instance and Target Instance to PolarDB,
and set Synchronization Topology to Two-Way Synchronization.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan(Tokyo) Indonesia (Jakarta) ~China(Hangzhou) —China (Shenzhen) China (Beiiing) ~China (Qingdac)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration < Refresh

Change Tracking
Task Name A Search Sort: Default Sorting ¥ | Status: | Al A
Data Synchronization

Operation Log [ Instance IDfTask Name

5. Configure the data synchronization task in one direction.
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i. Find the data synchronization instance, and click Configure Synchronization Channel in
the Actions column of the first data synchronization task.

) Notice A two-way data synchronization instance contains two data
synchronization tasks. You must configure a channel for each task. When you
configure the second data synchronization task, find the task and click Configure
Synchronization Channel in the Actions column.

w0

[]  Instance ID/Task Name Status Synchronization Details Billing Method M Actions
0 Switch to Subscription
Two-Way Upgrade
Pay-As-You-Go
¥ Synchronization View Synchronization Task~
More
[ Task Name Status Synchronization Details Source/Destination Instance Actions
[l Mot Configured :1? jt:“:: Configure Synchronization Channel
[l Not Configured nfigured Configure Synchronization Channel

nfigured

ii. Configure the source and destination instances.
Synchronization Task Name: | PolarDB MySQL_Forward
Source Instance Details

Instance Type: | PolarDB Instance M
Instance Region: China (Hangzhou)

* PolarDB Instance ID: | pe-bp -

* Database Account: ‘ dstest |

* Database Password ‘ .......... 9 |

Destination Instance Details

Instance Type: | PolarDB Instance ~

Instance Region: China (Hangzhou)

* PolarDB Instance ID: | pe-bp -

* Database Account: ‘ dstest |

* Database Password ‘ .......... 9 |

Cancel Set Whitelist and Next

Section Parameter Description

Synchroniz DTS automatically generates a task name. We recommend that

N/A ation Task you specify an informative name for easy identification. You
Name do not need to use a unique task name.
Instance The value of this parameter is set to PolarDB Instance and
Type cannot be changed.
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Section Parameter Description

The region of the source instance. The region is the same as

Instance the source region that you selected when you purchased the
Region data synchronization instance. You cannot change the value of
Source this parameter.
Instance
Details Select the ID of the source PolarDB cluster.
PolarDB ) Notice When you configure the data synchronization
Instance ID task in the opposite direction, select the ID of the
destination PolarDB cluster.
Enter the database account of the source PolarDB cluster. The
Database . .. .
account must have the read/write permissions on the required
Account K
objects.
Database
Enter the password of the source database account.
Password
Instance The value of this parameter is set to PolarDB Instance and
Type cannot be changed.
The region of the destination instance. The region is the same
Instance as the destination region that you selected when you
Region purchased the data synchronization instance. You cannot
change the value of this parameter.
Select the ID of the destination PolarDB cluster.
Destinatio
n Instance PolarDB €D Notice When you configure the data synchronization
Details Instance ID task in the opposite direction, select the ID of the source
PolarDB cluster.
Enter the database account of the destination PolarDB cluster.
Database . -
The account must have the read/write permissions on the
Account . .
required objects.
Database L.
Enter the password of the destination database account.
Password

iii. Inthe lower-right corner of the page, click Set Whitelist and Next.
DTS adds the CIDR blocks of DTS servers to the whitelists of the source and destination
PolarDB clusters. This ensures that DTS servers can connect to the source and
destination PolarDB clusters.

iv. Configure the synchronization policy and objects.
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2.Select Objects to Synchronize

Synchronization Mode: Two-Way Synchronization

Exclude DDL Statements:g) yas ® No

DML Statements for Synchronization: Insert Delete Update

Conflict Resolution Policy: | Overwrite (When a conflict occurs, the conflicting record inth v

Proccessing Mode In
Existed Target Table: @ Pre-check and Intercept © Ignore

Available ect
Learn more.

If you search globally, please expand Q

Q
sys
dtstestdata distestdata (20bjects)
[) i Tables =| customer
=| order
>
<
Select All
Select All
*Name batch change: ® No O Yes
Cancel Previous
Section Parameter Description

® To exclude DDL operations, select Yes.
® To include DDL operations, select No.

Exclude DDL

Statements (l) Notice After you select No, the table does not
support synchronizing DDL operations in the
opposite direction.

DML X .
Select the type of DML operations to be synchronized. By
Statements .
for default, the INSERT, UPDATE, and DELETE operations are
. selected. You can select the DML operation types based
Synchronizat . .
ion on your business requirements.
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Service

Section

Synchronizat
ion policy

Parameter

Conflict
Resolution
Policy

Description

Select the resolution policy in case of a synchronization
conflict. By default, TaskFailed is selected. You can select
a conflict resolution policy based on your business
requirements.

m TaskFailed

The default conflict resolution policy. If a conflict occurs
during data synchronization, the synchronization task
reports an error and exits the process. The task enters
a failed state and you must manually resolve the
conflict.

= Ignore

If a conflict occurs during data synchronization, the
synchronization task ignores the current statement and
continues the process. The conflicting records in the
destination database are used.

= Qverwrite

If a conflict occurs during data synchronization, the
conflicting records in the destination database are
overwritten.

162
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Service

Section Parameter

Processing
Mode In
Existed
Target Table

Description

m Pre-check and Intercept: checks whether the

destination database contains tables that have the
same names as tables in the source database. If the
source and destination databases do not contain
identical table names, the precheck is passed.

Otherwise, an error is returned during precheck and the

data synchronization task cannot be started.

) Notice You can change the names of the
tables to be synchronized by using the object name
mapping feature. You can use this feature if the

source

and destination databases contain identical

table names and tables in the destination database
cannot be deleted or renamed. For more
information, see Specify the name of an object in
the destination instance.

= [gnore: skips the precheck for identical table names in
the source and destination databases.

n Warning If you select Ignore, data consistency
is not guaranteed and your business may be
exposed to potential risks.

DTS does not synchronize data records that
have the same primary keys as data records
in the destination database during initial
data synchronization. This occurs if the
source and destination databases have the
same schema. However, DTS synchronizes
these data records during incremental data
synchronization.

If the source and destination databases
have different schemas, initial data
synchronization may fail. In this case, only
some columns are synchronized or the data
synchronization task fails.
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Section Parameter Description

Select objects (tables or a database) fromthe Available

section and click the 3 iconto move the objects to the

Selected section.

) Notice

m |f you select a database as the object to be
synchronized, all schema changes in the
database are synchronized to the destination
database. If you select a table as the object to

Objects to be N/A be synchronized, only schema changes in this
synchronized table are synchronized to the destination
database.

= After an object is synchronized to the

destination database, the name of the object
remains unchanged. You can change the
names of the objects that are synchronized to
the destination database by using the object
name mapping feature. For more information
about how to use this feature, see Specify the
name of an object in the destination instance.

v. Inthe lower-right corner of the page, click Next.

vi. Configure initial synchronization.

3.Advanced Settings

Initial Synchronization: Initial Schema Synchronization Initial Full Data Synchronization Note: Trigger synchronization is not supported, please Reference Document (Tables that
have experienced initial synchronization during reverse synchronization will not go through the same process during forward synchronization.)

Cancel Previous Save

) Notice

m During initial synchronization, DTS synchronizes the schemas and data of the
required objects from the source cluster to the destination cluster. The
schemas and data are the basis for subsequent incremental synchronization.
Initial synchronization includes initial schema synchronization and initial full
data synchronization. You must select both Initial Schema Synchronization
and Initial Full Data Synchronization in most cases.

m [f all the required objects have been synchronized from the source cluster to
the destination cluster, the data synchronization task in the opposite
direction synchronizes only incremental data.
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vii. Inthe lower-right corner of the page, click Precheck.

@ Note

m Before you can start the data synchronization task, a precheck is performed.
You can start the data synchronization task only after the task passes the
precheck.

m If the task fails to pass the precheck, click the icon next to each failed

item to view details. Troubleshoot the issues based on the causes and run
the precheck again.

viii. Close the Precheck dialog box after the following message is displayed: The precheck is
passed. Then, the first data synchronization task starts.

6. Wait until the initial synchronization is complete and the first data synchronization task is in
the Synchronizing state. You can view the status of the data synchronization task on the
Synchronization Tasks page.

7. Configure the data synchronization task in the opposite direction.

i. Find the second data synchronization task, and click Configure Synchronization Channel
in the Actions column.

0 Switch to Subscription
Two-Way Upgrade
Pay-As-You-Go
Y Synchronization View Synchronization

Task~ More

[ Task Name Statu: Synchronization Details 5 e/Destina nce Actions
- o Delay: 0 Milliseconds pc-bp tsh Pause Task

[] PolarDB MySQL_Forward Synchronizing Speed: O0TPS(0.00MB/S) pe-bp 3h More

[7]  hangzhou-hangzhou-medium Not Configured EE::E ;; Configure Synchronization Channel

ii. Repeat substeps iito viii that are described in step 5.

Wait until both data synchronization tasks are in the Synchronizing state.
Synchronization TaskID ¥ ‘ Search Sort: | Default Sorting ¥ | Status: | Al v
nchronization
[ Instance ID/Task Name Status Synchronization Details Billing Method Mode(All) - Act
0 Switch to Subscription
o Two-Way Upgrade
Pay-As-You-Go Synchronization View Synchronization Task ~
More
[] Task Name Status Synchronization Details e/Destination Instance Actions
- . Delay: 0 Milliseconds pc-bp: it5h Pause Task
[ PolarDB MySQL_Forward Synchronizing Speed: OTPS(0.00MBs) pc-bp 3h More
§ . Delay: 0 Milliseconds pc-bp! 3hf Pause Task
L] PolarDB MySQL Reverse | /* syncfronizing Speed: OTPS(0.00MB/s) pe-bp it5h More
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8.2. Configure one-way data
synchronization between Apsara PolarDB
for MySQL clusters

Apsara PolarDB is a next-generation relational database service developed by Alibaba Cloud. It
is a high-performance, high-availability, easy-to-use, and reliable service that is compatible
with the MySQL database engine. This topic describes how to configure one-way data
synchronization between Apsara PolarDB for MySQL clusters.

Prerequisites

e The source and destination Apsara PolarDB for MySQL clusters are created. For more
information, see Create an Apsara PolarDB for MySQL cluster.

e The binary logging feature is enabled for the source Apsara PolarDB for MySQL cluster. For
more information, see Enable binary logging.

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

o [f you have selected one or more tables (not a database) for synchronization, do not use gh-
ost or pt-online-schema-change to modify the tables during data synchronization. Otherwise,
data synchronization may fail.

) Notice To avoid synchronization failure, you can use Data Management (DMS) to
perform online DDL schema changes during data synchronization. For more information,
see Change the table schema without locking.

e During initial full data synchronization, concurrent INSERT operations cause fragmentation in
the tables of the destination cluster. After initial full data synchronization, the tablespace of
the destination cluster is larger than that of the source instance.

e The source database must have PRIMARY KEY or UNIQUE constraints and all fields must be
unique. Otherwise, duplicate data may exist in the destination database.

SQL operations that can be synchronized

Operati
P SQL statements
on type
DML INSERT, UPDATE, DELETE, and REPLACE
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Operati
P SQL statements
on type
e ALTER TABLE and ALTER VIEW
e CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW
DDL e DROP INDEX and DROP TABLE

® RENAME TABLE
® TRUNCATE TABLE

Supported synchronization topologies

One-way one-to-one synchronization
One-way one-to-many synchronization
One-way cascade synchronization

One-way many-to-one synchronization

For more information about synchronization topologies, see Synchronization topologies.

Limits

Incompatibility with triggers

If the object you want to synchronize is a database and the database contains a trigger that
updates the synchronized table, the synchronized data may be inconsistent. For example, the
source database contains Table A and Table B. If a data record is inserted into Table A, a
trigger inserts a data record into Table B. In this case, after an INSERT operation is performed
on Table Ain the source database, the data in Table B becomes inconsistent between the
source and destination databases.

To avoid this situation, you must delete the trigger that is synchronized to the destination
database and select Table B as the object to be synchronized. For more information, see
Configure synchronization when triggers exist.

Limits on RENAME TABLE operations

RENAME TABLE operations may cause data inconsistency between the source and destination
databases. For example, if only Table A needs to be synchronized and it is renamed Table B,
Table B cannot be synchronized to the destination database. To avoid this situation, you can
select the database to which Table A and Table B belong as the object when configuring the
data synchronization task.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set both Source Instance and Target Instance to POLARDB,
and set Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.
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Data Transmission Se... Synchranization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Befjing) China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

~
Data Migration = Refresh
Change Tracking

Task Name v Search Sort: | Default Sorting v | Status: | all v

Data Synchronization

e [0  1nstance ID/Task Name Status Synchronization Details Billing Method

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.

1.Configure Source and Destination

Synchronization Task Name; ‘ PolarDB_TQ_PolarDB

| Source Instance Details

Instance Type: | PolarDB Instance M

Instance Region: Singapore

* PolarDB Instance ID: | pc-gss -
* Database Account: ‘ distest ‘
* Database Password: | sesessss @ ‘
Destination Instance Details
PolarDB
Instance Ri Singapore
* PolarDB Instance ID: | pe.gst -

* Database Account ‘ dtstest ‘

¥ Database Password: | ssssssss &9
Section Parameter Description
Synchroniz DTS automatically generates a task name. We recommend that
N/A ation Task you use an informative name for easy identification. You do not
Name need to use a unique task name.
Instance The value of this parameter is set to PolarDB Instance and cannot
Type be changed.

The region of the source instance. The region is the same as the

Instance source region that you selected when you purchased the data

Region synchronization instance. You cannot change the value of this
parameter.

PolarDB

Select the ID of the source PolarDB cluster.
Instance ID

Source
Instance

mNasaila
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veLldin
Section Parameter Description
Enter the database account of the source PolarDB cluster.
Database @ Note The account must have the REPLICATION SLAVE
Account permission, the REPLICATION CLIENT permission, the SHOW
VIEW permission, and the permission to perform SELECT
operations on the required objects.
Database
Enter the password for the source database account.
Password
Instance The value of this parameter is set to PolarDB and cannot be
Type changed.
The region of the destination instance. The region is the same as
Instance the destination region that you selected when you purchased the
Region data synchronization instance. You cannot change the value of
this parameter.
PR PolarDB L.
Destination | D Select the ID of the destination PolarDB cluster.
Instance nstance
Details
Enter the database account of the destination PolarDB cluster.
Database
Account @ Note The database account must have the ALL
permission for the objects to be synchronized.
Database s
Enter the password for the destination database account.
Password

7. Inthe lower-right corner of the page, click Set Whitelist and Next.

@ Note The CIDR blocks of DTS servers are automatically added to the whitelists of
the source and destination PolarDB clusters. This ensures that DTS servers can connect
to the source and destination PolarDB clusters.

8. Configure the processing mode in existing destination tables and the objects to be

synchronized.
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2.Select Objects to Synchronize

Proccessing Mode In

Existed Target Table: ® pre-check and Intercept @ Ignore

Available Selected (To edit an object name or its filter, hover over the object and dick
Edit.) Learn maore.
If you search globally, please expand the Q
§ Q
__recycle_bin__
sys dtstestdata (20bjects)
[ 1% dtstestdata =/ customer
=| order
>
Select All
Select All
*Name batch change: ® No Yes
Cancel Previous
Description

Parameter
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Parameter Description

o Pre-check and Intercept: checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that
have the same names as tables in the source database, the precheck
is passed. Otherwise, an error is returned during precheck and the
data synchronization task cannot be started.

@ Note |If tables in the destination database have the same
names as tables in the source database, and cannot be deleted
or renamed, you can use the object name mapping feature. For
more information, see Specify the name of an object in the
destination instance.

o Ignore: skips the precheck for identical table names in the source and
Processing Mode In destination databases.
Existed Target Table

n Warning If you select Ignore, data consistency is not
guaranteed and your business may be exposed to potential risks.

= DTS does not synchronize data records that have the
same primary keys as data records in the destination
database during initial data synchronization. This occurs
if the source and destination databases have the same
schema. However, DTS synchronizes these data records
during incremental data synchronization.

m |f the source and destination databases have different
schemas, initial data synchronization may fail. In this
case, only some columns are synchronized or the data
synchronization task fails.
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Parameter Description

Select objects fromthe Available section and click the 3 iconto move

the objects to the Selected section.

You can select tables and databases as the objects to be synchronized.

@ Note

o If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the
destination database.

o After an object is synchronized to the destination database,
the name of the object remains unchanged. You can change
Objects the name of an object in the destination PolarDB cluster by
using the object name mapping feature. For more
information about how to use this feature, see Specify the
name of an object in the destination instance.

9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization.

3.Advanced Settings

Initial Synchronization: Initial Schema Synchronization Initial Full Data Synchronization

Cancel Previous Save

@ Note Initial synchronization includes initial schema synchronization and initial full
data synchronization. Select both Initial Schema Synchronization and Initial Full Data
Synchronization. Before synchronizing incremental data, DTS synchronizes the schemas
and historical data of the required objects from the source database to the destination
database.

11. In the lower-right corner of the page, click Precheck.
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@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

Pause Task Switch to
Subseription Uparade
More

Li ] P Delay: 0 Milliseconds — One-Way
Synchranizing Speed: 0TPS(0.00MB/s) Pay-As-You-Go Synchronization

Total: 1 item(s), Per Page: 20 item(s)

8.3. Synchronize data between PolarDB
clusters compatible with Oracle

Apsara PolarDB is a next-generation relational database service developed by Alibaba Cloud. It
is compatible with MySQL, PostgreSQL, and Oracle database engines. Apsara PolarDB provides
superior performance in storage and computing to meet diverse requirements of enterprises.
This topic describes how to synchronize data between PolarDB clusters compatible with Oracle
by using Data Transmission Service (DTS).

Prerequisites
The tables to be synchronized contain primary keys or UNIQUE NOT NULL indexes.

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e Asingle data synchronization task can synchronize data from only one database. To
synchronize data from multiple databases, you must create a data synchronization task for
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each database.

e To ensure that the delay time of data synchronization is accurate, DTS adds a heartbeat table
named dts_postgres_heartbeat to the source database. The following figure shows the
schema of the heartbeat table.

execute(F8) Row Details Plan{F7) Format({F9)

select * from “dtstest"."dts_postgres_heartbeat"”

Messages m Cross Database SOL Query

SLOT_MNAME REVICE_TIME REVICE_LSN FLUSHED _LSN UPDATE_TIME DTS_SERVICE_TIME

1 wdi 1685104942560 044 o 2020-03-25 10:55:47 BEE1ET+0E 1635104347679

SQL operations that can be synchronized

e Data manipulation language (DML) operations: INSERT, UPDATE, and DELETE

e Data definition language (DDL) operations: CREATE TABLE (The CREATE TABLE operations to
create partition tables or tables that contain functions cannot be synchronized.), ALTER
TABLE, DROP TABLE, RENAME TABLE, CREATE INDEX, and ADD INDEX

Preparation

Set the value of the wal_level parameter to /logicalfor the source PolarDB cluster. This setting
ensures that logical decoding is supported in write-ahead logging (WAL). For more information,
see Change the values of cluster parameters.

Warning If you change the value of the wal_level parameter, the source PolarDB cluster
is restarted. Perform this operation with caution.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set both Source Instance and Target Instance to PolarDB,
and set Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing)  China (Qingdao)

China (Shanghai) Hong Kong US (virginia) US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt) ~ China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration Z Refresh

Change Tracking
Task Name A Search Sort: Default Sorting v | Status: all v

Data Synchronization

Operation Log

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.
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1.Configure Source and Destination

Synchronizal
| Source Instance Details
Instance Type:
Instance Region:
* PolarDB Instance ID:
* Database Name:

* Database Account:

Task Name:

PolarCB O

PolarDB Instance v

Chinz (Hangzhou)

pc-bp -

distestdata |

| disowner |

* Database Password: | ssssssss L3
Drestination Instance Details
Instance Type: PolarDB
Instance Region: China (Hangzhou)
* PolarDB Instance ID: | pe-bp -
* Database Name: | dtstestdata |
* Database Account: | distest |
* Database Password: | sssssses &
Section Parameter Description
Synchroniz DTS automatically generates a task name. We recommend that
N/A ation Task you specify an informative name for easy identification. You do
Name not need to use a unique task name.
Instance The value of this parameter is set to PolarDB Instance and cannot
Type be changed.
The region of the source instance. The region is the same as the
Instance source region that you selected when you purchased the data
Region synchronization instance. You cannot change the value of this
parameter.
PolarDB
Select the ID of the source PolarDB cluster.
Instance ID
Database
Source N Enter the name of the source database.
Instance ame
Details
Database Enter the privileged account of the source PolarDB cluster. For
more information about how to create a privileged database
Account
account, see Create database accounts.
Database
Enter the password of the source database account.
Password
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Section Parameter Description
Instance The value of this parameter is set to PolarDB Instance and cannot
Type be changed.

The region of the destination instance. The region is the same as
Instance the destination region that you selected when you purchased the
Region data synchronization instance. You cannot change the value of
this parameter.

PolarDB .
Select the ID of the destination PolarDB cluster.
Instance ID
Destination
Database L
Instance Enter the name of the destination database.
Details Name
Enter the database account of the destination PolarDB cluster.
The account must have the owner permission on the database.
Database
Account K]) Notice You can specify the database owner when you
create a database.
Database L.
Enter the password of the destination database account.
Password

7. In the lower-right corner of the page, click Set Whitelist and Next.

(® Note DTS adds the CIDR blocks of DTS servers to the whitelists of the source and
destination PolarDB clusters. This ensures that DTS servers can connect to the source
and destination PolarDB clusters.

8. Configure the processing mode in existing destination tables and the objects to be
synchronized.
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2.5elect Objects to Synchronize

Synchronization Mode: One-Way Synchronization

Proccessing Mode In
Existed Target Table: @ Pre-check and Intercept © Ignore

Available

ct name or its filke

Edit.) Learn more.

If you search globally, please expand Q
dbms_random
dbms_redact dtstest (20bjects)

[0 dbms_rls newtesttable
dbms_scheduler =| oracletesttable

17 dbms_session
dbms_sql
dbms_utility
dtstest

[=] i Tables
msg_prop_t

public
[0 utl_encode
[0 utl_file

Select All
Select All
*Name batch change: ® No O Yes

Cancel Previous

Parameter Description
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Parameter Description

o Pre-check and Intercept: checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that
have the same names as tables in the source database, the precheck
is passed. Otherwise, an error is returned during precheck and the
data synchronization task cannot be started.

@ Note |If tables in the destination database have the same
names as tables in the source database, and cannot be deleted
or renamed, you can use the object name mapping feature. For
more information, see Specify the name of an object in the
destination instance.

o Ignore: skips the precheck for identical table names in the source and
Processing Mode In destination databases.
Existed Target Table

n Warning If you select Ignore, data consistency is not
guaranteed and your business may be exposed to potential risks.

= DTS does not synchronize data records that have the
same primary keys as data records in the destination
database during initial data synchronization. This occurs
if the source and destination databases have the same
schema. However, DTS synchronizes these data records
during incremental data synchronization.

m |f the source and destination databases have different
schemas, initial data synchronization may fail. In this
case, only some columns are synchronized or the data
synchronization task fails.

Select objects fromthe Available section and click the 3 iconto move

the objects to the Selected section.

You can select tables and databases as the objects to be synchronized.

@ Note

o If you select a database as the object to be synchronized, all
Objects schema changes in the database are synchronized to the
destination database.

o After an object is synchronized to the destination database,
the name of the object remains unchanged. You can change
the name of an object in the destination PolarDB cluster by
using the object name mapping feature. For more
information about how to use this feature, see Specify the
name of an object in the destination instance.

178 > Document Version:20200820


https://www.alibabacloud.com/help/doc-detail/125591.htm#concept-610481
https://www.alibabacloud.com/help/doc-detail/125591.htm#concept-610481

Data Transmission Data Synchronization - Synchronize data to or from an Apsara PolarDB
Service cluster

9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization.

3.Advanced Settings

Initial Synchronization: Initial Schema Synchronization Initial Full Data Synchronization Mote gger synchronization is not supported, please Reference Document

Cancel Previous Save Precheck

Initial
synchronization Description
type

DTS synchronizes the schemas of the required objects to the destination
PolarDB cluster. DTS supports initial schema synchronization for the
following types of objects: table, view, synonym, trigger, stored
procedure, function, package, and user-defined type.
Initial schema
synchronization (]3 Notice However, if an object contains triggers, data will become
inconsistent between the source and destination databases. For more
information about how to solve this issue, see Configure a data
synchronization task for a source database that contains a trigger.

DTS synchronizes historical data of the required objects fromthe source
PolarDB cluster to the destination PolarDB cluster.

Initial full data

.. (b Notice During initial schema synchronization and initial full data
synchronization

synchronization, do not perform DDL operations on the objects to be
synchronized. Otherwise, the objects may fail to be synchronized.

11. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.
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On the Synchronization Tasks page, view the status of the data synchronization task.

Pause Task Switch to
Subscription Uparade
More

(] P Delay: 0 Miliseconds . One-Way
Synchronizing Speed: 0TPS(0.00MB/s) Pay-As-You-Go Synchronization

Total: 1 item(s). Per Page: 20 item(s)

8.4. Synchronize data from a PolarDB
cluster compatible with Oracle to a user-
created Kafka cluster

Kafka is a distributed message queue service that features high throughput and high scalability.
Kafka is widely used for big data analytics such as log collection, data aggregation, streaming
processing, and online and offline analysis. It is important for the big data ecosystem. This topic
describes how to synchronize data from a PolarDB cluster compatible with Oracle to a user-
created Kafka cluster by using Data Transmission Service (DTS). The data synchronization
feature allows you to extend message processing capabilities.

Prerequisites

The tables to be synchronized contain primary keys or UNIQUE NOT NULL indexes.
Limits

e Inthis scenario, DTS supports only<dfn class="aliterm" aliterm-def="DTS synchronizes

incremental data that is generated in the source database to the destination database."
>incremental data synchronization</dfn>.DTS does not support and

e Asingle data synchronization task can synchronize data from only one database. To
synchronize data from multiple databases, you must create a data synchronization task for
each database.

e To ensure that the delay time of data synchronization is accurate, DTS adds a heartbeat table
named dts_postgres_heartbeat to the source database. The following figure shows the
schema of the heartbeat table.

execute(F8) Row Details Plan(F7) Format(F9)

select * from “dtstest"."dts_postgres_heartbeat"”

Messages m Cross Database SOL Query

SLOT_NAME REVICE_TIME REVICE_LSN FLUSHED_LSN UPDATE_TIME DTS_SERVICE_TIME
1 wii 1555104942560 0440 o 2020-03-26 10:.56:47 BIE157+05 1655104947579

Preparation

Set the value of the wal_level parameter to /logicalfor the source PolarDB cluster. This setting
ensures that logical decoding is supported in write-ahead logging (WAL). For more information,
see Change the values of cluster parameters.

Warning If you change the value of the wal_level parameter, the source PolarDB cluster
is restarted. Perform this operation with caution.
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Data Transmission
Service

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set Source Instance to PolarDB, set Target Instance to
Kafka, and then set Synchronization Topology to One-Way Synchronization.

2. Logonto the DTS console.

w

. Inthe left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan(Tokyo) Indonesia (Jakarta) ~China(Hangzhou) —China (Shenzhen) China (Beiiing) ~China (Qingdac)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration < Refresh

Change Tracking

Task Name A Search Sort: Default Sorting ¥ | Status: | Al A
Data Synchronization
Operation Log O D/Task Name Status Syn Billing Method

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.

Synchronization Task Name: | PolarDB-0_To_Kafka ‘

Source Instance Details

pe: | PolarDB Instance v

egion: China (Shanghai)

D: | pc- -

distestdata |

| distest |

* Databas: e @
Destination Instance Details
Instance Type: | User-Created Database in ECS Instance v

China (Shanghai)

Is not necessary

@ | s not necessary

*Topic: | polardb_test v Get Toplic list

Pleans dlient right button,and get kafia topic
10 v

SCRAM-SHA-256

: ® Non-encrypted

Cancel Set Whitelist and Next

Section Parameter Description
Synchroniz DTS automatically generates a task name. We recommend that
N/A ation Task you specify an informative name for easy identification. You do

Name

not need to use a unique task name.
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cluster Service
Section Parameter Description
Instance The value of this parameter is set to PolarDB Instance and cannot
Type be changed.
The region of the source instance. The region is the same as the
Instance source region that you selected when you purchased the data
Region synchronization instance. You cannot change the value of this
parameter.
PolarDB
Source Select the ID of the source PolarDB cluster.
Instance ID
Instance
Details Datab
atabase
Enter the name of the source database.
Name
Database Enter the privileged account of the source PolarDB cluster. For
more information about how to create a privileged database
Account
account, see Create database accounts.
Database
Enter the password of the source database account.
Password
Select an instance type based on where the user-created Kafka
cluster is deployed. In this example, select User-Created Database
with Public IP Address.
Instance
Type @ Note If you select other instance types, you must
prepare the environment that is required for the database.
For more information, see Preparation overview.
The region of the destination instance. The region is the same as
Instance the destination region that you selected when you purchased the
Region data synchronization instance. You cannot change the value of
this parameter.
ECS Select the ID of the ECS instance on which the Kafka cluster is
Instance ID deployed.
Database
Select Kafka.
Type
Destination
Instance Port Enter the service port number of the Kafka cluster. The default
Details Number port number is 9092.
Enter the username that is used to log on to the Kafka cluster. If
Database e ey
authentication is disabled for the Kafka cluster, you do not need
Account
to enter the username.
Enter the password of the cluster account. If authentication is
Database .
disabled for the Kafka cluster, you do not need to enter the
Password
password.
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Section Parameter Description

Click Get Topic List, and select a topic name from the drop-down

Topi
opic list.
Kafka
. Select the version of the user-created Kafka cluster.
Version
. Select Non-encrypted or SCRAM-SHA-256 based on your business
Encryption

and security requirements.
7. In the lower-right corner of the page, click Set Whitelist and Next.

(® Note DTS adds the CIDR blocks of DTS servers to the whitelist of the source PolarDB
cluster and the inbound rule of the destination ECS instance. This ensures that DTS
servers can connect to the source cluster and the destination instance.

8. Select the objects to be synchronized.

Synchronization Mode:One-Way Synchronization

Available Selected (To edit an object name or its filter, hover over the object and dick
Edit.) Learn more.

f you search globally, please expand the Q

Q

ame... (10bjects)

i
aq$_agent

ag$_descriptor * polardb_test Sou
aq$_reg_info * polardb_test So
dbms_alert

dbms_aq >

H &

dbms_agadm

[E3]

dbms_crypto

[E3]

dbms._job
dbms_lob

dbms_lock

HEHH

dbms_mview

2]

dbms_obfuscation_teolkit

[E3]

dbms_output

dbms_pipe -

Select All
Select All

“Name batch change: ® No O Yes

Cancel Previous

Parameter Description
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Parameter Description

Select one or more tables from the Available section and click the 3

icon to move the tables to the Selected section. You can select only
tables as the objects to be synchronized.

Objects @ Note DTS maps the table names to the topic name that you
select in step 6. If you want to change the topic name, you can move
the pointer over the table and click Edit. You must specify a topic
that exists in the Kafka cluster. For more information, see Specify
the name of an object in the destination instance.

9. In the lower-right corner of the page, click Next.
10. Configure initial synchronization.

Initial Synchr ation Initial Incrementzl Data Synchronization

Filtes Ignore DDL in incremental synchronization phase

Cancel Previous Save

Parameter Description

Initial Schema Synchronization is selected by default. DTS synchronizes
incremental data that is generated in the source database to the
destination database.

Initial
Synchronization

Ignore DDL in incremental synchronization phase is selected by default.
Filter options DTS does not synchronize DDL operations that are performed on the
source database during incremental data synchronization.

11. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.
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On the Synchronization Tasks page, view the status of the data synchronization task.

Pause Task Switch to
Subscription Uparade
More

(] P Delay: 0 Miliseconds R One-Way
Synchronizing Speed: 0TPS(0.00MB/s) Pay-As-You-Go Synchronization

Total: 1 item(s), Per Page: 20 item(s)

8.5. Synchronize data from an Apsara
PolarDB for MySQL cluster to an ApsaraDB
RDS for MySQL instance

This topic describes how to synchronize data from an Apsara PolarDB for MySQL cluster to an
ApsaraDB RDS for MySQL instance by using Data Transmission Service (DTS).

Prerequisites

e An Apsara PolarDB for MySQL cluster is created. For more information, see Create an Apsara
PolarDB for MySQL cluster.

e The binary logging feature is enabled for the Apsara PolarDB for MySQL cluster. For more
information, see Enable binary logging.

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e If you have selected one or more tables (not a database) for synchronization, do not use gh-
ost or pt-online-schema-change to modify the tables during data synchronization. Otherwise,
data synchronization may fail.

D Notice To avoid synchronization failure, you can use Data Management (DMS) to
perform online DDL schema changes during data synchronization. For more information,
see Change the table schema without locking.

e During initial full data synchronization, concurrent INSERT operations cause fragmentation in
the tables of the destination cluster. After initial full data synchronization, the tablespace of
the destination cluster is larger than that of the source instance.

e The source database must have PRIMARY KEY or UNIQUE constraints and all fields must be
unique. Otherwise, duplicate data may exist in the destination database.
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SQL operations that can be synchronized

Operati
P SQL statements
on type
DML INSERT, UPDATE, DELETE, and REPLACE
e ALTER TABLE and ALTER VIEW
e CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW
DDL e DROP INDEX and DROP TABLE

® RENAME TABLE
® TRUNCATE TABLE

Supported synchronization topologies

e One-way one-to-one synchronization
e One-way one-to-many synchronization
e One-way cascade synchronization

e One-way many-to-one synchronization

For more information about synchronization topologies, see Synchronization topologies.
Limits
e Incompatibility of triggers

If the object you want to synchronize is a database and the database contains a trigger that
updates the synchronized table, the synchronized data may be inconsistent. For example, the
source database contains Table A and Table B. If a data record is inserted into Table A, a
trigger inserts a data record into Table B. In this case, after an INSERT operation is performed
on Table Ain the source instance, the data in Table B becomes inconsistent between the
source and destination instances.

To avoid this situation, you must delete the trigger that is synchronized to the destination
instance and select Table B as the object to be synchronized. For more information, see
Configure synchronization when triggers exist.

e Limits on RENAME TABLE operations

RENAME TABLE operations may cause data inconsistency between the source and destination
databases. For example, if only Table A needs to be synchronized and it is renamed Table B,
Table B cannot be synchronized to the destination database. To avoid this situation, you can
select the database to which Table A and Table B belong as the object when configuring the
data synchronization task.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set Source Instance to PolarDB, Target Instance to MySQL,
and Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.
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rDB

cluster

3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se...

China (Shanghai) Hong Kong  US (virginia)  US (Silicon valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (Londof
Overview the region of the destination instance in the synchronization task.)

Data Migration

Change Tracking

Task Name v Search Sort: | Default Sorting v | Status: | all v

Data Synchronization

Operation Log O Billing Method

ID/Task Name Status Synchroniza ails

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.

Synchronization Task Name: | polarDB_TO_MySQL

| Source Instance Details

PolarDB Instance v
n: Singapore
*® arDB pe-gss -
* Database Account ‘ dtstest ‘
* Database Password: | essssess @ ‘
Destination Instance Details
nce Type: | RDS Instance v

Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing) China (Qingdao)

n)

Z Refresh

Insi gion: Singapore
* Instance ID: | rm-gd -
* Database Account: | dtstest
rd sasssss L1
Section Parameter Description
Synchronizati DTS automatically generates a task name. We recommend that
N/A on Task you use an informative name for easy identification. You do
Name not need to use a unique task name.
Instance The value of this parameter is set to PolarDB Instance and
Type cannot be changed.
The region of the source instance. The region is the same as
Instance the source region that you selected when you purchased the
Region data synchronization instance. You cannot change the value of
this parameter.
Source PolarDB
Instance Select the ID of the source PolarDB cluster.
Detail Instance ID
etails
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Section Parameter Description
Database
Enter the database account of the source PolarDB cluster.
Account
Database
Enter the password for the source database account.
Password
Instance .
Select RDS instance.
Type
The region of the destination instance. The region is the same
Instance as the destination region that you selected when you
Region purchased the data synchronization instance. You cannot
change the value of this parameter.
Database . .
Enter the database account of the destination RDS instance.
Account
Enter the password for the destination database account.
@ Note If the database engine of the destination RDS
Destination instance is MySQL 5.5 or MySQL 5.6, you do not need t
Database instance is MySQL 5.5 or MySQL 5.6, you do not need to
Instance configure the database account or database password.
Details Password
Select Non-encrypted or SSL-encrypted. If you want to select
SSL-encrypted, you must enable SSL encryption for the RDS
instance before configuring the data synchronization task. For
more information, see Configure SSL encryption for an RDS for
Encryption MySQL instance.

@ Note The Encryption parameter is available only in
mainland China and Hong Kong(China).

7. In the lower-right corner of the page, click Set Whitelist and Next.

@ Note The CIDR blocks of DTS servers are automatically added to the whitelists of
the source PolarDB cluster and the destination RDS instance. This ensures that DTS
servers can connect to the source PolarDB cluster and the destination RDS instance.

8. Configure the processing mode in existing destination tables and the objects to be
synchronized.
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Service

2.Select Objects to Synchronize

Proccessing Mode In

Existed Target Table: ® pre-check and Intercept @ Ignore

Available Selected (To edit an object name or its filter, hover over the object and dick
Edit.) Learn maore.
If you search globally, please expand the Q
§ Q
__recycle_bin__
sys dtstestdata (20bjects)
[ 1% dtstestdata =/ customer
=| order
>
Select All
Select All
*Name batch change: ® No Yes
Cancel Previous
Description

Parameter
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Parameter Description

o Pre-check and Intercept: checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that
have the same names as tables in the source database, the precheck
is passed. Otherwise, an error is returned during precheck and the
data synchronization task cannot be started.

@ Note |If tables in the destination database have the same
names as tables in the source database, and cannot be deleted
or renamed, you can use the object name mapping feature. For
more information, see Specify the name of an object in the
destination instance.

o Ignore: skips the precheck for identical table names in the source and
destination databases.

n Warning If you select Ignore, data consistency is not
guaranteed and your business may be exposed to potential risks.

Processing Mode In = DTS does not synchronize data records that have the

Existed Target Table same primary keys as data records in the destination
database during initial data synchronization. This occurs
if the source and destination databases have the same
schema. However, DTS synchronizes these data records
during incremental data synchronization.

m |f the source and destination databases have different
schemas, initial data synchronization may fail. In this
case, only some columns are synchronized or the data
synchronization task fails.
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Parameter Description

Select objects fromthe Available section and click the 3 iconto move

the objects to the Selected section.

You can select tables and databases as the objects to be synchronized.

@ Note

o If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the

i destination database.
Objects

o After an object is synchronized to the destination database,
the name of the object remains unchanged. You can change
the name of an object in the destination PolarDB cluster by
using the object name mapping feature. For more
information about how to use this feature, see Specify the
name of an object in the destination instance.

9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization.

3.Advanced Settings

Initial Synchronization: Initial Schema Synchronization Initial Full Data Synchronization

Cancel Previous Save

@ Note Initial synchronization includes initial schema synchronization and initial full
data synchronization. Select both Initial Schema Synchronization and Initial Full Data
Synchronization. Before synchronizing incremental data, DTS synchronizes the schemas
and historical data of the required objects from the source database to the destination
database.

11. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.
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12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

Pause Task | Switch to
Subscription  Upgrade

More

1] . Delay: 0 Milliseconds X One-Way
Synchronizing ; , y-AS-0U- o
Synchronizing Speed: 0TPS(0.00MBE/s) Pay-As-You-Go Synchronization

8.6. Synchronize data from an Apsara
PolarDB for MySQL cluster to an
Elasticsearch instance

Alibaba Cloud Elasticsearch is compatible with open-source Elasticsearch features such as
Security, Machine Learning, Graph, and Application Performance Management (APM). Alibaba
Cloud Elasticsearch provides capabilities such as enterprise-level access control, security
monitoring and alerts, and automatic report generation. You can use Alibaba Cloud
Elasticsearch to search and analyze data. This topic describes how to synchronize data from an
Apsara PolarDB for MySQL cluster to an Elasticsearch instance by using Data Transmission
Service (DTS).

Prerequisites

e An Elasticsearch instance (5.5, 6.3, or 6.7 version) is created. For more information, see

e The binary logging feature for the Apsara PolarDB for MySQL cluster is enabled. For more
information, see

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

o DDL operations cannot be synchronized. If a DDL operation is performed on the table in the
source database during data synchronization, you must perform the following steps: Remove
the table from the required objects, remove the index for the table from the Elasticsearch
instance, and then add the table to the required objects. For more information, see

and
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e To add columns to the table that you want to synchronize, perform the following steps:
Modify the mappings of the table in the Elasticsearch instance, perform DDL operations in the
Apsara PolarDB for MySQL cluster, and then pause and start the data synchronization task.

SQL operations supported by data synchronization
INSERT, DELETE, and UPDATE operations

Data type mappings

The data types of the Apsara PolarDB for MySQL cluster and the Elasticsearch instance do not
have one-to-one correspondence. During initial schema synchronization, DTS converts the data
types of the Apsara PolarDB for MySQL cluster into those of the Elasticsearch instance. For more
information, see Data type mappings for initial schema synchronization.

Procedure
(Optional)

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set Source Instance to PolarDB, set Target Instance to
Elasticsearch, and set Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing) China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia) US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt) ~ China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

~ Refi
Data Migration = Refresh
Change Tracking

Task Name v Search Sort: Defzult Sorting v | Status: Al v

Data Synchronization

Operation Log

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.
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1.Configure Source and Destination

Synchronization Task Name:

PolarDB MySQL_TO_Elasticsearch

| Source Instance Details

Instance Type: | PolarDB Instance

Instance Region: China (Hangzhou)

= PolarDB Instance ID: | pe-bp

* Database Account: | dtstest

= Database Password!

a;‘

Destination Instance Details

Instance Type: Elasticsearch

Instance Region: China (Hangzhou)

* Elasticsearch | ag-cn-s

* Database Account | dtstest

* Database Password | ssassans

Section Parameter

Synchroniz

N/A ation Task
Name

Instance
Type

Instance
Region

PolarDB

Source Instance ID

Instance
Details

Database
Account

Database
Password

Instance
Type

Cancel Set Whitelist and Next

Description

DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You do
not need to use a unique task name.

The value of this parameter is set to PolarDB Instance and cannot
be changed.

The region of the source instance. The region is the same as the
source region that you selected when you purchased the data

synchronization instance. You cannot change the value of this
parameter.

Select the ID of the source Apsara PolarDB for MySQL cluster.

Enter the database account of the Apsara PolarDB for MySQL
cluster.

@ Note The account must have the read permission on the
source database.

Enter the password of the source database account.

The value of this parameter is set to Elasticsearch and cannot be
changed.
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Section

Destination
Instance
Details

Parameter

Instance
Region

Elasticsearc

h

Database
Account

Database
Password

Description
The region of the destination instance. The region is the same as
the destination region that you selected when you purchased the

data synchronization instance. You cannot change the value of
this parameter.

Select the ID of the destination Elasticsearch instance.

Enter the account that is used to connect to the Elasticsearch
instance. The default account is elastic.

Enter the password of the account.

7. In the lower-right corner of the page, click Set Whitelist and Next.

(@ Note DTS adds the CIDR blocks of DTS servers to the whitelists of the Apsara
PolarDB for MySQL cluster and the Elasticsearch instance. This ensures that DTS servers
can connect to the source cluster and the destination instance.

8. Configure the index name, the processing mode of identical index names, and the objects to
be synchronized.

2.Select Objects to Synchronize

Synchronization Mode:One-Way Synchronization

Index Name:

Available

DatabseName_TableName

If you search globally, please expand the
sys
[7] [ dtstestdata
[=] [ Tables
Select All
*Name batch change: ® No

® pre-check and Intercept ) Ignore

Selected (To edit an object name or its filter, hover over the object and click
Edit.) Learn more.

Q

distestdata (20bjects)
* dtstestdata_customer S
* dtstestdata_order Sourc

Select All

0 Yes
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Parameter Description
o Table Name
If you select Table Name, the name of the index that is created in the
Elasticsearch instance is the same as the name of the table. In this
example, the index name is customer.
Index Name

Processing Mode In
Existed Target Table

Objects to be
synchronized

o DatabaseName_TableName

If you select DatabaseName_TableName, the name of the index that
is created in the Elasticsearch instance is <Database name>_<Table
name>. In this example, the index name is dtstestdata_customer.

o Pre-check and Intercept: checks whether the destination database
contains indexes that have the same names as tables in the source
database. If the destination database does not contain indexes that
have the same names as tables in the source database, the precheck
is passed. Otherwise, an error is returned during precheck and the
data synchronization task cannot be started.

@ Note If indexes in the destination database have the same
names as tables in the source database, and cannot be deleted
or renamed, you can use the object name mapping feature. For
more information, see Specify the name of an object in the
destination instance.

o Ignore: skips the precheck for identical index names in the source
and destination databases.

Warning If you select Ignore, data consistency is not
guaranteed and your business may be exposed to potential risks.

® |f the source and destination databases have the same
mappings and the primary key of a record in the
destination database is the same as that in the source
database, the record remains unchanged during initial
data synchronization. However, the record is overwritten
during incremental data synchronization.

m |f the source and destination databases have different
mappings, initial data synchronization may fail. In this
case, only some columns are synchronized or the data
synchronization task fails.

Select objects fromthe Available section and click the 3 iconto move

the objects to the Selected section.

You can select tables and databases as the objects to be synchronized.

9. In the Selected section, move the pointer over a table, and then click Edit. In the Edit Table
dialog box that appears, configure parameters for the table in the Elasticsearch instance,
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Service

such as the index name and type name.

Edit Table

Information: After you edit the table or column name in the source database, the
corresponding table or column name in the destination database is also updated.

* Index Name: | dtstestdata_customer

* Type Name: | customer

DTS supports the WHERE dause in SQL
Filter: | statements. Only data that meets the WHERE -
clause can be migrated to the destination y

IsPartition: ® yes O No

id ¥il1

_id value: Bis id v |id
[] select column
All Column Name Type param column param value
address varchar(32... index v false v | add param
id int(11) index ¥ true T
name varchar(32... index v false v | add param
Parameter Description
Index Name

For more information, see Terms in the Elasticsearch documentation.

n Warning The only type of special characters that an index name
and type name can contain is underscore (_). An index name and type

. . . .
Type Name name cannot contain the following special characters: +-&!(){} 2:\%
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Parameter Description
Specify SQL conditions to filter data. Only data that meets the specified
Filter conditions is synchronized to the destination instance. For more information,

see Use SQL conditions to filter data.

Select whether to set partitions. If you select Yes, you must also specify the

IsPartition .. L
partition key column and number of partitions.
o Primary key column
Composite primary key fields are merged into one column.
_id value o Business key
If you select a business key, you must also specify the business key
column.
Select the column parameter and parameter value. For more information,
add param

see Mapping parameters in the Elasticsearch documentation.
10. In the lower-right corner of the page, click Precheck.

® Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

11. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

12. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

[0 1instance ID/Task Name Status Synchronization Details Billing Method Mode(All) « Actions

Pause Task  Switch to
Subscription Upgrade
More

(] 0o T Delay: 0 Milliseconds ) One-Way
Synchronizing Speed: 0TPS(D.00MB/s) Pay-As-You-Go Synchronization

[l Total: 1 item(s), Per Page: 20 item(s) & N

Check the index and data

If the data synchronization task is in the Synchronizing state, you can connect to the
Elasticsearch instance and check whether the index is created and data is synchronized as
expected. In this example, the Elasticsearch Head plug-in is used.
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@ Note If the index is not created or data is not synchronized as expected, you can delete
the index and data, and then configure the data synchronization task again.

EIast'csea rch http://e public elasticse| B | es-cn-mme e caeecnd [ERSERGTCETISIOHSEN
| = - | | B | | B

| - ==

ami " L
] _index _type _id _score a address id name

kibana 1 dtstestdata_customer customer 2077 1 _— 2077 Pat™ o
.monitoring-es-6-2019.08.28 distestdat

.monitoring-es-6-2019.08.29 dtstestdaty

.monitoring-es-6-2019.08.30 dtstestdatd

.monitoring-es-5-2019.08.31 dtstestdats : d?tag:ustomer”,

.monitoring-es-6-2019.09.01 dtstestdata o e

.monitoring-es-5-2019.09.02 dtstestdatd

.monitoring-es-6-2019.09.03 dtstestdats

.monitoring-kibana-6-2019.08.28
.monitoring-kibana-6-2019.08.29
.monitoring-kibana-6-2019.08.30
.monitoring-kibana-6-2019.08.31
.monitoring-kibana-6-2019.09.01

dtstestdats
dtstestdaty
dtstestdats

dtstestdat3

.monitoring-kibana-6-2019.09.02 dtstestdatg
.monitoring-kibana-6-2019.08.03 dtstestdatg
.Security-6 dtstestdatd
dtstestdata_customer distestdatd
dtstestdats
i dtstestdat3

customer dtstestdat3

doc dtstestdat3
dtstestdata_order dtstestdatd

8.7. Synchronize data from an Apsara
PolarDB for MySQL cluster to a user-
created Kafka cluster

Kafka is a distributed message queue service that features high throughput and high scalability.
Kafka is widely used for big data analytics such as log collection, data aggregation, streaming
processing, and online and offline analysis. It is indispensable for the big data ecosystem. This
topic describes how to synchronize data from an Apsara PolarDB for MySQL cluster to a user-
created Kafka cluster by using Data Transmission Service (DTS). The data synchronization
feature allows you to extend message processing capabilities.

Prerequisites

e The version of the user-created Kafka clusteris 0.10 or 1.0.
e Atopicis created in the Kafka cluster to receive the synchronized data.

e The binary logging feature is enabled for the Apsara PolarDB for MySQL cluster. For more
information, see Enable binary logging.

Precautions

The source database must have PRIMARY KEY or UNIQUE constraints and all fields must be
unique. Otherwise, the destination database may contain duplicate data records.

Limits
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e You can select only tables as the objects to be synchronized.

e DTS does not automatically update the objects to be synchronized based on their names.

@ Note DTS does not synchronize the data in a renamed table to the destination Kafka
cluster. This applies if the new table name is not included in the objects to be
synchronized. To synchronize the data in a renamed table to the destination Kafka
cluster, you must modify the objects to be synchronized. For more information, see Add an
object to a data synchronization task.

Data format

The data that is synchronized to the Kafka cluster is stored in the Avro format. For more
information, see DTS Avro schema.

After the data is synchronized to the Kafka cluster, you must parse the data based on the Avro
schema.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

(@ Note Onthe buy page, set Source Instance to PolarDB, set Target Instance to
Kafka, and set Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) —China(Hangzhou) China (Shenzhen) ~China (Befjing)  China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration = Refresh
Change Tracking

Task Name v Search Sort: | Default Sorting v | Status: | Al A
Data Synchronization

SSCR I [J  1instance 1D/Task Name Status Synchroniz,

Billing Method

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.
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Synchronization Task Name: | polarDB MySQL_To_Kafka

Source Instance Details

Instance Type: | PolarDB Instance
Instance Region: China (Hangzhou)

* PolarDB Instance ID: | pc/

* Database Account: | dtstest |
* Database Password: | sessssss &
Destination Instance Details
Instance User-Created Database in ECS Instance v
Instance Region: China (Shanghai)
* ECS Instance ID: -
Database Type: | Kafka h
* Port Number: | gpg2
Database Account: Optional
Database Password: & | Optional
* Topic: | polardb_test ~ Get Toplic list

Click Get Topic List and then select the specific topic.

* Kafka Version | 0.10

* Encryption: @ Non-encrypted O SCRAM-SHA-256

Section Parameter

Synchroniza

N/A tion Task
Name

Instance
Type

Instance
Region

PolarDB
Instance ID

Source
Instance

Details Database

Account

Database
Password

Cancel Set Whitelist and Next

Description

DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You do
not need to use a unique task name.

The value of this parameter is set to PolarDB Instance and
cannot be changed.

The region of the source instance. The region is the same as
the source region that you selected when you purchased the
data synchronization instance. You cannot change the value of
this parameter.

Select the ID of the source PolarDB cluster.

Enter the database account of the source PolarDB cluster. The
account must have the REPLICATION SLAVE permission, the
REPLICATION CLIENT permission, and the permission to perform
SELECT operations on the required objects.

Enter the password of the source database account.
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Section Parameter Description

o If the Kafka cluster is deployed on an ECS instance, select
User-Created Database in ECS Instance

o If the Kafka cluster is deployed on a local server, select
User-Created Database Connected over Express Connect,
VPN Gateway, or Smart Access Gateway.

Instance
Type
@ Note If you select User-Created Database
Connected over Express Connect, VPN Gateway, or
Smart Access Gateway, you must specify the VPC ID, IP
address, and port number.
The region of the destination instance. The region is the same
Instance as the destination region that you selected when you
Region purchased the data synchronization instance. You cannot
change the value of this parameter.
ECS Select the ID of the ECS instance on which the Kafka cluster is
Instance ID deployed.
Destination Datab
atabase
Instance - Select Kafka.
Details yp
Port Enter the service port number of the Kafka cluster. The default
Number port number is 9092.
Enter the username that is used to log on to the Kafka cluster.
Database e
If the authentication is disabled for the Kafka cluster, you do
Account
not need to enter the username.
Enter the password of the username. If the authentication is
Database .
disabled for the Kafka cluster, you do not need to enter the
Password
password.
i. Click Get Topic List.
Topic
ii. Select a topic name fromthe drop-down list.
Kafka . . .
. Select the version of the destination Kafka cluster.
Version
. Select Non-encrypted or SCRAM-SHA-256 based on your
Encryption

business and security requirements.
7. In the lower-right corner of the page, click Set Whitelist and Next.

(® Note DTS adds the CIDR blocks of DTS servers to the whitelist of the source PolarDB
cluster and the inbound rule of the destination ECS instance. This ensures that DTS
servers can connect to the source cluster and destination instance.
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8. Configure the processing mode in existing destination tables and the objects to be
synchronized.

2.Select Object to Be Synchronized

Synchronization Mode:One-Way Synchronization

Avzilable Selected (To edit an object name or its filter, hover over the object and click
Edit.} Learn more.
Expand the tree you perform a glol Q
Q
dtstest
[ dtstestdata * polardb_test Sou ame... (10bjects)
[ s Tables * polardb_test Source Tab
=i|order
>
<
Select All
Select Al
*Change Mapped Name: ® Do Mot Change Database and Table Names () Change Database and Table Names
Cancel Previous
Parameter Description

> Document Version:20200820 203



Data Synchronization - Synchronize data to or from an Apsara PolarDB Data Transmission
cluster Service

Parameter Description

Select tables from the Available section and click the 3 iconto move

the tables to the Selected section.

@ Note

o You can select only tables as the objects to be
synchronized.

o After an object is synchronized to the destination database,
the name of the object remains unchanged. You can change
the names of the objects that are synchronized to the
destination database by using the object name mapping
feature. For more information about how to use this feature,

Objects to be see Specify the name of an object in the destination
synchronized instance.

9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization.
>

Initial Synchronization: Initizl Schema Synchronization Initial Full Data Synchronization
Filter options: Ignore DDL in incremental synchronization phase

orted, please Reference Document

Cancel Previous Save Precheck

Parameter Description

Select both Initial Schema Synchronization and Initial Full Data
Initial Synchronization. Before synchronizing incremental data, DTS
Synchronization synchronizes the schemas and historical data of the required objects
fromthe source database to the destination database.

Ignore DDL in incremental synchronization phase is selected by default.
In this case, DTS does not synchronize DDL operations that are
performed on the source database during incremental data
synchronization.

Filter options
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11. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

Pause Task Switch to
Subscription Uparade
More

L Cunhrani Delay: 0 Miliseconds i One-Way
SYNCArONZING oo od: 0TPS(0.00MB/S) Pay-As-You-Go Synchronization

Total: 1 item(s). Per Page: 20 item(s]

8.8. Synchronize data from an Apsara
PolarDB for MySQL cluster to an AnalyticDB
for MySQL cluster

AnalyticDB for MySQL is a real-time online analytical processing (RT-OLAP) service developed by
Alibaba Cloud for online data analysis with high concurrency. AnalyticDB for MySQL can analyze
petabytes of data from multiple dimensions at millisecond-level timing to provide you with
data-driven insights into your business. This topic describes how to synchronize data from an
Apsara PolarDB for MySQL cluster to an AnalyticDB for MySQL cluster by using Data Transmission
Service (DTS). AnalyticDB for MySQL allows you to build internal business intelligence (BI)
systems, interactive query systems, and real-time report systems.

Prerequisites

e An AnalyticDB for MySQL cluster is created. For more information, see Create an AnalyticDB for
MySQL cluster.

e The destination AnalyticDB for MySQL cluster has sufficient storage space.

e The binary logging feature is enabled for the Apsara PolarDB for MySQL cluster. For more
information, see Enable binary logging.

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
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unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
operations on objects during data synchronization. Otherwise, data synchronization may fail.

o [f the disk space usage of nodes in an AnalyticDB for MySQL cluster reaches 80%, the clusteris
locked. We recommend that you estimate the required disk space based on the objects to be
synchronized. You must ensure that the destination cluster has sufficient storage space.

SQL operations that can be synchronized

e DDL operations: CREATE TABLE, DROP TABLE, RENAME TABLE, TRUNCATE TABLE, ADD COLUMN,
and DROP COLUMN

e DML operations: INSERT, UPDATE, and DELETE

@ Note If the data type of a field in the source table is changed during data
synchronization, an error message is generated and the data synchronization task stops.
You can submit a ticket or manually troubleshoot the issue. For more information, see
Troubleshoot the synchronization failure that occurs due to field type changes.

Permissions required for database accounts

Database Required permission

The read permission for the objects to be

A PolarDB for MySQL
psara PolarDB for MySQ synchronized

The read/write permissions for the objects to be

AnalyticDB for MySQL
nalyticDB for MysQ synchronized

For more information about how to create and authorize a database account, see Create an
Apsara PolarDB for MySQL database account and Create an AnalyticDB for MySQL database
account.

Data type mapping

For more information, see Data type mappings for initial schema synchronization.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set Source Instance to PolarDB, Target Instance to
AnalyticDB for MySQL, and Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.
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3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing) China (Qingdao)

China (Shanghai) Hong Kong  US (virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration = Refresh

Change Tracking
Task Name v Search Sort: | Default Sorting v | Status: | all v
Data Synchronization

Operation Log 0O

ID/Task Name Status Synchroniza ails Billing Method

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.

Synchronization Task Name | PolarDB MySQL_TO_ADB MySQL

Source Instance Details

Instance Type: | PolarDB Instance M
Instance Region: Singapore
= PolarDE Instance ID: | pc-gs} -
* Database Account ‘ dtstest |

ssword ‘ [ &

Destination Instance Details

pe:  AnalyticDB

n: Singapore

2.0 ® 3.0

am-gs. -

dtstest |

¢)|

Cancel Set Whitelist and Next

Section Parameter Description

synchronizati DTS automatically generates a task name. We recommend that
N/A y you use an informative name for easy identification. You do
on Task Name .
not need to use a unique task name.

The value of this parameter is set to PolarDB Instance and
Instance Type
cannot be changed.
The region of the source instance. The region is the same as
Instance the source region that you selected when you purchased the
Region data synchronization instance. You cannot change the value
of this parameter.

PolarDB
Source Inst D Select the ID of the source PolarDB cluster.
Instance nstance
Details
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Section Parameter Description
Enter the database account of the source PolarDB cluster. For
Database . . - .
more information about permissions required for the account,
Account . .
see Permissions required for database accounts.
Database
Enter the password for the source database account.
Password

The value of this parameter is set to AnalyticDB and cannot
Instance Type
be changed.
The region of the destination instance. The region is the same
Instance as the destination region that you selected when you
Region purchased the data synchronization instance. You cannot
change the value of this parameter.

Destination
Version Select 3.0.
Instance
Details .. .
Database Select the ID of the destination AnalyticDB for MySQL cluster.
Database Enter the database account of the AnalyticDB for MySQL
cluster. For more information about permissions required for
Account L .
the account, see Permissions required for database accounts.
Database s
Enter the password for the destination database account.
Password

7. In the lower-right corner of the page, click Set Whitelist and Next.

@ Note The CIDR blocks of DTS servers are automatically added to the whitelists of
the Apsara PolarDB for MySQL cluster and the AnalyticDB for MySQL cluster. This ensures
that DTS servers can connect to the source and destination clusters.

8. Configure the synchronization policy and objects.
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Initial Synchronization: Initial Schema Synchronization

3.Select Objedts to Synchronize

Initial Full Data Synchronization

Proccessing Mode In

Existed Target T:

Merge Multi Table:

Synchronization Type: Insert

Available

If yoi

search globally,

! Pre-check and Intercept * Ignore

500 Yes @ o

__recycle_bin__

5YS
][ dtstestdata
=] [ Tables

Select All

*Mame batch change:

Parameter

Initial
Synchronization

Update Delete Alter Table Truncate Table
Create Table Drop Table Create Database Drop Database
Selected (To edit an object name or its filter, hover over the ol lick
Edit.) Learn more.
please expand the Q
Q
dtstestdata (20bjects)
=/ customer
= order
>
<
Select All
® No Yes
Cancel Previous
Description

You must select both Initial Schema Synchronization and Initial Full Data
Synchronization in most cases. After the precheck, DTS synchronizes the
schemas and data of the required objects fromthe source instance to the
destination cluster. The schemas and data are the basis for subsequent
incremental synchronization.

=
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Parameter Description

o Pre-check and Intercept: checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that have
the same names as tables in the source database, the precheck is
passed. Otherwise, an error is returned during precheck and the data
synchronization task cannot be started.

@ Note If tables in the destination database have the same
names as tables in the source database, and cannot be deleted or
renamed, you can use the object name mapping feature. For more
information, see Specify the name of an object in the destination
instance.

Processing Mode

In Existed Target o Ignore: skips the precheck for identical table names in the source and

destination databases.

Table
Warning If you select Ignore, data consistency is not
guaranteed and your business may be exposed to potential risks.
® |f the source and destination databases have the same
schema, DTS does not synchronize data records that have
the same primary keys as data records in the destination
database.

m |f the source and destination databases have different
schemas, initial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.

o If you select Yes, DTS adds the __dts_data_source columnto each
table to record data sources. In this case, DDL operations cannot be
synchronized.

. o No is selected by default. In this case, DDL operations can be
Merge Multi synchronized.
Tables

@ Note You can merge the data source columns based on tasks
rather than tables. To merge only the data source columns of some
tables, you can create two data synchronization tasks.

Select the types of operations that you want to synchronize based on your
business requirements. All operation types are selected by default.

Synchronization
Type @ Note Only INSERT, UPDATE, DELETE, and ADD COLUMN operations

can be synchronized.
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Parameter Description

Select objects fromthe Available section and click the 3 iconto move the

objects to the Selected section.

You can select tables and databases as the objects to be synchronized.

® Note

o If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the

destination database.
Objects to be

. o If you select a table as the object to be synchronized, only ADD
synchronized

COLUMN operations on the table are synchronized to the
destination database.

o After an object is synchronized to the destination database, the
name of the object remains unchanged. You can change the
name of an object in the destination cluster by using the object
name mapping feature. For more information about how to use
this feature, see Specify the name of an object in the
destination instance.

9. In the lower-right corner of the page, click Next.
10. Specify a type for the tables to be synchronized to the destination database.

AnalyticDB Table Group AnalyticDB Table Name Type(All) = Primary Key Column Distribution Column Definition Status(All) +

dtstestdata customer Partitioned 7 ¥ id id v Defined
dtstestdata order Partitioned 7 ¥ orderid orderid A Defined

Set All to Partitioned Table  Set All to Dimension Table | Enter 2 table name. Search Total: 2 item(s), Per Page: |20 ¥ | item(s) « | < - >

Cancel Previous Save

@ Note After you select Initial Schema Synchronization, you must specify the type,
primary key column, and partition key column for the tables to be synchronized to
AnalyticDB for MySQL. For more information, see CREATE TABLE.

11. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.
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12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

Pause Task Switch to
Subscription Uparade

More

i ] o Delay: 0 Milliseconds o One-Way
Synchranizing Speed: 0TPS(0.00MB/s) Pay-As-You-Go Synchronization

8.9. Synchronize data from an Apsara
PolarDB for MySQL cluster to an AnalyticDB
for PostgreSQL instance

AnalyticDB for PostgreSQL (previously known as HybridDB for PostgreSQL) is a fast, easy-to-use,
and cost-effective warehousing service. AnalyticDB for PostgreSQL supports processing
petabytes of data. This topic describes how to synchronize data from an Apsara PolarDB for
MySQL cluster to an AnalyticDB for PostgreSQL instance by using Data Transmission Service
(DTS). This is applicable to scenarios such as ad-hoc query and analysis, extract, transform, and
load (ETL) operations, and data visualization.

Prerequisites

e The binary logging feature for the Apsara PolarDB for MySQL cluster is enabled. For more
information, see

e The tables to be synchronized from the Apsara PolarDB for MySQL cluster contain primary
keys.
e An AnalyticDB for PostgreSQL instance is created. For more information, see

Notes

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e During initial full data synchronization, concurrent INSERT operations cause segments in the
tables of the destination instance. After initial full data synchronization, the tablespace of
the destination instance is larger than that of the source cluster.
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Limits

e You can select only tables as the objects to be synchronized.
e You cannot synchronize the following types of data: BIT, VARBIT, GEOMETRY, ARRAY, UUID,

TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

e We recommend that you do not use gh-ost or pt-online-schema-change to perform DDL
operations on objects during data synchronization. Otherwise, data synchronization may fail.

Supported SQL operations

e DML operations: INSERT, UPDATE, and DELETE

e DDL operations: ADD COLUMN, and RENAME COLUMN

@ Note The CREATE TABLE operation is not supported. To synchronize data from a new
table, you must add the table to the selected objects. For more information, see Add an

object to a data synchronization task.

Supported synchronization topologies

e One-way one-to-one synchronization
e One-way one-to-many synchronization

e One-way many-to-one synchronization
Term mappings
Term in Apsara PolarDB for MySQL
Database

Table

Procedure

Term in AnalyticDB for PostgreSQL
Schema

Table

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe purchase page, select MySQL for the source instance and AnalyticDB
for PostgreSQL for the destination instance. Select One-Way Synchronization as the

synchronization topology.

2. Logontothe DTS console.

3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination

instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) ~China (Hangzhou) ~China (Shenzhen) ~China (Beijing) ~China (Qingdac)

China (Shanghai) Hong Kong  US (Virginia) ~ US (Silicon Valley) ~UAE (Dubal) Malaysia (Kuala Lumpur) ~ Germany (Frankfurt) ~ China (Hohhot) UK (London)

Overview the region of the destination instance in the synchranization task.)

Data Migration
Change Tracking
Task Name A

Data Synchronization

Operation Log []  Instance ID/Task Hame

< Refresh

Search Sort: | Default Sorting v | Status: | Al v

> Document Version:20200820

213


https://www.alibabacloud.com/help/doc-detail/26634.htm#concept-628273
https://www.alibabacloud.com/help/doc-detail/26604.htm#concept-26604-zh
https://dts-intl.console.aliyun.com/

Data Synchronization - Synchronize data to or from an Apsara PolarDB Data Transmission

cluster

Service

5. Find the data synchronization instance and click Configure Synchronization Channel in the

Actions column.

6. Configure the source and destination instances.

Synchronization Task Name: | MySQL_TO_AnalyticDB for PostgreSQL

| Source Instance Details

Instance Region: China (Hangzhou)

* Peer VPC: | ype-bp3

| User-Crezted Database Connected Over Express Connect, VPI ¥

- Proprietary network of Other Apsara Stack Accounts

Database Type: MySQL
* IP Address: | 172.16.m 88
* Port Number: | 3306

nt: ‘ distest

Destination Instance Details

Instanc

Instance Region: China (Hangzhou)

* Instance 1ID: gp-1u

pe: AnalyticDB for PostgreSQL

* Database Name: | distestdata

* Database Account: ‘ distest

* Database Password: ‘........

Section Parameter

Synchroniz
N/A ation Task
Name

Instance
Type

Instance
Region

Cancel Set Whitelist and Next

Description

DTS automatically generates a task name. We recommend that
you use an informative name for easy identification. You do not
need to use a unique task name.

Select User-Created Database Connected Over Express Connect,
VPN Gateway, or Smart Access Gateway.

@ Note You cannot select Apsara PolarDB for MySQL
cluster as the instance type. To synchronize data froma
Apsara PolarDB for MySQL cluster, you can select User-
Created Database Connected Over Express Connect, VPN
Gateway, or Smart Access Gateway.

The region of the Apsara PolarDB for MySQL cluster. The value is
the same as that you selected when purchasing the data
synchronization instance. You cannot change the value of this
parameter.
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Section Parameter Description

Select the ID of the VPC where the Apsara PolarDB for MySQL
cluster resides.

To obtain the VPC ID, you can log on to the Apsara PolarDB
console and click the cluster ID. On the Overview page that
appears, you can view the ID of the VPC where the cluster resides
in the Basic Information section.

Peer VPC
< | Cluster o Rumning IR | v ron omervaanass || cin
Overview Basic Information
» Settings and Manag.
Cluster ID Cluster Name Edit
> EZrEs @l Region Singapere Zones Singapore Zone A (Primary), Singapore
Compatibility 100% Compatible with MySQL 8.0 Status. ‘® Runnin, g
Maintenance Window 02:00-03:00 Modify
Database The value of this parameter is set to MySQL and cannot be
Source
Type changed.
Instance
Details :
Enter the private IP address of the Apsara PolarDB for MySQL
cluster. In this example, enter 172.16.20.36.
You can obtain the private IP address by pinging the VPC-facing
endpoint of the Apsara PolarDB for MySQL cluster.
Connection Information @
\Whitelists @ Create Whitelist
Diagnostics and Opti > default  Configure
IP Address Primany Endpins ©
VPG o Enro [ et ol shgapore s abyancs o308 odty
= Default Cluster Endpoint ) Modify
Readhwrite Mode Read and Write (Automatic Read-write Splitting)
Fuhl\'t—lamﬂu Endpoint AD’DW V
> Node Settings
Port Enter the port number of the Apsara PolarDB for MySQL cluster.
Number The default port number is 3306.
Enter the database account for the Apsara PolarDB for MySQL
cluster.
Database @ Note The account must have the REPLICATION SLAVE
Account permission, the REPLICATION CLIENT permission, the SHOW
VIEW permission, and the permission to perform SELECT
operations on the required objects.
Database
Enter the password for the database account.
Password
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Section Parameter Description
Instance The value of this parameter is set to AnalyticDB for PostgreSQL
Type and cannot be changed.
The region of the destination instance. The value is the same as
Instance . s
Region that you selected when purchasing the data synchronization
9 instance. You cannot change the value of this parameter.
Select the ID of the destination AnalyticDB for PostgreSQL
Instance ID

Destination Database

Instance Name
Details
Database
Account
Database
Password

instance.

Enter the name of the destination database in the AnalyticDB for
PostgreSQL instance.

Enter the database account for the destination AnalyticDB for
PostgreSQL instance.

@ Note The database account must have the ALL
permission for the objects to be synchronized.

Enter the password for the database account.

7. In the lower-right corner of the page, click Set Whitelist and Next.

@ Note The CIDR blocks of DTS servers are automatically added to the whitelists of
the Apsara PolarDB for MySQL cluster and the AnalyticDB for PostgreSQL instance. This
ensures that DTS servers can connect to the source cluster and destination instance.

8. Configure the synchronization policy and objects.
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2.Select Objects to Synchronize
Initial Synchronization: Initial Schema Synchronization Initial Full Data Synchronization
Pr ssing Mode In
Existed Target Table: ® Clear Target Table Ignore
Synchronization Type: [+] Insert Update Delete Alter Table
Availzble Selected (To edit an object name or its filter, hover over the object and dlick
Edit.) Learn more.
If you search globally, please expand the Q
Q
[l dtstestdata
57 Tables dtstestdata (20bjects)
sys =| customer
=| order
>
<
Select All
Select All
*Name batch change: ® No Yes
oo
Cancel Previous Next 0O
Section Parameter Description

Initial Synchronization

Processing Mode In
Existed Target Table

Synchronizat
ion policy

You must select both Initial Schema Synchronization
and Initial Full Data Synchronization in most cases.
After the precheck, DTS synchronizes the schemas
and data of the required objects fromthe source
instance to the destination instance. The schemas
and data are the basis for subsequent incremental
synchronization.

o Clear Target Table

Skips the Schema Name Conflict item during the
precheck. Clears the data in the destination table
before initial full data synchronization. If you want
to synchronize your business data after testing
the data synchronization task, you can select this
mode.

© Ignore

Skips the Schema Name Conflict item during the
precheck. Adds new data to the existing data
during initial full data synchronization. You can
select this mode if you want to synchronize data
from multiple tables to one table.
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Section Parameter Description

Select the types of operations that you want to
synchronize based on your business requirements.
] ) o Insert
Synchronization Type o Update
o Delete

o Alter Table

Select tables from the Available section and click the

right arrow ( > ) icon to add the tables to the

Selected section.

@ Note

°o You can select only tables as the objects
to be synchronized.

o You can change the names of columns in
the destination database by using the
N/A object name mapping feature provided by
DTS. For more information about how to
use this feature, see Specify the name of
an object in the destination instance.

Objects to be
synchronized

9. Specify the primary key column and distribution column of the table that you want to
synchronize to the AnalyticDB for PostgreSQL instance.

Schema Table Primary Key Column Distribution Column Definition Status(all) +
dtstestdata customer id id v Defined
dtstestdata order orderid orderid v Defined
dts.migration.message.greenplu Search Total: 2 item(s), Per Page: |20 v |item(s) ” - >

Cancel Previous Save

@ Note The page in this step appears only if you select Initial Schema
Synchronization.

10. In the lower-right corner of the page, click Precheck.
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@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

11. Close the Precheck dialog box after the following message is displayed: The precheck is
passed. Then, the data synchronization task starts.

12. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

Pause Task Switch to
Subseription Uparade
More

Li ] P Delay: 0 Milliseconds — One-Way
Synchranizing Speed: 0TPS(0.00MB/s) Pay-As-You-Go Synchronization

Total: 1 item(s), Per Page: 20 item(s)

8.10. Synchronize data from a user-created
MySQL database hosted on ECS to an
Apsara PolarDB for MySQL cluster

Apsara PolarDB is a next-generation relational database service developed by Alibaba Cloud. It
is a high-performance, high-availability, easy-to-use, and reliable service that is compatible
with the MySQL database engine. This topic describes how to synchronize data from a user-
created MySQL database hosted on ECS to an Apsara PolarDB for MySQL cluster by using Data
Transmission Service (DTS).

Prerequisites

An Apsara PolarDB for MySQL cluster is created. For more information, see Create an Apsara
PolarDB for MySQL cluster.

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
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than 30%.

e If you have selected one or more tables (not a database) for synchronization, do not use gh-
ost or pt-online-schema-change to modify the tables during data synchronization. Otherwise,
data synchronization may fail.

) Notice To avoid synchronization failure, you can use Data Management (DMS) to
perform online DDL schema changes during data synchronization. For more information,
see Change the table schema without locking.

e During initial full data synchronization, concurrent INSERT operations cause fragmentation in
the tables of the destination cluster. After initial full data synchronization, the tablespace of
the destination cluster is larger than that of the source instance.

e The source database must have PRIMARY KEY or UNIQUE constraints and all fields must be
unique. Otherwise, duplicate data may exist in the destination database.

SQL operations that can be synchronized

Operati
P SQL statements
on type
DML INSERT, UPDATE, DELETE, and REPLACE

® ALTER TABLE and ALTER VIEW

® CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW
DDL e DROP INDEX and DROP TABLE

® RENAME TABLE

® TRUNCATE TABLE

Limits
e Incompatibility with triggers

If the object you want to synchronize is a database and the database contains a trigger that
updates the synchronized table, the synchronized data may be inconsistent. For example, the
source database contains Table A and Table B. If a data record is inserted into Table A, a
trigger inserts a data record into Table B. In this case, after an INSERT operation is performed
on Table Ain the source database, the data in Table B becomes inconsistent between the
source and destination databases.

To avoid this situation, you must delete the trigger that is synchronized to the destination
database and select Table B as the object to be synchronized. For more information, see
Configure synchronization when triggers exist.

e Limits on RENAME TABLE operations

RENAME TABLE operations may cause data inconsistency between the source and destination
databases. For example, if only Table A needs to be synchronized and it is renamed Table B,
Table B cannot be synchronized to the destination database. To avoid this situation, you can
select the database to which Table A and Table B belong as the object when configuring the
data synchronization task.

Preparations
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Create an account for a user-created MySQL database and configure binary logging

@ Note The database accounts must have the REPLICATION SLAVE permission, the
REPLICATION CLIENT permission, the SHOW VIEW permission, and the permission to perform
SELECT operations on the required objects.

Supported synchronization topologies

e One-way one-to-one synchronization
e One-way one-to-many synchronization
e One-way cascade synchronization

e One-way many-to-one synchronization

For more information about synchronization topologies, see Synchronization topologies.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set Source Instance to MySQL, Target Instance to PolarDB,
and Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) ~China (Hangzhou) ~China (Shenzhen) ~China (Beijing) ~China (Qingdac)

China (Shanghai) Hong Kong  US (Virginia) ~ US (Silicon Valley) ~UAE (Dubai) Malaysia (Kuala Lumpur) ~ Germany (Frankfurt) ~ China (Hohhot) UK (London)

Overview the region of the destination instance in the synchranization task.)

Data Migration 2= Refresh
Change Tracking

Task Name v Search  Sort: | Default Sorting v | Status: | Al v
Data Synchronization

Operation Log O 1

nstance ID/Task Name Status Synchronization Details Billing Method

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.
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Data Transmission
Service

1.Configure Source and Destination

Synchronization Task Name: | MySQL_TO_PolarDB

| Source Instance Details

Instance Type: | User-Created Database in ECS Instance v

Instance Region: Singapore

* ECS Instance ID:

Database Type: MySQL

* Port Number: | 3306

* Database Account:

distest

= Database Password ‘ ernneaes

w‘

Destination Instance Details

Instance Type: PolarDB

Instance Region: Singapore

= PolarDB Instance ID: | pc-gs

* Database Account: ‘ dtstest

* Database Password ‘ sassssns

Section Parameter

Synchroniz
N/A ation Task
Name

Instance
Type

Instance
Region

ECS
Instance ID

Database
Type
Source

Instance
Details

Port
Number

Database
Account

Cancel Set Whitelist and Next

Description

DTS automatically generates a task name. We recommend that
you use an informative name for easy identification. You do not
need to use a unique task name.

Select User-Created Database in ECS Instance.

The region of the source instance. The region is the same as the
region that you selected when you purchased the data
synchronization instance. You cannot change the value of this
parameter.

Select the ID of the ECS instance that is connected to the user-
created MySQL database.

The value of this parameter is set to MySQL and cannot be
changed.

Enter the service port number of the user-created MySQL
database.

Enter the account of the user-created MySQL database.

@ Note The account must have the REPLICATION SLAVE
permission, the REPLICATION CLIENT permission, the SHOW
VIEW permission, and the permission to perform SELECT
operations on the required objects.
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Section Parameter Description
Database Enter the password for the account of the user-created MySQL
Password database.
Instance The value of this parameter is set to PolarDB and cannot be
Type changed.
The region of the destination instance. The region is the same as
Instance the region that you selected when you purchased the data
Region synchronization instance. You cannot change the value of this
parameter.
PolarDB R
The ID of the destination PolarDB cluster.
Instance ID
Destination
Instance Enter the database account of the destination PolarDB cluster.
Details
@ Note The database account must have the ALL
Database permission for the objects to be synchronized.
Account
Database
Enter the password for the database account.
Password

7. In the lower-right corner of the page, click Set Whitelist and Next.

@ Note The CIDR blocks of DTS servers are automatically added to the inbound rule of
the ECS instance and the whitelist of the destination PolarDB cluster. This ensures that
DTS servers can connect to the source instance and the destination PolarDB cluster.

8. Configure the processing mode in existing destination tables and the objects to be

synchronized.
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2.Select Objects to Synchronize

Proccessing Mode In

Existed Target Table: ® pre-check and Intercept @ Ignore

Available Selected (To edit an object name or its filter, hover over the object and dick
Edit.) Learn maore.
If you search globally, please expand the Q
§ Q
__recycle_bin__
sys dtstestdata (20bjects)
[ 1% dtstestdata =/ customer
=| order
>
Select All
Select All
*Name batch change: ® No Yes
Cancel Previous
Description

Parameter
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Parameter Description

o Pre-check and Intercept: checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that
have the same names as tables in the source database, the precheck
is passed. Otherwise, an error is returned during precheck and the
data synchronization task cannot be started.

@ Note |If tables in the destination database have the same
names as tables in the source database, and cannot be deleted
or renamed, you can use the object name mapping feature. For
more information, see Specify the name of an object in the
destination instance.

o Ignore: skips the precheck for identical table names in the source and
destination databases.

n Warning If you select Ignore, data consistency is not
guaranteed and your business may be exposed to potential risks.

® DTS does not synchronize data records that have the
same primary keys as data records in the destination
database during initial data synchronization. This occurs
if the source and destination databases have the same
schema. However, DTS synchronizes these data records
during incremental data synchronization.

Processing Mode In
Existed Target Table

m |f the source and destination databases have different
schemas, initial data synchronization may fail. In this
case, only some columns are synchronized or the data
synchronization task fails.
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Parameter Description

Select objects fromthe Available section and click the 3 iconto move

the objects to the Selected section.

You can select tables and databases as the objects to be synchronized.

@ Note

o If you select a database as the object to be synchronized, all
schema changes in the database are synchronized to the
destination database.

o After an object is synchronized to the destination database,
the name of the object remains unchanged. You can change
the name of an object in the destination PolarDB cluster by
using the object name mapping feature. For more
information about how to use this feature, see Specify the
name of an object in the destination instance.

Objects

9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization.

3.Advanced Settings

Initial Synchronization: Initial Schema Synchronization Initial Full Data Synchronization

Cancel Previous Save

@ Note Initial synchronization includes initial schema synchronization and initial full
data synchronization. Select both Initial Schema Synchronization and Initial Full Data
Synchronization. Before synchronizing incremental data, DTS synchronizes the schemas
and historical data of the required objects from the source database to the destination
database.

11. In the lower-right corner of the page, click Precheck.
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@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

Pause Task Switch to
Subseription Uparade
More

Li ] P Delay: 0 Milliseconds — One-Way
Synchranizing Speed: 0TPS(0.00MB/s) Pay-As-You-Go Synchronization

Total: 1 item(s), Per Page: 20 item(s)

8.11. Synchronize data from a user-created
MySQL database connected over Express
Connect, VPN Gateway, or Smart Access
Gateway to an Apsara PolarDB for MySQL
cluster

Apsara PolarDB is a next-generation relational database service developed by Alibaba Cloud. It
is a high-performance, high-availability, easy-to-use, and reliable service that is compatible
with the MySQL database engine. This topic describes how to synchronize data from a user-
created MySQL database connected over Express Connect, VPN Gateway, or Smart Access
Gateway to an Apsara PolarDB for MySQL cluster by using Data Transmission Service (DTS).

Prerequisites

e The version of the user-created MySQL database is 5.1, 5.5, 5.6, 5.7, or 8.0.

e The user-created MySQL database is connected to Alibaba Cloud VPC over Express Connect,
VPN Gateway, or Smart Access Gateway. For more information, see Connect to local IDCs.

(@ Note DTS is allowed to access the VPC to which the user-created MySQL database
belongs. For more information, see Configure a route between DTS and Express Connect,
VPN Gateway, or Smart Access Gateway.
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e An Apsara PolarDB for MySQL cluster is created. For more information, see Create an Apsara
PolarDB for MySQL cluster.

@ Note The available storage space of the destination ApsaraDB RDS for MySQL
database is larger than the total size of the data in the user-created MySQL database.

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e If you have selected one or more tables (not a database) for synchronization, do not use gh-
ost or pt-online-schema-change to modify the tables during data synchronization. Otherwise,
data synchronization may fail.

D Notice To avoid synchronization failure, you can use Data Management (DMS) to
perform online DDL schema changes during data synchronization. For more information,
see Change the table schema without locking.

e During initial full data synchronization, concurrent INSERT operations cause fragmentation in
the tables of the destination cluster. After initial full data synchronization, the tablespace of
the destination cluster is larger than that of the source database.

o The source database must have PRIMARY KEY or UNIQUE constraints and all fields must be
unique. Otherwise, duplicate data may exist in the destination cluster.

SQL operations that can be synchronized

Operati
P SQL statements
on type
DML INSERT, UPDATE, DELETE, and REPLACE

® ALTER TABLE and ALTER VIEW

® CREATE FUNCTION, CREATE INDEX, CREATE PROCEDURE, CREATE TABLE, and CREATE VIEW
DDL e DROP INDEX and DROP TABLE

® RENAME TABLE

® TRUNCATE TABLE

Supported synchronization topologies

e One-way one-to-one synchronization

e One-way one-to-many synchronization
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e One-way cascade synchronization

e One-way many-to-one synchronization

For more information about synchronization topologies, see Synchronization topologies.
Limits

e Incompatibility with triggers

If the object you want to synchronize is a database and the database contains a trigger that
updates the synchronized table, the synchronized data may be inconsistent. For example, the
source database contains Table A and Table B. If a data record is inserted into Table A, a
trigger inserts a data record into Table B. In this case, after an INSERT operation is performed
on Table Ain the source database, the data in Table B becomes inconsistent between the
source and destination databases.

To avoid this situation, you must delete the trigger that is synchronized to the destination
database and select Table B as the object to be synchronized. For more information, see
Configure synchronization when triggers exist.

e Limits on RENAME TABLE operations

RENAME TABLE operations may cause data inconsistency between the source and destination
databases. For example, if only Table A needs to be synchronized and it is renamed Table B,
Table B cannot be synchronized to the destination database. To avoid this situation, you can
select the database to which Table A and Table B belong as the object when configuring the
data synchronization task.

Preparations
Create an account for a user-created MySQL database and configure binary logging
@ Note The database accounts must have the REPLICATION SLAVE permission, the

REPLICATION CLIENT permission, SHOW VIEW permission, and the permission to perform
SELECT operations on the required objects.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set Source Instance to MySQL, Target Instance to PolarDB,
and Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.
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Data Transmission Se... Synchranization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Befjing) China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)
BECEr the region of the destination instance in the synchronization task.)
Data Migration Z Refresh

Change Tracking
Task Name v Search  Sort: | Default Sorting v | Status: | al v
Data Synchronization

Operation Log O

Instance ID/Task Name Status Synchronization Details Billing Method

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.

Synchronization Task Name: | MySQL_TO_PolarDB
Source Instance Details

Instance Type: User-Created Database Connected Over Express Connect, VPN Gatey v
Instance Region: Singapore
* Peer VPC: | ypc-tdn - Proprietary network of Other Apsara Stack Accounts

Database Type: MySQL

* IP Address | 172.16. ‘

* Port Number: | 3306

* Database Account: | dtstest ‘

* Dat; 3 ‘
Destination Instance Details
In: Type: PolarDB
Instance Region: Singapore
* PolarDB Instance ID: | pcgs -
* Database Account: | dtstest ‘
* Dat; [/
Section Parameter Description
Synchroniz DTS automatically generates a task name. We recommend that
N/A ation Task you use an informative name for easy identification. You do not
Name need to use a unique task name.
Instance Select User-Created Database Connected over Express Connect,
Type VPN Gateway, or Smart Access Gateway.

The region of the source instance. The region is the same as the

Instance region that you selected when you purchased the data
Region synchronization instance. You cannot change the value of this
parameter.

Select the ID of the VPC that is connected to the user-created

P VPC
eer MySQL database.
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8g6tian Parameter Description
Instance
Details Database The value of this parameter is set to MySQL and cannot be
Type changed.
IP Address Enter the server IP address of the user-created MySQL database.
Port Enter the service port number of the user-created MySQL
Number database.

Enter the account of the user-created MySQL database. The

Database . .
account is the same as the database account that you created in
Account .
Preparations.
Database Enter the password for the account of the user-created MySQL
Password database.
Instance The value of this parameter is set to PolarDB and cannot be
Type changed.
The region of the destination instance. The region is the same as
Instance the region that you selected when you purchased the data
Region synchronization instance. You cannot change the value of this
parameter.
PR PolarDB N
Destination The ID of the destination PolarDB cluster.
Instance Instance ID
Details
Enter the database account of the destination PolarDB cluster.
Database
Account @ Note The database account must have the ALL
permission for the objects to be synchronized.
Database s
Enter the password for the destination database account.
Password

7. In the lower-right corner of the page, click Set Whitelist and Next.

@ Note The CIDR blocks of DTS servers are automatically added to the whitelist of the
destination PolarDB cluster. This ensures that DTS servers can connect to the
destination PolarDB cluster.

8. Configure the processing mode in existing destination tables and the objects to be
synchronized.
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2.Select Objects to Synchronize

Proccessing Mode In

Existed Target Table: ® pre-check and Intercept @ Ignore

Available Selected (To edit an object name or its filter, hover over the object and dick
Edit.) Learn maore.
If you search globally, please expand the Q
§ Q
__recycle_bin__
sys dtstestdata (20bjects)
[ 1% dtstestdata =/ customer
=| order
>
Select All
Select All
*Name batch change: ® No Yes
Cancel Previous
Description

Parameter
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Parameter Description

o Pre-check and Intercept: checks whether the destination database
contains tables that have the same names as tables in the source
database. If the destination database does not contain tables that
have the same names as tables in the source database, the precheck
is passed. Otherwise, an error is returned during precheck and the
data synchronization task cannot be started.

@ Note If tables in the destination database have the same
names as tables in the source database, and cannot be deleted
or renamed, you can use the object name mapping feature. For
more information, see Specify the name of an object in the
destination instance.

o Ignore: skips the precheck for identical table names in the source and
Processing Mode In destination databases.
Existed Target Table

n Warning If you select Ignore, data consistency is not
guaranteed and your business may be exposed to potential risks.

® DTS does not synchronize data records that have the
same primary keys as data records in the destination
database during initial data synchronization. This occurs
if the source and destination databases have the same
schema. However, DTS synchronizes these data records
during incremental data synchronization.

m |f the source and destination databases have different
schemas, initial data synchronization may fail. In this
case, only some columns are synchronized or the data
synchronization task fails.

Select objects fromthe Available section and click the 3 iconto move

the objects to the Selected section.

You can select tables and databases as the objects to be synchronized.

@ Note

o If you select a database as the object to be synchronized, all
Objects schema changes in the database are synchronized to the
destination database.

o After an object is synchronized to the destination database,
the name of the object remains unchanged. You can change
the name of an object in the destination PolarDB cluster by
using the object name mapping feature. For more
information about how to use this feature, see Specify the
name of an object in the destination instance.
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9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization.

3.Advanced Settings

Initial Synchronization Initial Schema Synchronization Initial Full Data Synchronization

Cancel Previous Save

@ Note Initial synchronization includes initial schema synchronization and initial full
data synchronization. Select both Initial Schema Synchronization and Initial Full Data
Synchronization. Before synchronizing incremental data, DTS synchronizes the schemas
and historical data of the required objects from the source database to the destination
database.

11. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

[  Instance ID/Task Name Status Synchronization Details Billing Method Actions
Pause Task = Switch to
Subscription Uparade

More

] (i} : Delay: 0 Milliseconds One-Way
Synchranizing Speed: 0TPS(0.00MB/s) Pay-As-You-Go Synchronization

O Total: 1 item(s), Per Page: 20 item(s) " ¢ s
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9.Synchronize data to or from a DRDS
instance

9.1. Synchronize data between DRDS
instances

Distributed Relational Database Service (DRDS) is developed by Alibaba Group to address the
bottleneck of single-host database services. DRDS is compatible with the MySQL protocol and
syntax, and supports automatic sharding, online smooth scaling, auto scaling, and transparent
read/write splitting. DRDS provides O0&M capabilities throughout the lifecycle of databases. This
topic describes how to synchronize data between DRDS instances by using Data Transmission
Service (DTS).

Prerequisites

e The MySQL version of the source and destination DRDS instance is MySQL 5.

e The databases is created in the DRDS instance based on one or more ApsaraDB RDS for MySQL
instances that you purchased.

e The tables to be synchronized contain primary keys.

e The destination database in the RDS instance that corresponds to the destination DRDS
instance has sufficient storage space.

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e We recommend that you do not perform operations such as scale-out, migration hot spot
table, change shard key, and change DDL during data synchronization. Otherwise, data
synchronization may fail.

e After you change the network type of a DRDS instance during data synchronization, you must
to modify the network connection information of the synchronization channel.

SQL operations that can be synchronized
INSERT, UPDATE, and DELETE

Preparations
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Create a database and tables in the destination DRDS instance based on the schemas of the
objects in the source DRDS instance. This is because DTS does not support initial schema
synchronization between DRDS instances. For more information, see Create a DRDS database
and Create a DRDS table.

@ Note Initial schema synchronization: DTS synchronizes the schemas of the required
objects from the source database to the destination database.

Procedure
1. Purchase a data synchronization instance.

@ Note Onthe buy page, set both Source Instance and Target Instance to DRDS and
set Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.

w

. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination

instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing) China (Qingdao)

China (Shanghai) Hong Kong  US (virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)
Overview the region of the destination instance in the synchronization task.)

Data Migration < Refresh

Change Tracking

Task Name A Search Sort: Default Sorting v | Status: all v

Data Synchronization

Operation Log [0 Instance ID/Task Name Status Synchronization Details Billing Method

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.

1.Select Source and Destination

Synchronization Task Name

Source Instance Details

Instance Region

* DRDS Instance ID

Destination Instance Details

Instance Region

* DRDS Instance ID

DRDS_TO_DRDS

CRDS Instance

Singapore

drds -

DRDS Instance

Singapore

drds -

Cancel Set Whitelist and Next
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Section

N/A

Source
Instance
Details

Destination
Instance
Details

Parameter

Synchronizati
on Task Name

Instance Type

Instance
Region

DRDS
Instance ID

Instance Type

Instance
Region

DRDS
Instance ID

Description

DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You
do not need to use a unique task name.

The value of this parameter is set to DRDS and cannot be
changed.

The region of the source instance. The region is the same as
the source region that you selected when you purchased the
data synchronization instance. You cannot change the value
of this parameter.

Select the ID of the source DRDS instance.

The value of this parameter is set to DRDS and cannot be
changed.

The region of the destination instance. The region is the same
as the destination region that you selected when you
purchased the data synchronization instance. You cannot
change the value of this parameter.

Select the ID of the destination DRDS instance.

7. In the lower-right corner of the page, click Set Whitelist and Next.

@ Note The CIDR blocks of DTS servers are automatically added to the whitelist of the
source and destination DRDS instances. This ensures that DTS servers can connect to the
DRDS instances.

8. Configure the synchronization policy and objects.
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2.Select Objeds to Synchronize

Synchronization Mode:One-Way Synchronization

Proccessing Mode In

Existed Target Table: ® pre-check and Intercept ) Ignore
Available Selected (To edit an cbject name or its filter, hover over the object and click
Edit.) Learn more.
If you search globally, please expand the Q

Q

=] distestdata
® dtstestdata (20bjects)

[©] 35 Tables
= customer
= order
>
<
Select All
Select All
*Name batch change: ® No ) Yes
Cancel Previous
Parameter Description
o Pre-check and Intercept: checks whether the destination tables are

empty. If the destination tables are empty, the precheck is passed. If the

tables are not empty, an error is returned during the precheck and the

data synchronization task cannot be started.

o Ignore: skips the check for empty destination tables.
n Warning If you select Ignore, data consistency is not
Processing Mode guaranteed and your business may be exposed to potential risks.
In Existed Target = If the source and destination databases have the same
Table schema, DTS does not synchronize data records that have
the same primary keys as data records in the destination
database.

® |f the source and destination databases have different
schemas, initial data synchronization may fail. In this case,
only some columns are synchronized or the data
synchronization task fails.
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Parameter Description

Select tables from the Available section and click the 3 iconto move the

tables to the Selected section.

@ Note
Objects to be ° You can select only tables as the objects to be synchronized.
synchronized o After an object is synchronized to the destination database, the

name of the object remains unchanged. You can change the
name of an object in the destination instance by using the
object name mapping feature provided by DTS. For more
information about how to use this feature, see Specify the
name of an object in the destination instance.

9. Click Next.
10. Specify whether you want to perform initial full data synchronization.

11. In the lower-right corner of the page, click Precheck.

® Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

[0 1instance ID/Task Name Status Synchronization Details Billing Method ‘_‘::-s- - :;:: : Actions

Pause Task  Switch to
Subscription Upgrade
More

(] 0o T Delay: 0 Milliseconds ) One-Way
Synchronizing Speed: 0TPS(D.00MB/s) Pay-As-You-Go Synchronization

[l Total: 1 item(s), Per Page: 20 item(s) & s

9.2. Synchronize data from a DRDS instance
to an AnalyticDB for MySQL cluster
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AnalyticDB for MySQL is a real-time online analytical processing (RT-OLAP) service developed by
Alibaba Cloud for online data analysis with high concurrency. AnalyticDB for MySQL can analyze
petabytes of data from multiple dimensions at millisecond-level timing to provide you with
data-driven insights into your business. This topic describes how to synchronize data froma
DRDS instance to an AnalyticDB for MySQL cluster by using Data Transmission Service (DTS).
AnalyticDB for MySQL allows you to build internal business intelligence (BI) systems, interactive
query systems, and real-time report systems.

Prerequisites

e The MySQL version of the DRDS instance is MySQL 5.

e The databases is created in the DRDS instance based on one or more ApsaraDB RDS for MySQL
instances that you purchased.

e An AnalyticDB for MySQL cluster is created. For more information, see Create an AnalyticDB for
MySQL cluster.

e The destination AnalyticDB for MySQL cluster has sufficient storage space.

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

¢ We recommend that you do not perform operations such as scale-out, migration hot spot
table, change shard key, and change DDL during data synchronization. Otherwise, data
synchronization may fail.

e After you change the network type of a DRDS instance during data synchronization, you must
submit a ticket to modify the network connection information of the synchronization channel.

SQL operations that can be synchronized

Data manipulation language (DML) operations: INSERT, UPDATE, and DELETE
Permissions required for database accounts
Database Required permission

The REPLICATION SLAVE permission, the
REPLICATION CLIENT permission, and the

DRDS permission to perform SELECT operations on the
required objects (These permissions are granted
by DTS.)

The read/write permissions on the objects to be

AnalyticDB for MySQL synchronized
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Data type mappings

For more information, see Data type mappings for initial schema synchronization.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set Source Instance to DRDS, set Target Instance to
AnalyticDB for MySQL, and set Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.

w

. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australiz (Sydney)  India (Mumbai) Japan(Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing)  China (Qingdac)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchranization task.)
o~
Data Migration < Refresh
Change Tracking
Task Name A Search Sort: Default Sorting v | Status: | all A
Data Synchronization
Operation L Synchi
s [ 1instance 1/Task Name Status Synchronization Details Billing Method M

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.

1.Select Source and Destination

Synchronization Task Name: | DRDS_To_ADB for MySQL

| Source Instance Details

Instance Type: DRDS Instance
Instance Region: China (Hangzhou)

* DRDS Instance ID: | grg -

Destination Instance Details

Instance Type:  AnalyticDB
Instance Region: China (Hangzhou)
*Version: O 2.0 @ 3.0

* Database: | jmq -

* Database Account ‘ distest |

* Database Password

[ @O |

Cancel Set Whitelist and Next

Section Parameter Description
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Section

N/A

Source
Instance
Details

Destination
Instance
Details

Parameter

Synchronizati
on Task Name

Instance Type

Instance
Region

DRDS
Instance ID

Instance Type

Instance
Region

Version

Database

Database
Account

Database
Password

Description

DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You
do not need to use a unique task name.

The value of this parameter is set to DRDS and cannot be
changed.

The region of the source instance. The region is the same as
the source region that you selected when you purchased the
data synchronization instance. You cannot change the value
of this parameter.

Select the ID of the source DRDS instance.

The value of this parameter is set to AnalyticDB and cannot
be changed.

The region of the destination instance. The region is the same
as the destination region that you selected when you
purchased the data synchronization instance. You cannot
change the value of this parameter.

Select 3.0.

Select the ID of the destination AnalyticDB for MySQL cluster.
Enter the database account of the AnalyticDB for MySQL
cluster. For more information about the permissions that are

required for the account, see Permissions required for
database accounts.

Enter the password of the destination database account.

7. In the lower-right corner of the page, click Set Whitelist and Next.

(® Note DTS adds the CIDR blocks of DTS servers to the whitelists of the source DRDS
instance and the destination AnalyticDB for MySQL cluster. This ensures that DTS servers
can connect to the source instance and the destination cluster.

8. Configure the synchronization policy and objects.
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2.Select Object to Be Synchronized

Initial Synchronization: Inital Schema Synchronization Initial Full Datz Synchronization

@] Clear Target Table O] Ignore

Synchronization Type:[v] Insert Update Delete

Available

Expand the tree before you perform a glol Q

[Z] [ dtstestdata
=] Tables

= order

Select All

Selected (T,
Edit.) Learn more.

dtstestdata (10bjects)

=i customer

Select All

*Change Mapped Name: (® Do Not Change Database and Table Names (O Change Database and Table Names

Section Parameter

Initial Synchronization

Processing Mode In
Existed Target Table

Synchroniz
ation policy

Cancel Previous

Description

You must select both Initial Schema Synchronization
and Initial Full Data Synchronization in most cases.

After the precheck, DTS synchronizes the schemas and

data of the required objects fromthe source instance

to the destination instance. The schemas and data are
the basis for subsequent incremental synchronization.

o Clear Target Table

Skips the Schema Name Conflict item during the
precheck. Clears the data in the destination table
before initial full data synchronization. If you want

to synchronize your business data after testing the

data synchronization task, you can select this mode.

o Ignore

Skips the Schema Name Conflict item during the
precheck. Adds data to the existing data during
initial full data synchronization. If you want to
synchronize data from multiple tables to one table,
you can select this mode.
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Section Parameter Description

Select the types of operations that you want to
synchronize based on your business requirements.

synchronization Type ° Insert
o Update

o Delete

Select tables from the Available section and click the

s icon to move the tables to the Selected section.

@ Note

o You can select only tables as the objects to
be synchronized.

o You can change the names of the columns

Objects to that are synchronized to the destination

be database by using the object name

synchroniz N/A mapping feature. For more information

ed about how to use this feature, see Specify
the name of an object in the destination
instance.

9. In the lower-right corner of the page, click Next.

10. Specify a type for the tables that you want to synchronize to the destination database.

AnalyticDB Table Group AnalyticDB Table Name Type(All} - Primary Key Column Distribution Column Definition Status(All) «
dtstestdata customer Partitioned 7 ¥ id id A Defined

dtstestdata order Partitioned 7 ¥ orderid orderid v Defined

Set All to Partitioned Table  Set All to Dimension Table | Enter a table name. Search Total: 2 item(s), Per Page: |20 v |item(s) « - >

Cancel Previous Save

@ Note After you select Initial Schema Synchronization, you must specify the type,
primary key column, and partition key column for the tables to be synchronized to
AnalyticDB for MySQL. For more information, see CREATE TABLE.

11. In the lower-right corner of the page, click Precheck.
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@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

Pause Task Switch to
Subseription Uparade
More

Li ] P Delay: 0 Milliseconds — One-Way
Synchranizing Speed: 0TPS(D.00MB/s) Pay-As-You-Go Synchronization

Total: 1 item(s), Per Page: 20 item(s)

9.3. Synchronize data from a DRDS instance
to an AnalyticDB for PostgreSQL instance

AnalyticDB for PostgreSQL (previously known as HybridDB for PostgreSQL) is a fast, easy-to-use,
and cost-effective warehousing service that can process petabytes of data. This topic describes
how to synchronize data from a DRDS instance to an AnalyticDB for PostgreSQL instance by
using Data Transmission Service (DTS). The data synchronization feature is applicable to
scenarios such as ad-hoc query and analysis, extract, transform, and load (ETL) operations, and
data visualization.

Prerequisites

e The MySQL version of the DRDS instance is MySQL 5.

e The databases is created in the DRDS instance based on one or more ApsaraDB RDS for MySQL
instances that you purchased.

e The tables to be synchronized from the source database contain primary keys.

e An AnalyticDB for PostgreSQL instance is created. For more information, see Create an
instance.

Precautions

e DTS uses read and write resources of the source and destination databases during initial full
data synchronization. This may increase the database load. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may
become unavailable. For example, DTS occupies a large amount of read and write resources in
the following cases: a large number of slow SQL queries are performed on the source
database, the tables have no primary keys, or a deadlock occurs in the destination database.
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Before synchronizing data, you must evaluate the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you
can synchronize data when the CPU usage of the source and destination databases is less
than 30%.

e We recommend that you do not perform operations such as scale-out, migration hot spot

table, change shard key, and change DDL during data synchronization. Otherwise, data
synchronization may fail.

e After you change the network type of a DRDS instance during data synchronization, you must
submit a ticket to modify the network connection information of the synchronization channel.

e After a data synchronization task is started, new tables that are created in the source
database can also be synchronized. However, you must add the tables to the required
objects. For more information see Add an object to a data synchronization task.

Limits
e You can select only tables as the objects to be synchronized.

e DTS does not synchronize the following types of data: JSON, GEOMETRY, CURVE, SURFACE,
MULTIPOINT, MULTILINESTRING, MULTIPOLYGON, and GEOMETRYCOLLECTION.

SQL operations that can be synchronized

Data manipulation language (DML) operations: INSERT, UPDATE, and DELETE

Term mappings

Term in DRDS Term in AnalyticDB for PostgreSQL
Database Schema
Table Table

Procedure

1. Purchase a data synchronization instance.

@ Note Onthe buy page, set Source Instance to DRDS, set Target Instance to
AnalyticDB for PostgreSQL, and set Synchronization Topology to One-Way
Synchronization.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) —China (Hangzhou) —China (Shenzhen) —china (Befjing) ~China (Qingdac)

China (Shanghai) Hong Kong  US (Virginia) ~ US (Silicon Valley) ~UAE (Dubal) Malaysia (Kuala Lumpur) ~ Germany (Frankfurt) ~ China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration Z Refresh
Change Tracking
Task Name v Search  Sort: | Default Sorting v | Status: | Al v

Data Synchronization

Operation Log
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5. Find the data synchronization instance and click Configure Synchronization Channel in the

Actions column.

6. Configure the source and destination instances.

1.Select Source and Destination Instances for

Synchronization Task Name

Source Instance Details

Instance Type: DRDS Instance
Instance Region: China (Hangzhou)

* DRDS Instance ID: | g

Destination Instance Details

Instanc

Instance Region: China (Hangzhou)

* Instance ID: | gp4

DRDS_TO_ADE for PG

& Type: AnalyticDB for PostgreSQL

* Database Name: | dtstestdata

* Database Account:

distest

4:|

* Database Password: | ssssssss

Section Parameter

Synchronizati
N/A y

on Task Name

Instance Type
Source

Instance
Instance Region
Details 9

DRDS

Instance ID

Instance Type

Instance
Region

Instance ID

Destination
Instance

Cancel Set Whitelist and Next

Description

DTS automatically generates a task name. We recommend that
you specify an informative name for easy identification. You
do not need to use a unique task name.

The value of this parameter is set to DRDS and cannot be
changed.

The region of the source instance. The region is the same as
the source region that you selected when you purchased the
data synchronization instance. You cannot change the value
of this parameter.

Select the ID of the DRDS instance.

The value of this parameter is set to AnalyticDB for
PostgreSQL and cannot be changed.

The region of the destination instance. The region is the same
as the destination region that you selected when you
purchased the data synchronization instance. You cannot
change the value of this parameter.

Select the ID of the AnalyticDB for PostgreSQL instance.
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Betaihh Parameter Description
Database Enter the name of the destination database in the AnalyticDB
Name for PostgreSQL instance.
Database Enter the database account of the destination AnalyticDB for
Account PostgreSQL instance.
Database

Enter the password of the destination database account.
Password

7. In the lower-right corner of the page, click Set Whitelist and Next.

(® Note DTS adds the CIDR blocks of DTS servers to the whitelists of the source DRDS
instance and the destination AnalyticDB for PostgreSQL instance. This ensures that DTS
servers can connect to the source and destination instances.

8. Configure the synchronization policy and objects.

2.Select Object to Be Synchronized

Initial Synchronization: Initial Schema Synchronization Initial Full Datz Synchronization

Proccessing Mode In

Existed Target Table: O Clear Target Table @ Ignore
Synchronization Type:[+] Insert Update Delete
Available Selected (T,
Edit.) Learn more.
Expand the tree before you perform a glol Q
Q
[=] [ dtstestdata
5] 7 Tables dtstestdata (10bjects)
= order =| customer
>
<
Select All
Select All
*Change Mapped Name: (® Do Not Change Database and Table Names (O Change Database and Table Names
Cancel Previous
Section Parameter Description
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Section Parameter Description

You must select both Initial Schema Synchronization
and Initial Full Data Synchronization in most cases.
After the precheck, DTS synchronizes the schemas and
data of the required objects fromthe source instance
to the destination instance. The schemas and data are
the basis for subsequent incremental synchronization.

Initial Synchronization

o Clear Target Table

Skips the Schema Name Conflict item during the
precheck. Clears the data in the destination table
before initial full data synchronization. If you want
to synchronize your business data after testing the
data synchronization task, you can select this mode.

Processing Mode In ° Ignore

Synchroniz Existed Target Table

ation policy Skips the Schema Name Conflict item during the

precheck. Adds data to the existing data during
initial full data synchronization. If you want to
synchronize data from multiple tables to one table,
you can select this mode.

Select the types of operations that you want to
synchronize based on your business requirements.

Synchronization Type o Insert
o Update

o Delete

Select tables from the Available section and click the

» icon to move the tables to the Selected section.

@ Note

Objects to o You can select only tables as the objects to

be be synchronized.

. N/A
synchroniz © You can change the names of the columns

ed that are synchronized to the destination
database by using the object name
mapping feature. For more information
about how to use this feature, see Specify
the name of an object in the destination
instance.

9. In the lower-right corner of the page, click Next.
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10. Specify the primary key column and distribution column of the table that you want to
synchronize to the AnalyticDB for PostgreSQL instance.

Schema Table Primary Key Column Distribution Column Definition Status(All) ~
dtstestdata customer id id v Defined
dtstestdata order orderid orderid v Defined
dts.migration. message.greenplu Search Total: 2 item(s), Per Page: |20 v |item(s) « - >

Cancel Previous Save

@ Note The page in this step appears only if you select Initial Schema Synchronization
in step 8. For more information about primary key columns and distribution columns, see
Table constraints and Partition keys.

11. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

Synchro
[  Instance ID/Task Name Status Synchronization Details Billing Method Mode(All) Actions
Pause Task = Switch to
Subscription Uparade
More

1 i ] Delay: 0 Milliseconds One-Way

Speed: 0TPS(D.00MB/s) Pay-As-You-Go Synchronization

O Total: 1 item(s), Per Page: 20 item(s) " ¢ s

Synchronizing
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10.Synchronize data between
PostgreSQL databases

10.1. Synchronize data from an ApsaraDB
RDS for PostgreSQL instance to an
AnalyticDB for PostgreSQL instance

This topic describes how to synchronize data from an ApsaraDB RDS for PostgreSQL instance to
an AnalyticDB for PostgreSQL instance by using Data Transmission Service (DTS). The data
synchronization feature provided by DTS allows you to transfer and analyze data with ease.

Prerequisites

e The tables to be synchronized from the ApsaraDB RDS for PostgreSQL instance contain primary
keys.

e An AnalyticDB for PostgreSQL instance is created. For more information, see

Precautions

e Asingle data synchronization task can synchronize data from only one database.To
synchronize data from multiple databases, you must create a data synchronization task for
each database.

e During data synchronization, new tables that are created in the source database can also be
synchronized. However, to ensure data consistency, you must run the following statement on
the new tables before they can be synchronized:

ALTER TABLE schema.table REPLICA IDENTITY FULL;

Limits

e Initial schema synchronization is not supported. DTS does not synchronize the schemas of the
required objects from the source database to the destination database.

e You can select only tables as the objects to be synchronized.

e You cannot synchronize the following types of data: BIT, VARBIT, GEOMETRY, ARRAY, UUID,
TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

e [f you perform a DDL operation on an object to be synchronized in the source database during
data synchronization, you must perform the operation in the destination database. You must
also restart the data synchronization task.

SQL operations that can be synchronized

Only INSERT, UPDATE, and DELETE operations can be synchronized.

Preparations
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1. Change the value of the wal level parameter for the source RDS instance.

Warning After you change the value of the wal_level parameter, you must restart

the instance to apply the modification. We recommend that you evaluate the impact on
your business and change the setting during off-peak hours.

i. Logontothe ApsaraDB for RDS console.

ii. Inthe upper-left corner of the page, select the region where the RDS instance resides.
ili. Find the target RDS instance and click its ID.
iv. In the left-side navigation pane, click Parameters.

v. On the Parameters page, find the wal_level parameter and change the parameter

value to logical .

2. Create a database, schema, and table in the destination AnalyticDB for PostgreSQL instance
based on the schema of the objects to be synchronized. For more information, see SQL
reference.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set Source Instance to PostgreSQL, set Target Instance to
AnalyticDB for PostgreSQL, and set Synchronization Topology to One-Way
Synchronization.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan(Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing) China (Qingdac)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration < Refresh
Change Tracking
Task Name A Search Sort: Default Sorting ¥ | Status: | Al A

Data Synchronization

Operation Log O st S

stance ID/Task Name Status Synchronization Details Billing Method lode(All) -

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination databases.
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1.Select Source and Destination Instances for

Synchronization Task Name | RDS PostgreSQL_TO_ADE for PG

| Source Instance Details

Instance Type RDS Instance -
Instance Region: China (Hangzhou)

* Instance ID: | pgm - RDS Instances of Other Apsara Stack Accounts

* Database Name ‘ dtstestdata ‘

* Database Account: ‘ dtstest ‘

* Database Password: | eeeessses >

Destination Instance Details

Instance Type: AnalyticDB for PostgreSQL

Instance Region: China (Hangzhou)

* Instance ID: | gp+ u -

* Database Name ‘ distestdata ‘

* Database Account: ‘ distest ‘

* Database Password

YT —— L3

Cancel Set Whitelist and Next

Section Parameter Description

DTS automatically generates a task name. We
Synchronization recommend that you specify an informative name for

N/A . i . .
Task Name easy identification. You do not need to use a unique
task name.
Instance Type Select RDS Instance.

The region of the source instance. The region is the
same as the source region that you selected when you
purchased the data synchronization instance. You
cannot change the value of this parameter.

Instance Region

Select the ID of the ApsaraDB RDS for PostgreSQL
Instance ID .
instance.

Database Name Enter the name of the source database.

Source Instance

Details Enter the database account of the ApsaraDB RDS for

PostgreSQL instance.
Database

Account @ Note The account must have the owner
permission on schemas.
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Section

Destination
Instance Details

Parameter

Database
Password

Instance Type

Instance Region

Instance ID

Database Name

Database
Account

Database
Password

Description
Enter the password of the source database account.

The value of this parameter is set to AnalyticDB for
PostgreSQL and cannot be changed.

The region of the destination instance. The region is the
same as the destination region that you selected when
you purchased the data synchronization instance. You
cannot change the value of this parameter.

Select the ID of the AnalyticDB for PostgreSQL instance.

Enter the name of the destination database.

@ Note The destination database must exist in
the ApsaraDB RDS for PostgreSQL instance. For
more information, see Create a database.

Enter the database account of the AnalyticDB for
PostgreSQL instance.

@ Note The database account must have the
SELECT, INSERT, UPDATE, DELETE, COPY, TRUNCATE,
and ALTER TABLE permissions.

Enter the password of the destination database
account.

7. Inthe lower-right corner of the page, click Set Whitelist and Next.

® Note DTS adds the CIDR blocks of DTS servers to the whitelists of the source

ApsaraDB RDS for PostgreSQL instance and the destination AnalyticDB for PostgreSQL

instance. This ensures that DTS servers can connect to the source and destination

instances.

8. Configure the synchronization policy and objects.

254
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2.Select Objects to Synchronize
Initial Synchronization: Initizl Full Data Synchrenization
Pr ssing Mode In
Existed Target Table ® Clear Target Table Ignore

Synchronization Type: [+] Insert Update Delete Alter Table

Availzble Selected (To edit an object name or its filter, hover over the object and dlick
Edit.) Learn more.

If you search globally, please expand the Q

Q
[l dtstestdata
57 Tables dtstestdata (20bjects)
sys =| customer
=| order
>
<
Select All
Select All
*Name batch change: ® No Yes
oo
Cancel Previous
Section Parameter Description

Initial Full Data Synchronization is selected by
default. After the precheck, DTS synchronizes

Initial Synchronization historical data of the required objects fromthe source
instance to the destination instance. The data is the
basis for subsequent incremental synchronization.

o Clear Target Table

Skips the Schema Name Conflict item during the
precheck. Clears the data in the destination table
before initial full data synchronization. If you want
to synchronize your business data after testing the

data synchronization task, you can select this
Processing Mode In mode.

Existed Target Table
© Ignore

Skips the Schema Name Conflict item during the
precheck. Adds data to the existing data during
initial full data synchronization. If you want to
synchronize data from multiple tables to one table,
you can select this mode.

Synchroniz
ation policy
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Section

Objects to
be
synchroniz
ed

Parameter

Synchronization Type

N/A

Description

Select the types of operations that you want to
synchronize based on your business requirements.

o

@ Note The Alter Table operation is not
supported.

Insert
Update
Delete

Alter Table

Select tables from the Available section and click the

icon to move the tables to the Selected section.

@ Note

°o You can select only tables as the objects
to be synchronized.

©o You can change the names of the columns
that are synchronized to the destination
database by using the object name
mapping feature. For more information
about how to use this feature, see Specify
the name of an object in the destination
instance.

9. In the lower-right corner of the page, click Precheck.

256
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@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

10. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

11. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

On the Synchronization Tasks page, view the status of the data synchronization task.

Pause Task Switch to
Subseription Uparade
More

Li ] P Delay: 0 Milliseconds — One-Way
Synchranizing Speed: 0TPS(0.00MB/s) Pay-As-You-Go Synchronization

Total: 1 item(s), Per Page: 20 item(s)

10.2. Synchronize data from a user-created
PostgreSQL database to an AnalyticDB for
PostgreSQL instance

This topic describes how to synchronize data from a user-created PostgreSQL database to an
AnalyticDB for PostgreSQL instance by using Data Transmission Service (DTS). The data
synchronization feature provided by DTS allows you to transfer and analyze data with ease.

Prerequisites

e The tables to be synchronized from the user-created PostgreSQL database contain primary
keys.

e An AnalyticDB for PostgreSQL instance is created. For more information, see Create an
instance.

Precautions

e Asingle data synchronization task can synchronize data from only one database.To
synchronize data from multiple databases, you must create a data synchronization task for
each database.

e During data synchronization, new tables that are created in the source database can also be
synchronized. However, to ensure data consistency, you must run the following statement on
the new tables before they can be synchronized:

ALTER TABLE schema.table REPLICA IDENTITY FULL;
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Limits

e Initial schema synchronization is not supported. DTS does not synchronize the schemas of the
required objects from the source database to the destination database.

e You can select only tables as the objects to be synchronized.

e You cannot synchronize the following types of data: BIT, VARBIT, GEOMETRY, ARRAY, UUID,
TSQUERY, TSVECTOR, and TXID_SNAPSHOT.

e [f you perform a DDL operation on an object to be synchronized in the source database during
data synchronization, you must perform the operation in the destination database. You must
also restart the data synchronization task.

SQL operations that can be synchronized

Only INSERT, UPDATE, and DELETE operations can be synchronized.

Preparations

Create a database, schema, and table in the destination AnalyticDB for PostgreSQL instance
based on the schema of the objects to be synchronized. For more information, see SQL reference.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set Source Instance to PostgreSQL, set Target Instance to
AnalyticDB for PostgreSQL, and set Synchronization Topology to One-Way
Synchronization.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan(Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing) China (Qingdac)

China (Shanghai) Hong Kong  US (Virginia) ~ US (Silicon Valley) UAE (Duba) Malaysia (Kuala Lumpur)  Germany (Frankfurt) ~ China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration < Refresh
Change Tracking
Task Name A Search Sort: Default Sorting ¥ | Status: | Al A

Data Synchronization

Operation Log

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination databases.
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1.Select Source and Destination Instances for

Synchronization Task Name:

‘ Source Instance Details

Instance Type:
Instance Region:
* ECS Instance ID:

Database Type:

* Port Number
* Database Name:

* Database Account

* Database Password:

Destination Instance Details

Instance Type

Instance Region:

* Instance ID:

* Database Name:

* Database Account

* Database Password;

Section

N/A

PostgreSQL_TO_ADB for PG

User-Created Database in ECS Instance
China (Hangzhou)
i-bp.

PostgreSQL

: | 5432

: | dtstestdata

: | dtstest

: AnalyticDB for PostgreSQL

China (Hangzhou)

ao-

: | dtstestdata

: | dtstest

@‘

Parameter

Synchronization
Task Name

Instance Type

Instance Region

ECS Instance ID

Cancel Set Whitelist and Next

Description

DTS automatically generates a task name. We
recommend that you specify an informative name for
easy identification. You do not need to use a unique
task name.

Select an instance type based on where the source
database is deployed. The procedure in this topic uses
User-Created Database in ECS Instance as an example.

@ Note If you select other instance types, you
must prepare the environments that are required
for the source database. For more information, see
Preparation overview.

The region of the source instance. The region is the
same as the source region that you selected when you
purchased the data synchronization instance. You
cannot change the value of this parameter.

Select the ID of the ECS instance that is connected to the
user-created PostgreSQL database.
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§OU{.CE Instance
ection
Details

Destination
Instance Details

Parameter

Database Type

Port Number

Database Name

Database
Account

Database
Password

Instance Type

Instance Region

Instance ID

Database Name

Database
Account

Database
Password

Description

The value of this parameter is set to PostgreSQL and
cannot be changed.

Enter the service port number of the user-created
PostgreSQL database.

Enter the name of the source database.

Enter the account of the user-created PostgreSQL
database.

@ Note The account must have the owner
permission on schemas.

Enter the password of the source database account.

The value of this parameter is set to AnalyticDB for
PostgreSQL and cannot be changed.

The region of the destination instance. The region is the
same as the destination region that you selected when
you purchased the data synchronization instance. You
cannot change the value of this parameter.

Select the ID of the AnalyticDB for PostgreSQL instance.
Enter the name of the destination database.

Enter the database account of the AnalyticDB for
PostgreSQL instance.

@ Note The database account must have the
SELECT, INSERT, UPDATE, DELETE, COPY, TRUNCATE,
and ALTER TABLE permissions.

Enter the password of the destination database
account.

7. In the lower-right corner of the page, click Set Whitelist and Next.

(@ Note DTS adds the CIDR blocks of DTS servers to the inbound rule of the source ECS
instance and the whitelist of the destination AnalyticDB for PostgreSQL instance. This
ensures that DTS servers can connect to the source and destination instances.

8. Configure the synchronization policy and objects.
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2.Select Objects to Synchronize
Initial Synchronization: Initizl Full Data Synchrenization
Pr ssing Mode In
Existed Target Table ® Clear Target Table Ignore

Synchronization Type: [+] Insert Update Delete Alter Table

Availzble Selected (To edit an object name or its filter, hover over the object and dlick
Edit.) Learn more.

If you search globally, please expand the Q

Q
[l dtstestdata
57 Tables dtstestdata (20bjects)
sys =| customer
=| order
>
<
Select All
Select All
*Name batch change: ® No Yes
oo
Cancel Previous
Section Parameter Description

Initial Full Data Synchronization is selected by
default. After the precheck, DTS synchronizes

Initial Synchronization historical data of the required objects fromthe source
instance to the destination instance. The data is the
basis for subsequent incremental synchronization.

o Clear Target Table

Skips the Schema Name Conflict item during the
precheck. Clears the data in the destination table
before initial full data synchronization. If you want
to synchronize your business data after testing the

data synchronization task, you can select this
Processing Mode In mode.

Existed Target Table
© Ignore

Skips the Schema Name Conflict item during the
precheck. Adds data to the existing data during
initial full data synchronization. If you want to
synchronize data from multiple tables to one table,

you can select this mode.
Synchroniz

ation policy
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Section Parameter Description

Select the types of operations that you want to
synchronize based on your business requirements.

@ Note The Alter Table operation is not
supported.
Synchronization Type

o Insert
o Update
o Delete

o Alter Table

Select tables from the Available section and click the

s icon to move the tables to the Selected section.

@ Note
© You can select only tables as the objects
Objects to to be synchronized.
be N/A ©° You can change the names of the columns
synchroniz that are synchronized to the destination
ed database by using the object name

mapping feature. For more information
about how to use this feature, see Specify
the name of an object in the destination
instance.

9. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

10. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

11. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.
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On the Synchronization Tasks page, view the status of the data synchronization task.

[J  instance ID/Task Name Status Synchronization Details Billing Method Actions
Pause Task Switch to

Delay: 0 Miliseconds One-Wa
O o Synchronizing v Pay-As-You-Go v Subscription Uparade

Speed: 0TPS{0.00MB/s) Synchronization

More

O Total: 1 item(s). Per Page: 20 item(s) « ¢ » »
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11.Synchronize data between Redis
databases

11.1. Configure one-way data
synchronization between ApsaraDB for
Redis instances

Data Transmission Service (DTS) supports one-way data synchronization between ApsaraDB for
Redis instances. This feature is applicable to scenarios such as active geo-redundancy and geo-
disaster recovery. This topic describes how to configure one-way data synchronization between
ApsaraDB for Redis instances.

@ Note After you configure a data synchronization task, do not change the architecture
type of the source and destination databases. For example, if you change the master-replica
architecture to the cluster architecture, data synchronization fails. For more information, see
the Architectures section in Overview.

Prerequisites

e The database version of the source ApsaraDB for Redis instance is 4.0 or 5.0.

(@ Note The database version of the destination ApsaraDB for Redis instance can be 4.0
or 5.0. The version of the destination database must be the same as or later than the
version of the source database. If you want to synchronize data between different
versions of Redis databases, make sure that the versions of the source and destination
databases are compatible. You can create a pay-as-you-go ApsaraDB for Redis instance to
verify database compatibility. Then, you can release the instance or change the billing
method to subscription.

e The available storage space of the destination ApsaraDB for Redis instance is larger than the
total size of the data in the source ApsaraDB for Redis instance.

Precautions

e DTS uses resources of the source and destination databases during initial full data
synchronization. This may increase the load of the database server. If you synchronize a large
volume of data or the server specifications cannot meet your requirements, database services
may become unavailable. Before you synchronize data, evaluate the impact of data
synchronization on the performance of the source and destination databases. We recommend
that you synchronize data during off-peak hours.

o [f the database version of the source ApsaraDB for Redis instance is 2.8, incremental data
synchronization is not supported.
e We recommend that you do not runthe FLUSHDB or FLUSHALL command in the source

instance during data synchronization. Otherwise, data may become inconsistent between the
source and destination instances.
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If the data eviction policy ( maxmemory-policy ) of the destination instance is not set to noevic
tion , data may become inconsistent between the source and destination instances. For more

information about the data eviction policy, see How does ApsaraDB for Redis evict data by
default?

Supported synchronization topologies

One-way one-to-one synchronization
One-way one-to-many synchronization

One-way cascade synchronization

For more information about synchronization topologies, see Synchronization topologies.

Operations that can be synchronized

APPEND

BITOP, BLPOP, BRPOP, and BRPOPLPUSH

DECR, DECRBY, and DEL

EVAL, EVALSHA, EXEC, EXPIRE, and EXPIREAT

GEOADD and GETSET

HDEL, HINCRBY, HINCRBYFLOAT, HMSET, HSET, and HSETNX

INCR, INCRBY, and INCRBYFLOAT

LINSERT, LPOP, LPUSH, LPUSHX, LREM, LSET, and LTRIM

MOVE, MSET, MSETNX, and MULTI

PERSIST, PEXPIRE, PEXPIREAT, PFADD, PFMERGE, PSETEX, and PUBLISH
RENAME, RENAME, RESTORE, RPOP, RPOPLPUSH, RPUSH, and RPUSHX

SADD, SDIFFSTORE, SELECT, SET, SETBIT, SETEX, SETNX, SETRANGE, SINTERSTORE, SMOVE, SPOP,
SREM, and SUNIONSTORE

ZADD, ZINCRBY, ZINTERSTORE, ZREM, ZREMRANGEBYLEX, ZUNIONSTORE, ZREMRANGEBYRANK,
and ZREMRANGEBYSCORE

SWAPDB and UNLINK (supported only when the database version of the source ApsaraDB for
Redis instance is 4.0)

® Note

e If you run the EVAL or EVALSHA command to call Lua scripts, DTS cannot identify
whether these Lua scripts are executed on the destination database. During
incremental data synchronization, the destination database does not explicitly return
the execution results of Lua scripts.

e When DTS calls the SYNC or PSYNC command to transfer data of the LIST type, DTS

does not clear the existing data. In this case, the destination database may contain
duplicate data records.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase a data
synchronization instance.
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2.
3.
4.

5.

6.

@ Note Onthe buy page, set both Source Instance and Target Instance to Redis.

Log on to the DTS console.
In the left-side navigation pane, click Data Synchronization.

At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing) China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration Z Refresh

Change Tracking
Task Name A Search Sort: Default Sorting v | Status: All A

Data Synchronization

Operation Log O Billing Method

D/Task Name Status Syn

Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

Configure the source and destination instances.

1.Configure Source and Destination

Synchronization Task Name:

| Source Instance Details

Instance Type:

Redis

Redis Instance

Instance Region: Singapore
* Instance ID: | r-gs -
Database Password: | sssssssssessssss &
Destination Instance Details
Instance Type: | Redis Instance M
Instal Region: Singapore
* Instance ID: | r-gs§ -
Dat; £ Password: | esessssssesssens 3
Section Parameter Description
svnchronizati DTS automatically generates a task name. We recommend that
N/A Y you specify an informative name for easy identification. You

on Task Name .
do not need to use a unique task name.

Instance Type Select Redis Instance.

The region of the source instance. The region is the same as
the source region that you selected when you purchased the
data synchronization instance. You cannot change the value
of this parameter.

Instance
Region
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gection Parameter Description

ource

Instance L.

Details Instance ID Select the ID of the source ApsaraDB for Redis instance.

Enter the database password of the source ApsaraDB for
Redis instance.

Database @ Note The format of the database password is

Password <user>:<password>. For example, if the username of the
custom account is admin and the password is Rp829dlwa,
the database password is admin:Rp829dlwa.

Instance Type Select Redis Instance.

The region of the destination instance. The region is the same
Instance as the destination region that you selected when you
Region purchased the data synchronization instance. You cannot
change the value of this parameter.

Instance ID Select the ID of the destination ApsaraDB for Redis instance.

Enter the database password of the destination ApsaraDB for

Destination .
Redis instance.

Instance
Details
@ Note The format of the database password is
<user>:<password>. For example, if the username of the
Database custom account is admin and the password is Rp829dlwa,
Password the database password is admin:Rp829dlwa.

7. In the lower-right corner of the page, click Set Whitelist and Next.

(@ Note DTS adds the CIDR blocks of DTS servers to the whitelists of the source and
destination ApsaraDB for Redis instances. This ensures that DTS servers can connect to
the source and destination ApsaraDB for Redis instances.

8. Configure the processing mode in existing destination tables and the objects to be
synchronized.
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2.Select Objects to Synchronize
Synchronization Mode:One-Way Synchronization
® pre-check and Intercept ' Ignore
Available Selected (To edit an object name or its filter, hover over the object and clic|
R Edit.) Learn more.
1f you search globally, please expand the Q
Q
1
2 0
3
4
5 >
° {
7
8
9
10
11
12
13
14 -
Select All
Selact Al
*Name batch change: ® MNo
Cancel Previous
Parameter Description

o Pre-check and Intercept: checks whether the destination database
is empty. If the destination database is empty, the precheck is
passed. If the database is not empty, an error is returned during the
precheck and the data synchronization task cannot be started.

Processing Mode In o Ignore: skips the check for empty destination databases.
Existed Target Table

Warning If you select Ignore, the data records in the
source database overwrite the data records that have the same
keys in the destination database.

o Select one or more databases fromthe Available section and click

the > iconto move the databases to the Selected section.
Objects

°o You can select only databases as the objects to be synchronized.
You cannot select keys as the objects to be synchronized.

9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization. The value is set to Include full data + incremental data.

@ Note DTS synchronizes both historical data and incremental data from the source
ApsaraDB for Redis instance to the destination ApsaraDB for Redis instance.
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chronization:Include full data + incremental data

Cancel Previous Save

11. In the lower-right corner of the page, click Precheck.

@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

Pause Task ~ Switch to
Subscription Upgrade
More

o Synchronizin, Delay: 0 Millseconds Pay-As-You-Go One-Way
) ¢ Speed: 0TPS(0.00MB/s) iohs Synchronization

Total: 1 tem(s). Per Page: 20 item(s)

@ Note You can view the status of the data synchronization task on the
Synchronization Tasks page.

11.2. Configure two-way data
synchronization between ApsaraDB for
Redis Enhanced Edition instances

This topic describes how to configure two-way data synchronization between ApsaraDB for
Redis Enhanced Edition instances by using Data Transmission Service (DTS). The data
synchronization feature is applicable to scenarios such as active geo-redundancy and geo-
disaster recovery.

Prerequisites

The source and destination instances are ApsaraDB for Redis Enhanced Edition instances
(version 5.0). For more information, see the ApsaraDB for Redis Enhanced Edition documentation.
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@ Note ApsaraDB for Redis Enhanced Edition supports the cluster, standard, and
read/write splitting architectures.

Precautions

During two-way data synchronization, the data synchronization task in one direction performs
and The data synchronization task in the opposite direction performs only incremental data
synchronization.

Warning To ensure data consistency, do not modify or write data to the same key in
the source and destination databases while the two-way data synchronization task is
running.

DTS uses resources of the source and destination databases during initial full data
synchronization. This may increase the load of the database server. If the data volume is large
or the specification is low, database services may become unavailable. Before you
synchronize data, evaluate the performance of the source and destination databases. We
recommend that you synchronize data during off-peak hours.

We recommend that you do not runthe FLUSHDB or FLUSHALL command in the source

instance. Otherwise, data may be inconsistent between the source and destination instances.
If the data eviction policy ( maxmemory-policy ) of the destination database is not set to noevi

ction , the data between the source and destination databases may become inconsistent. For

more information about the data eviction policy, see How does ApsaraDB for Redis evict data
by default?

If direct connection is disabled for the destination ApsaraDB for Redis instance, DTS uses the
proxy forwarding mode to write data to the destination instance.

@ Note For more information, see Enable a direct connection.

Operations that can be synchronized

APPEND

BITOP, BLPOP, BRPOP, and BRPOPLPUSH

DECR, DECRBY, and DEL

EVAL, EVALSHA, EXEC, EXPIRE, and EXPIREAT

GEOADD and GETSET

HDEL, HINCRBY, HINCRBYFLOAT, HMSET, HSET, and HSETNX

INCR, INCRBY, and INCRBYFLOAT

LINSERT, LPOP, LPUSH, LPUSHX, LREM, LSET, and LTRIM

MOVE, MSET, MSETNX, and MULTI

PERSIST, PEXPIRE, PEXPIREAT, PFADD, PFMERGE, PSETEX, and PUBLISH
RENAME, RENAMENX, RESTORE, RPOP, RPOPLPUSH, RPUSH, and RPUSHX

SADD, SDIFFSTORE, SELECT, SET, SETBIT, SETEX, SETNX, SETRANGE, SINTERSTORE, SMOVE, SPOP,
SREM, and SUNIONSTORE

ZADD, ZINCRBY, ZINTERSTORE, ZREM, ZREMRANGEBYLEX, ZUNIONSTORE, ZREMRANGEBYRANK,
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and ZREMRANGEBYSCORE

e SWAPDB (This operation is not supported if the source or destination Redis instance is
deployed in the cluster architecture.)

) Notice

e If you use the EVAL or EVALSHA command to call Lua scripts, DTS cannot identify
whether these Lua scripts are executed on the destination database. During
incremental data synchronization, the destination database does not explicitly return
the execution results of Lua scripts.

e When calling the SYNC or PSYNC command to transfer data of the LIST type, DTS does
not clear the existing data. In this case, the destination database may contain
duplicate data records.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

) Notice Onthe buy page, set Source Instance to Redis, set Target Instance to Redis,
and set Synchronization Topology to Two-Way Synchronization.

2. Logontothe DTS console.
3. Inthe left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) ~China (Hangzhou) ~China (Shenzhen) ~China (Beijing) ~China (Qingdac)

China (Shanghai) Hong Kong  US (Virginia) ~ US (Silicon Valley) UAE (Dubal) Malaysia (Kuala Lumpur) ~ Germany (Frankfurt) ~ China (Hohhot) UK (London)

Overview the region of the destination instance in the synchranization task.)

Data Migration < Refresh
Change Tracking

Task Name v Search  Sort: | Default Sorting v | Status: | Al v
Data Synchronization

Operation Log [ Instance ID/Task Name Status Synchronization Details Billing Method

5. Configure the data synchronization task in one direction.
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i. Find the data synchronization instance, and click Configure Synchronization Channel in
the Actions column of the first data synchronization task.

) Notice A two-way data synchronization instance contains two data
synchronization tasks. You must configure a channel for each task. When you
configure the second data synchronization task, find the task and click Configure
Synchronization Channel in the Actions column.

D Instance ID/Task Name

O

[ Task Name

O

O

Status

Status

Mot Configured

Not Configured

Billing Method

Synchronization Details

Pay-As-You-Go

Synchronization Details

Source/Destination Instance

nfigured
nfigured

nfigured
nfigured

ii. Configure the source and destination instances.

Synchronization Task Name:

Source Instance Details

Instance Type:

Redis_Forward

Redis Instance

Instance Region: China (Beijing)

* Instance ID: | -

w0

Actions

Switch to Subscription

Two-Way Upgrade
Synchronization View Synchronization Task~
More
Actions

Configure Synchronization Channel

Configure Synchronization Channel

Cancel Set Whitelist and Next

DTS automatically generates a task name. We recommend

identification. You do not need to use a unique task name.

The region of the source instance. The region is the same

Database Password: | ssssssssssssssss &
Destination Instance Details
Instance Type: | Redis Instance v
Instance Region: China (Beijing)
* Instance ID: | - n -
Database Password: | ssssssssssssssss &
Section Parameter Description
Synchronizat
N/A ion Task that you specify an informative name for easy
Name
Instance .
Select Redis Instance.
Type
Instance as the source region that you selected when you
Region

purchased the data synchronization instance. You cannot
change the value of this parameter.

272
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Section Parameter Description

Select the ID of the source ApsaraDB for Redis instance.

Source
Instance <]> Notice When you configure the data
. Instance ID L. K . . .
Details synchronization task in the opposite direction, select

the ID of the destination ApsaraDB for Redis instance.

The database password of the source ApsaraDB for Redis
instance.

(]) Notice The format of the database password is
<user>:<password>. For example, if the username of
the custom account is admin and the password is
Rp829dlwa, the database password is
admin:Rp829diwa.

Database
Password

Instance Select Redis Instance.
Type
The region of the destination instance. The region is the
Instance same as the destination region that you selected when you
Region purchased the data synchronization instance. You cannot
change the value of this parameter.

Select the ID of the destination ApsaraDB for Redis
instance.

) Notice When you configure the data
Destination Instance ID synchronization task in the opposite direction, select
Instance the ID of the source ApsaraDB for Redis instance.
Details

The database password of the destination ApsaraDB for
Redis instance.

(]) Notice The format of the database password is
<user>:<password>. For example, if the username of
the custom account is admin and the password is
Rp829dlwa, the database password is
admin:Rp829dlwa.

Database
Password

ili. Inthe lower-right corner of the page, click Set Whitelist and Next.
DTS adds the CIDR blocks of DTS servers to the whitelists of the source and destination
ApsaraDB for Redis instances. This ensures that DTS servers can connect to the source
and destination instances.

iv. Configure the synchronization policy and objects.
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2.Select Objects to Synchronize

Synchronization Mode:Two-Way Synchronization
Conflict Resolution Policy: | Qverwrite (When a conflict occurs, the conflicting record in the

Proccessing Mode In
Existed Target Table: @ Pre-check and Intercept © Ignore

Available Selected
If you search globally, please expand Q - Q
1 0
2
3
4
5 >
6
; <
8
9
10
11
12
13
14 -
Select All Select All
*Name batch change: ® No Yes
Cancel Previous
Section Parameter Description
Overwrite
Conflict During data synchronization, if data records have the same

Resolution Policy key but different values, the data record with the latest
key value overwrites the conflicting records.

m Pre-check and Intercept: checks whether the destination
database is empty. If the destination database is empty,
the precheck is passed. If the database is not empty, an
error is returned during the precheck and the data

Processing Mode synchronization task cannot be started.

In Existed Target = Ignore: skips the check for empty destination database.

Table
Synchro
nization Warning If you select Ignore, the data records
policy in the source database overwrite the data records

with the same keys in the destination database.
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Section Parameter Description

m Select a database fromthe Available section and click

Objects the 3 iconto move the database to the Selected
to be N/A section.

synchro

nized ® You can select only databases as the objects to be

synchronized. You cannot select keys as the objects to
be synchronized.

v. In the lower-right corner of the page, click Next.
vi. Configure initial synchronization.

Cancel Previous Save Precheck

The value is set to Include full data + incremental data. DTS synchronizes historical data
from the source ApsaraDB for Redis instance to the destination ApsaraDB for Redis
instance. Then, DTS synchronizes incremental data.

D Notice If allthe required objects have been synchronized from the source
instance to the destination instance, the data synchronization task in the opposite
direction synchronizes only incremental data.

vii. Inthe lower-right corner of the page, click Precheck.

® Note

m Before you can start the data synchronization task, a precheck is performed.
You can start the data synchronization task only after the task passes the
precheck.

m [f the task fails to pass the precheck, click the icon next to each failed

item to view details. Troubleshoot the issues based on the causes and run
the precheck again.

viii. Close the Precheck dialog box after the following message is displayed: The precheck is
passed. Then, the first data synchronization task starts.

6. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state. You can view the status of the data synchronization task on the
Synchronization Tasks page.

7. Configure the data synchronization task in the opposite direction.
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i. Find the second data synchronization task, and click Configure Synchronization Channel
in the Actions column.

Switch to Subscription

. Two-Way Upgrade
Pay-hsou-Go Synchronization View Synchronization Task ~
More
Redis_Forward Completed - 20 Pause Task
r- ndm More

Redis_Reverse rlzlm Configure Synchronization Channel @

ii. Repeat substeps iito viiithat are described in step 5.

Result
Wait until both data synchronization tasks are in the Synchronizing state.
Synchronization Task ID ¥ | | Search  S0rti | Default Sorting v | Status: | al v

Switch to Subscription

q - Two-Way Upgrade
dte Pay-As-You-Go
= Synchronization View Synchronization
Task~ More
dis ward Synchronizin Delay: 0 Milliseconds g ‘80 Pause Task
Redis_Forvar ' d Speed: 0.00TPS/(0.000MB/s) - ndm More
dis Revers Synchronizin Delay: 0 Milliseconds - ndm Pause Task
Redis Reverse ' g Speed: 0.00TPS/(0.000MB/s)  r- 20 Mare

11.3. Synchronize data from a user-created
Redis database hosted on ECS to an
ApsaraDB for Redis instance

Data Transmission Service (DTS) supports real-time one-way data synchronization between two
Redis databases. This feature is applicable to scenarios such as active geo-redundancy and geo-
disaster recovery. This topic describes how to configure one-way data synchronization from a
user-created Redis database hosted on ECS to an ApsaraDB for Redis instance.

@ Note After you configure a data synchronization task, do not change the architecture
type of the source and destination databases. For example, if you change the master-replica
architecture to the cluster architecture, data synchronization fails. For more information, see

the Architectures section in Overview.

Prerequisites

e The version of the source Redis database is 2.8, 3.0, 3.2, 4.0, or 5.0.
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@ Note The database version of the destination ApsaraDB for Redis instance can be 4.0
or 5.0. The version of the destination database must be the same as or later than the
version of the source database. If you want to synchronize data between different
versions of Redis databases, make sure that the versions of the source and destination
databases are compatible. You can create a pay-as-you-go ApsaraDB for Redis instance to
verify database compatibility. Then, you can release the instance or change the billing
method to subscription.

e The available storage space of the destination ApsaraDB for Redis instance is larger than the
total size of the data in the source Redis database.

e All nodes of the Redis cluster support the PSYNC command and share the same password.
This is required if the source Redis database is deployed in a cluster architecture.

Precautions

e DTS uses resources of the source and destination databases during initial full data
synchronization. This may increase the load of the database server. If you synchronize a large
volume of data or the server specifications cannot meet your requirements, database services
may become unavailable. Before you synchronize data, evaluate the impact of data
synchronization on the performance of the source and destination databases. We recommend
that you synchronize data during off-peak hours.

e Ifthe bind parameteris configuredinthe redis.conf file of the source Redis database, set

the value of this parameter to the intranet IP address of ECS to ensure that DTS can connect
to the source database normally.

e We recommend that you increase the value of the repl-backlog-size parameterinthe redis.c
onf file of the source Redis database. This ensures the stability of data synchronization.

e To ensure the synchronization quality, DTS adds the following key to the source Redis
database: DTS_REDIS_TIMESTAMP_HEARTBEAT . This key is used to record the time when data is
synchronized to ApsaraDB for Redis.

e If you configure data synchronization between ApsaraDB for Redis clusters, you cannot run
the FLUSHDB or FLUSHALL command in the source cluster. Otherwise, data in the source
and destination databases may be inconsistent.

e If the data eviction policy ( maxmemory-policy ) of the destination database is not set to noevi

ction , the data between the source and destination databases may become inconsistent. For

more information about the data eviction policy, see How does ApsaraDB for Redis evict data
by default?

Supported synchronization topologies

e One-way one-to-one synchronization
e One-way one-to-many synchronization

e One-way cascade synchronization

For more information about synchronization topologies, see Synchronization topologies.

Operations that can be synchronized

e APPEND
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e BITOP, BLPOP, BRPOP, and BRPOPLPUSH

e DECR, DECRBY, and DEL

e EVAL, EVALSHA, EXEC, EXPIRE, and EXPIREAT

e GEOADD and GETSET

e HDEL, HINCRBY, HINCRBYFLOAT, HMSET, HSET, and HSETNX

o INCR, INCRBY, and INCRBYFLOAT

o LINSERT, LPOP, LPUSH, LPUSHX, LREM, LSET, and LTRIM

e MOVE, MSET, MSETNX, and MULTI

e PERSIST, PEXPIRE, PEXPIREAT, PFADD, PFMERGE, PSETEX, and PUBLISH
e RENAME, RENAME, RESTORE, RPOP, RPOPLPUSH, RPUSH, and RPUSHX

e SADD, SDIFFSTORE, SELECT, SET, SETBIT, SETEX, SETNX, SETRANGE, SINTERSTORE, SMOVE, SPOP,
SREM, and SUNIONSTORE

e ZADD, ZINCRBY, ZINTERSTORE, ZREM, ZREMRANGEBYLEX, ZUNIONSTORE, ZREMRANGEBYRANK,
and ZREMRANGEBYSCORE

e SWAPDB and UNLINK (supported only when the database version of the source ApsaraDB for
Redis instance is 4.0)

@ Note

e If you run the EVAL or EVALSHA command to call Lua scripts, DTS cannot identify
whether these Lua scripts are executed on the destination database. During
incremental data synchronization, the destination database does not explicitly return
the execution results of Lua scripts.

e When DTS calls the SYNC or PSYNC command to transfer data of the LIST type, DTS
does not clear the existing data. In this case, the destination database may contain
duplicate data records.

Procedure

1.

Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set both Source Instance and Target Instance to Redis.

. Logontothe DTS console.

3. In the left-side navigation pane, click Data Synchronization.

. At the top of the Synchronization Tasks page, select the region where the destination

instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing)  China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia) ~ US (Silicon Valley) UAE (Dubai) ~Malaysia (Kuala Lumpur) ~ Germany (Frankfurt) ~ China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration < Refresh

Change Tracking
Task Name v Search Sort: | Default Sorting v | Status: | Al v
Data Synchronization

Operation Log I ey

. Find the data synchronization instance and click Configure Synchronization Channelin the

Actions column.
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6. Configure the source and destination instances.

1.Configure Source and Destination

Synchronization Task Name: | Redis

| Source Instance Details

Instance Type: | User-Created Database in ECS Instance M

Instance Region: Singapore

* ECS Instance ID:

e: Redis

e: ® Standalone Cluster

* Port Number: | 7000

Dafahase Password: | sssssssssssssssses

L}

Destination Instance Details

Instance Type: | Redis Instance
Instance Region: Singapore

* Instance ID: | r-ge§

Database Password: | sessesrensemenses

@

Section Parameter

Synchronizati

N/A
on Task Name

Instance Type

Instance
Region

ECS Instance
ID

Database
Type

Instance
Source Mode
Instance
Details

Description

Cancel Set Whitelist and Next

DTS automatically generates a task name. We recommend that
you use an informative name for easy identification. You do

not need to use a unique task name.

Select User-Created Database in ECS Instance.

The region of the source instance. The region is the same as
the source region that you selected when you purchased the
data synchronization instance. You cannot change the value

of this parameter.

Select the ID of the ECS instance that is connected to the

source Redis database.

@ Note If the source Redis database is deployed in a
cluster architecture, select the ID of the ECS instance

where a master node resides.

The value of this parameter is set to Redis.

Select Standalone or Cluster based on the architecture of the

source Redis database.
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Section Parameter Description

Enter the service port number of the source Redis database.
The default port number is 6379. In this example, 7000 is
specified.

Port Number
@ Note If the source Redis database is deployed in a

cluster architecture, enter the service port number of a
master node.

Enter the password for the source Redis database.

Database

Password @ Note This parameter is optional and can be left

blank if no database password is set.

Instance Type Select Redis Instance.

The region of the destination instance. The region is the same
Instance as the destination region that you selected when you
Region purchased the data synchronization instance. You cannot
change the value of this parameter.

Instance ID Select the ID of the destination ApsaraDB for Redis instance.
Destination Enter the database password of the destination ApsaraDB for
Instance Redis instance.

Details

@ Note The format of the database password is
<user>:<password>. For example, if the username of the
custom account is admin and the password is Rp829dlwa,
the database password is admin:Rp829dlwa.

Database
Password

7. In the lower-right corner of the page, click Set Whitelist and Next.

@ Note The CIDR blocks of DTS servers are automatically added to the inbound rule of
the source ECS instance and the whitelist of the destination ApsaraDB for Redis
instance. This ensures that DTS servers can connect to the source and destination
instances.

8. Configure the processing mode in existing destination tables and the objects to be
synchronized.
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2.Select Objects to Synchronize
Synchronization Mode:One-Way Synchronization
® pre-check and Intercept ' Ignore
Available Selected (To edit an object name or its filter, hover over the object and clic|
R Edit.) Learn more.
1f you search globally, please expand the Q
Q
1
2 0
3
4
5 >
° {
7
8
9
10
11
12
13
14 -
Select All
Selact Al
*Name batch change: ® MNo
Cancel Previous
Parameter Description

o Pre-check and Intercept: checks whether the destination database
is empty. If the destination database is empty, the precheck is
passed. If the database is not empty, an error is returned during the
precheck and the data synchronization task cannot be started.

Processing Mode In o Ignore: skips the check for empty destination databases.
Existed Target Table

Warning If you select Ignore, the data records in the
source database overwrite the data records that have the same
keys in the destination database.

o Select one or more databases fromthe Available section and click

the > iconto move the databases to the Selected section.
Objects

°o You can select only databases as the objects to be synchronized.
You cannot select keys as the objects to be synchronized.

9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization. The value is set to Include full data + incremental data.

@ Note DTS synchronizes both historical data and incremental data from the source
ApsaraDB for Redis instance to the destination ApsaraDB for Redis instance.
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Include full data + incremental data

Cancel Previous Save

11. In the lower-right corner of the page, click Precheck.

® Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

Pause Task =~ Switch to
Subscription Upgrade
More

o Synchronizin, Delay: 0 Millseconds Pay-As-You-Go One-Way
) ¢ Speed: 0TPS(0.00MB/s) iohs Synchronization

@ Note You can view the status of the data synchronization task on the
Synchronization Tasks page.

11.4. Synchronize data from a user-created
Redis database connected over Express
Connect, VPN Gateway, or Smart Access
Gateway to a user-created Redis database
hosted on ECS

Data Transmission Service (DTS) supports real-time one-way data synchronization between two
Redis databases. This feature is applicable to scenarios such as active geo-redundancy and geo-
disaster recovery. This topic describes how to configure data synchronization from a user-
created Redis database connected over Express Connect, VPN Gateway, or Smart Access
Gateway to a user-created Redis database hosted on ECS.
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@ Note After you configure a data synchronization task, do not change the architecture
type of the source and destination databases. For example, if you change the master-replica
architecture to the cluster architecture, data synchronization fails. For more information, see
the Architectures section in Overview.

Prerequisites

e The version of the source Redis database is 2.8, 3.0, 3.2, 4.0, or 5.0.

(@ Note The database version of the destination Redis database can be 2.8,4.0,0r5.0.
The version of the destination database must be the same as or later than the version of
the source database. If you want to synchronize data between different versions of Redis
databases, make sure that the versions of the source and destination databases are
compatible.

e The available storage space of the destination Redis database is larger than the total size of
the data in the source Redis database.

e All nodes of the Redis cluster support the PSYNC command and share the same password.
This is required if the source Redis database is deployed in a cluster architecture.

Precautions

e DTS uses resources of the source and destination databases during initial full data
synchronization. This may increase the load of the database server. If you synchronize a large
volume of data or the server specifications cannot meet your requirements, database services
may become unavailable. Before you synchronize data, evaluate the impact of data
synchronization on the performance of the source and destination databases. We recommend
that you synchronize data during off-peak hours.

o Ifthe bind parameteris configuredinthe redis.conf file of the source Redis database, set
the value of this parameter to the intranet IP address of ECS to ensure that DTS can connect
to the source database normally.

e We recommend that you increase the value of the repl-backlog-size parameterinthe redis.c

onf file of the source Redis database. This ensures the stability of data synchronization.

e To ensure the synchronization quality, DTS adds the following key to the source Redis
database: DTS_REDIS_TIMESTAMP_HEARTBEAT .This key is used to record the time when data is
synchronized to ApsaraDB for Redis.

e If you configure data synchronization between ApsaraDB for Redis clusters, you cannot run
the FLUSHDB or FLUSHALL command inthe source cluster. Otherwise, data in the source

and destination databases may be inconsistent.
o If the data eviction policy ( maxmemory-policy ) of the destination database is not set to noevi

ction , the data between the source and destination databases may become inconsistent. For

more information about the data eviction policy, see How does ApsaraDB for Redis evict data
by default?

Supported synchronization topologies

e One-way one-to-one synchronization
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One-way one-to-many synchronization

One-way cascade synchronization

For more information about synchronization topologies, see Synchronization topologies.

Operations that can be synchronized

APPEND

BITOP, BLPOP, BRPOP, and BRPOPLPUSH

DECR, DECRBY, and DEL

EVAL, EVALSHA, EXEC, EXPIRE, and EXPIREAT

GEOADD and GETSET

HDEL, HINCRBY, HINCRBYFLOAT, HMSET, HSET, and HSETNX

INCR, INCRBY, and INCRBYFLOAT

LINSERT, LPOP, LPUSH, LPUSHX, LREM, LSET, and LTRIM

MOVE, MSET, MSETNX, and MULTI

PERSIST, PEXPIRE, PEXPIREAT, PFADD, PFMERGE, PSETEX, and PUBLISH
RENAME, RENAME, RESTORE, RPOP, RPOPLPUSH, RPUSH, and RPUSHX

SADD, SDIFFSTORE, SELECT, SET, SETBIT, SETEX, SETNX, SETRANGE, SINTERSTORE, SMOVE, SPOP,
SREM, and SUNIONSTORE

ZADD, ZINCRBY, ZINTERSTORE, ZREM, ZREMRANGEBYLEX, ZUNIONSTORE, ZREMRANGEBYRANK,
and ZREMRANGEBYSCORE

SWAPDB and UNLINK (supported only when the database version of the source ApsaraDB for
Redis instance is 4.0)

@ Note

e If you run the EVAL or EVALSHA command to call Lua scripts, DTS cannot identify
whether these Lua scripts are executed on the destination database. During
incremental data synchronization, the destination database does not explicitly return
the execution results of Lua scripts.

e When DTS calls the SYNC or PSYNC command to transfer data of the LIST type, DTS
does not clear the existing data. In this case, the destination database may contain
duplicate data records.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.
@ Note Onthe buy page, set both Source Instance and Target Instance to Redis.

2. Logontothe DTS console.
3. Inthe left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.
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Data Transmission Se... Synchranization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Befjing) China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration Z Refresh
Change Tracking

Task Name v Search  Sort: | Default Sorting v | Status: | al v
Data Synchronization

e [0  1nstance ID/Task Name Status Synchronization Details Billing Method

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.
Synchronization Task Name: | Redis

Source Instance Details

Instance Type: | User-Created Database Connected Over Express Connect, VPI ¥
Instance Region: Singapore

* Peer VPC:

=

vpc-t - Proprietary network of Other Apsara Stack Accounts
e: Redis

e: ® Standalone - Cluster

55 ‘ 172.16. |

* Port Number: | 6379

Database Password: ‘ ssseesnstsennsanne L1

Destination Instance Details

User-Created Database in ECS Instance v

n: Singapore

Redis

e ® Standzlone - Cluster

6379

Cancel Set Whitelist and Next

Section Parameter Description

DTS automatically generates a task name. We recommend that
you use an informative name for easy identification. You do
not need to use a unique task name.

Synchronizati

N/A
/ on Task Name

Select User-Created Database Connected over Express
Instance Type
Connect, VPN Gateway, or Smart Access Gateway.
The region of the source instance. The region is the same as
Instance the source region that you selected when you purchased the
Region data synchronization instance. You cannot change the value
of this parameter.

Select the ID of the VPC that is connected to the user-created

Peer VPC
Redis database.
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Section Parameter Description
Database . . .
The value of this parameter is set to Redis.
Type
Instance Select Standalone or Cluster based on the architecture of the
Mode source Redis database.
Source Enter the server IP address of the source Redis database.
Instance
Details P Address (@ Note If the source Redis database is deployed in a
cluster architecture, enter the IP address of the server to
which a master node belongs.
Enter the service port number of the user-created Redis
database. The default port number is 6379.
Port Number (@ Note If the source Redis database is deployedin a
cluster architecture, enter the service port number of a
master node.
Enter the password for the source Redis database.
@ Note This parameter is optional and can be left
Database . .
blank if no database password is set.
Password

Instance Type Select User-Created Database in ECS Instance.

The region of the destination instance. The region is the same
Instance as the destination region that you selected when you
Region purchased the data synchronization instance. You cannot
change the value of this parameter.

Select the ID of the ECS instance that is connected to the
destination Redis database.

Instance ID @ Note If the destination Redis database is deployed
in a cluster architecture, select the ID of the ECS instance
where a master node resides.

Instance Select Standalone or Cluster based on the architecture of the
Mode destination Redis database.

Destination
Instance
Details
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Section Parameter Description

Enter the service port number of the destination Redis
database. The default port number is 6379.

Port Number @ Note If the destination Redis database is deployed
in a cluster architecture, enter the service port number of
a master node.

Enter the password for the destination Redis database.

@) Note This parameter is optional and can be left

Database blank if no database password is set.

Password

7. In the lower-right corner of the page, click Set Whitelist and Next.

@ Note The CIDR blocks of DTS servers are automatically added to an inbound rule of
the destination ECS instance. This ensures that DTS servers can connect to the
destination ECS instance.

8. Configure the processing mode in existing destination tables and the objects to be
synchronized.

Synchronization Mode:One-Way Synchronization

Proccessing Mode In

Existed Target Table: ® pre-check and Intercept 0 Ignore

Available Selected (To edit an object name or its filter, hover over the object and clic|
. Edit.) Leam more.
If you search globally, please expand the Q
h Q
2 0
3
4
5 >
3
5 <
8
9
10
11
12
13
14 -
Select All
Selact Al
*Name batch change: ® MNo

Cancel Previous
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Parameter Description

o Pre-check and Intercept: checks whether the destination database
is empty. If the destination database is empty, the precheck is
passed. If the database is not empty, an error is returned during the
precheck and the data synchronization task cannot be started.

Processing Mode In o Ignore: skips the check for empty destination databases.
Existed Target Table

Warning If you select Ignore, the data records in the
source database overwrite the data records that have the same
keys in the destination database.

o Select one or more databases fromthe Available section and click

the > iconto move the databases to the Selected section.
Objects

©° You can select only databases as the objects to be synchronized.
You cannot select keys as the objects to be synchronized.

9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization. The value is set to Include full data + incremental data.

@ Note DTS synchronizes both historical data and incremental data from the source
ApsaraDB for Redis instance to the destination ApsaraDB for Redis instance.

3.Advanced Settings

Initial Synchronization:Include full data + incremental data

Cancel Previous Save

11. In the lower-right corner of the page, click Precheck.

® Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.
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Pause Task Switch to
Subscription Uparade
More

O i ] . Delay: 0 Milliseconds X One-Way
Synchronizing Speed: 0TPS{0.00MB/s) Pay-As-You-Go Synchronization

O Total: 1 item(s). Per Page: 20 item(s)

(@ Note You can view the status of the data synchronization task on the
Synchronization Tasks page.

11.5. Synchronize data from a user-created
Redis cluster to an ApsaraDB for Redis
cluster instance

Data Transmission Service (DTS) supports real-time one-way data synchronization between two
Redis clusters. This feature is applicable to scenarios such as data migration, active geo-
redundancy, and geo-disaster recovery. This topic describes how to configure one-way data
synchronization from a user-created Redis cluster to an ApsaraDB for Redis cluster instance.

You can also follow the procedure to configure data synchronization from an ApsaraDB for Redis
cluster instance to a user-created Redis cluster. However, you must configure parameters for
the source and destination instances based on the actual scenarios.

@ Note After you configure the data synchronization task, do not change the architecture
type of the source and destination databases. For example, you cannot change the master-
replica architecture to the cluster architecture. Otherwise, data synchronization fails. For
more information, see the Architectures section in Overview.

Prerequisites

e The version of the user-created Redis database is 2.8, 3.0, 3.2, 4.0, or 5.0.

@ Note The database version of the destination ApsaraDB for Redis cluster instance can
be 2.8, 4.0, or 5.0. The version of the destination database must be the same as or later
than the version of the source database. If you want to synchronize data between
different versions of Redis databases, make sure that the versions of the source and
destination databases are compatible. You can create a pay-as-you-go ApsaraDB for
Redis cluster instance to verify database compatibility. After verification, you can release
the instance or change the billing method to subscription.

e The available storage space of the destination ApsaraDB for Redis cluster instance is larger
than the total size of the data in the source Redis database.

e All nodes of the source Redis cluster support the PSYNC command and share the same

password.

Precautions
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DTS uses resources of the source and destination databases during initial full data
synchronization. This may increase the load of the database server. If the data volume is large
or the specification is low, database services may become unavailable. Before you
synchronize data, evaluate the performance of the source and destination databases. We
recommend that you synchronize data during off-peak hours.

We recommend that you increase the value of the repl-backlog-size parameter in the redis.co
nf file. This ensures the stability of data synchronization.

To ensure the synchronization quality, DTS adds the following key to the source Redis
database: DTS_REDIS_TIMESTAMP_HEARTBEAT. This key is used to record the time when data
is synchronized to ApsaraDB for Redis.

We recommend that you do not runthe FLUSHDB or FLUSHALL command in the source Redis
cluster. Otherwise, data in the source and destination databases may be inconsistent.

If the data eviction policy ( maxmemory-policy ) of the destination database is not set to noevi

ction , the data between the source and destination databases may become inconsistent. For
more information about the data eviction policy, see

Supported synchronization topologies

One-way one-to-one synchronization
One-way one-to-many synchronization

One-way cascade synchronization

For more information about synchronization topologies, see

Operations that can be synchronized

APPEND

BITOP, BLPOP, BRPOP, and BRPOPLPUSH

DECR, DECRBY, and DEL

EVAL, EVALSHA, EXEC, EXPIRE, and EXPIREAT

GEOADD and GETSET

HDEL, HINCRBY, HINCRBYFLOAT, HMSET, HSET, and HSETNX

INCR, INCRBY, and INCRBYFLOAT

LINSERT, LPOP, LPUSH, LPUSHX, LREM, LSET, and LTRIM

MOVE, MSET, MSETNX, and MULTI

PERSIST, PEXPIRE, PEXPIREAT, PFADD, PFMERGE, PSETEX, and PUBLISH
RENAME, RENAME, RESTORE, RPOP, RPOPLPUSH, RPUSH, and RPUSHX

SADD, SDIFFSTORE, SELECT, SET, SETBIT, SETEX, SETNX, SETRANGE, SINTERSTORE, SMOVE, SPOP,
SREM, and SUNIONSTORE

ZADD, ZINCRBY, ZINTERSTORE, ZREM, ZREMRANGEBYLEX, ZUNIONSTORE, ZREMRANGEBYRANK,
and ZREMRANGEBYSCORE

SWAPDB and UNLINK (supported only when the version of the source Redis cluster is 4.0)

290 Document Version:20200820


https://www.alibabacloud.com/help/doc-detail/38679.htm#concept-e5v-hs5-ydb
https://www.alibabacloud.com/help/doc-detail/124115.htm#concept-978516

Data Transmission Service Data Synchronization - Synchronize data between Redis databases

@ Note

e [f you use the EVAL or EVALSHA command to call Lua scripts, DTS cannot identify
whether these Lua scripts are executed on the destination database. During
incremental data synchronization, the destination database does not explicitly return
the execution results of Lua scripts.

e When calling the SYNC or PSYNC command to transfer data of the LIST type, DTS does
not clear the existing data. In this case, duplicate data may exist in the destination
database.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.
@ Note Onthe buy page, set both Source Instance and Target Instance to Redis.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney)  India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Beijing)  China (Qingdao)

China (Shanghai) Hong Kong  US (virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration = Refresh
Change Tracking
Task Name v Search  Sort: | Default Sorting v | Status: | all v

Data Synchronization

Operation Log

[0 Instance ID/Task Name Status Synchronization Details Billing Method

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.
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1.Configure Source and Destination

Synchronization Task Name:

| Source Instance Details

Instance Region;

* ECS Instance ID

* Port Number:

Database Password.

Destination Instance Details

Instal

gion

* Instance ID:

Database Password.

Redis

User-Created Database in ECS Instance v

Singapore

pe:  Redis

Standzlone (@ Cluster

6379

[/}

Redis Instance

Singapore

I-gs

Data Transmission Service

Section

N/A

Source
Instance
Details

Parameter

Synchronizati
on Task Name

Instance Type

Instance
Region

ECS Instance
ID

Database
Type

Instance
Mode

Cancel Set Whitelist and Next

Description

DTS automatically generates a task name. We recommend that
you use an informative name for easy identification. You do
not need to use a unique task name.

Select User-Created Database in ECS Instance. You can select
User-Created Database in ECS Instance or User-Created
Database Connected Over Express Connect, VPN Gateway, or
Smart Access Gateway based on the type of the source
database.

The procedure in this topic uses user-created database
hosted on ECS as an example. You can also follow the
procedure to configure data synchronization for other types
of user-created Redis databases.

The region of the source instance. The region is the same as
the source region that you selected when you purchased the
data synchronization instance. You cannot change the value
of this parameter.

Select the ID of the ECS instance where a master node in the
user-created Redis cluster resides.

The value of this parameter is set to Redis.

Select Cluster.
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Section Parameter

Port Number

Database
Password

Instance Type

Instance
Region
Destination Instance ID
Instance
Details
Database
Password

Description

Enter the service port number of a master node in the user-
created Redis cluster. In this example, enter 7000.

Enter the password for the user-created Redis database.

@ Note This parameter is optional and can be left
blank if no database password is set.

Select Redis Instance.

The region of the destination instance. The region is the same
as the destination region that you selected when you
purchased the data synchronization instance. You cannot
change the value of this parameter.

Select the ID of the destination ApsaraDB for Redis cluster
instance.

Enter the database password of the destination ApsaraDB for
Redis cluster instance.

@ Note The format of the database password is
<user>:<password>. For example, if the username of the
custom account is admin and the password is Rp829dlwa,
the database password is admin:Rp829dlwa.

7. In the lower-right corner of the page, click Set Whitelist and Next.

(® Note The CIDR blocks of DTS servers are automatically added to the inbound rule of
the source ECS instance and the whitelist of the destination ApsaraDB for Redis cluster
instance. This ensures that DTS servers can connect to the source and destination

instances.

8. Configure the processing mode in existing destination tables and the objects to be

synchronized.
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2.Select Objects to Synchronize
Synchronization Mode:One-Way Synchronization
® pre-check and Intercept ' Ignore
Available Selected (To edit an object name or its filter, hover over the object and clic|
R Edit.) Learn more.
1f you search globally, please expand the Q
Q
1
2 0
3
4
5 >
° {
7
8
9
10
11
12
13
14 -
Select All
Selact Al
*Name batch change: ® MNo
Cancel Previous
Parameter Description

o Pre-check and Intercept: checks whether the destination database
is empty. If the destination database is empty, the precheck is
passed. If the database is not empty, an error is returned during
precheck and the data synchronization task cannot be started.

Processing Mode In o Ignore: skips the precheck for empty destination databases.
Existed Target Table

Warning If you select Ignore, the data records in the
source database overwrite the data records with the same keys
in the destination database.

o Select databases fromthe Available section and click the 3 iconto

Objects to be

. move the databases to the Selected section.
synchronized

°o You can select only databases as the objects to be synchronized.
You cannot select keys as the objects to be synchronized.

9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization. The value is set to Include full data + incremental data.

@ Note Before synchronizing incremental data, DTS synchronizes historical data from
the source Redis database to the destination Redis database.
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ronization:Include full data + incremental data

Cancel Previous Save

11. In the lower-right corner of the page, click Precheck.

@ Note
o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

L Synchronizin Delay: 0 Milliseconds Pav-ASYou-Go One-Way ESE:; ITEs;n SJIuh de
) ¢ Speed: 0TPS(0.00ME/s) he Synchronization " Dir“IT;)rE-

Total: 1 tem(s). Per Page: 20 item(s)

@ Note You can view the status of the data synchronization task on the
Synchronization Tasks page.

11.6. Synchronize data from a Codis cluster
hosted on ECS to an ApsaraDB for Redis

instance

ApsaraDB for Redis is a database service compatible with the open-source Redis protocol and
provides hybrid storage of memory and hard disks. Based on reliable hot standby architecture
and scalable cluster architecture, ApsaraDB for Redis is suitable for scenarios that require
flexible configuration changes, high throughput, and low latency. This topic describes how to
synchronize data from a Codis cluster to an ApsaraDB for Redis instance by using Data

Transmission Service (DTS).

Prerequisites

e The available storage space of the destination ApsaraDB for Redis instance is larger than the
total size of data stored in the source Codis cluster.
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e All master nodes in the source Codis cluster support the PSYNC command.

How DTS synchronizes data from a Codis cluster

A Codis cluster consists of multiple Codis-Groups. You must create a data synchronization task

for each Codis-Group. DTS synchronizes each Codis-Group in a data synchronization task till the
whole cluster is synchronized.

user—created
Codis Cluster
-S‘h?c
N Ly,
/; Op
Sty St
Ce 27

ApsaraDB for Redis

A~ o synchronization

% @ instance 2
.\1’96"“
o~ o™
/’:::":\7"\.\_ 0(:‘\‘ a‘\cg"k
o1 o

Architecture of the Codis cluster

In this topic, the Codis cluster consists of two Codis-Groups. Each Codis-Group runs in a master-
replica architecture. The following figure shows the architecture of the cluster.
Codis Group

codis-demo

er Address to| Group [1,9999

GROUPS: SYNCALL ~ REPLICA(S): ENABLEALL  REPLICA(S). DISABLE ALL

1 Server Data Center  Master Memory Keys
5] 127.0.0.1:6379 NO-ONE synced 38.05 MB / INF db0keys=31583 expires=0,avg_tti=0
EEEE (5)127.00.16380 127.0.0.1:6379 up synced 36.61 MB / INF db0keys=31583 expires=0.avg_tti=0 [l
2 Server Data Center Master Memory Keys
5]127.0.0.1:6389 NO-ONE synced 38.10 MB / INF db0-keys=31636 expires=D0.avg_tti=0
EEE (5)127.00.163%0 127.0.0.1:6389 up synced 36.67 MB / INF db0keys=31636,expires=0.avg_tti=0 [l
Precautions

e DTS uses resources of the source and destination databases during initial full data
synchronization. This may increase the load of the database server. If you synchronize a large

296 > Document Version:20200820



Data Transmission Service Data Synchronization -

volume of data or the server specifications cannot meet your requirements, database services
may become unavailable. Before you synchronize data, evaluate the impact of data
synchronization on the performance of the source and destination databases. We recommend
that you synchronize data during off-peak hours.

If the bind parameteris configuredinthe redis.conf file of the source Redis database, set
the value of this parameter to the intranet IP address of ECS to ensure that DTS can connect
to the source database normally.

We recommend that you increase the value of the repl-backlog-size parameterinthe redis.c

onf file. This ensures the stability of data synchronization.

To ensure the synchronization quality, DTS adds the following key to the source Codis cluster:
DTS_REDIS_TIMESTAMP_HEARTBEAT .This key is used to record the time when data is

synchronized to ApsaraDB for Redis.

We recommend that you do not runthe FLUSHDB or FLUSHALL command in the source Codis

cluster. Otherwise, data may be inconsistent between the Codis cluster and the ApsaraDB for
Redis instance.

If the data eviction policy ( maxmemory-policy ) of the destination database is not set to noevi
ction , the data between the source and destination databases may become inconsistent. For
more information about the data eviction policy, see

The database version of the destination ApsaraDB for Redis instance can be 2.8, 4.0, and 5.0.
The version of the destination database must be the same as or later than the version of the
source database. If you want to synchronize data between different versions of Redis
databases, make sure that the versions of the source and destination databases are
compatible. You can create a pay-as-you-go ApsaraDB for Redis instance to verify database
compatibility. After verification, you can release the instance or change the billing method to
subscription.

Supported synchronization topologies

One-way one-to-one synchronization
One-way one-to-many synchronization

One-way cascade synchronization

For more information about synchronization topologies, see

Operations that can be synchronized

APPEND

BITOP, BLPOP, BRPOP, and BRPOPLPUSH

DECR, DECRBY, and DEL

EVAL, EVALSHA, EXEC, EXPIRE, and EXPIREAT

GEOADD and GETSET

HDEL, HINCRBY, HINCRBYFLOAT, HMSET, HSET, and HSETNX
INCR, INCRBY, and INCRBYFLOAT

LINSERT, LPOP, LPUSH, LPUSHX, LREM, LSET, and LTRIM
MOVE, MSET, MSETNX, and MULTI
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e PERSIST, PEXPIRE, PEXPIREAT, PFADD, PFMERGE, PSETEX, and PUBLISH
e RENAME, RENAME, RESTORE, RPOP, RPOPLPUSH, RPUSH, and RPUSHX

e SADD, SDIFFSTORE, SELECT, SET, SETBIT, SETEX, SETNX, SETRANGE, SINTERSTORE, SMOVE, SPOP,
SREM, and SUNIONSTORE

e ZADD, ZINCRBY, ZINTERSTORE, ZREM, ZREMRANGEBYLEX, ZUNIONSTORE, ZREMRANGEBYRANK,
and ZREMRANGEBYSCORE

® Note

e If you runthe EVAL or EVALSHA command to call Lua scripts, DTS cannot identify
whether these Lua scripts are executed on the destination database. During
incremental data synchronization, the destination database does not explicitly return
the execution results of Lua scripts.

e When DTS calls the SYNC or PSYNC command to transfer data of the LIST type, DTS
does not clear the existing data. In this case, the destination database may contain
duplicate data records.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

(@ Note Onthe buy page, set Source Instance to Redis, Target Instance to Redis, and
Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.

Data Transmission Se... Synchronization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) —China(Hangzhou) China (Shenzhen) ~China (Befjing)  China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)

Overview the region of the destination instance in the synchronization task.)

Data Migration = Refresh
Change Tracking

Task Name v Search Sort: | Default Sorting v | Status: | Al A
Data Synchronization

Operation Log [ instance ID/Task Name Status Synchronization Details Billing Method Modef

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.
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+ Synchronize data between Redis databases

1.Configure Source and Destination

Synchronization Task Name: | Codis-Groupl

| Source Instance Details

Instance Type: | User-Created Database in ECS Instance v

Instance Region: Singapore
* ECS Instance ID:
Database Type: Redis
Instance Mode: @ Standalone Cluster

* Port Number: | 5379

Dafahase Passord: | sesssssssssssssses

L1}

Destination Instance Details

Instance Type: | Redis Instance
Instance Region: Singapore

* Instance ID: | r-ge§

Database Password: | sessesrensemenses

Section Parameter

Synchronizati

N/A
on Task Name
Instance Type
Instance
Region
ECS Instance
ID

Source Database

Instance Type

Details

Cancel Set Whitelist and Next

Description

DTS automatically generates a task name. We recommend that

you use an informative name for easy identification. You do
not need to use a unique task name.

Select User-Created Database in ECS Instance.

The region of the source instance. The region is the same as
the source region that you selected when you purchased the
data synchronization instance. You cannot change the value
of this parameter.

Select the ID of the ECS instance where the master node of
the Codis-Group resides.

@ Note DTS synchronizes each Codis-Group of the
Codis cluster by using a data synchronization task till the
whole cluster is synchronized. In this step, enter the ECS
instance ID for the master node of Codis-Group 1. When
you configure the data synchronization task for Codis-
Group 2, enter the ECS instance ID for the master node of
Codis-Group 2. You can configure data synchronization
tasks for all Codis-Groups by following the procedure
described in this topic.

The value of this parameter is set to Redis.
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Section

Destination

Instance
Details

Parameter

Instance
Mode

Port Number

Database
Password

Instance Type

Instance
Region

Instance ID

Database
Password

Description

Select Standalone.

@ Note You must select Standalone for this parameter
because data from a Codis cluster cannot be synchronized
at a time. DTS synchronizes each Codis-Group of the
cluster in a data synchronization task till all Codis-Groups
are synchronized.

Enter the service port number of the master node in the
Codis-Group.

The database password for the master node.

@ Note This parameter is optional and can be left
blank if no database password is set.

Select Redis Instance.

The region of the destination instance. The region is the same
as the destination region that you selected when you
purchased the data synchronization instance. You cannot
change the value of this parameter.

Select the ID of the destination ApsaraDB for Redis instance.

Enter the database password of the destination ApsaraDB for
Redis instance.

@ Note The format of the database password is
<user>:<password>. For example, if the username of the
custom account is admin and the password is Rp829dlwa,
the database password is admin:Rp829dlwa.

7. In the lower-right corner of the page, click Set Whitelist and Next.

@ Note The CIDR blocks of DTS servers are automatically added to the inbound rule of
the ECS instance and the whitelist of the ApsaraDB for Redis instance. This ensures that
DTS servers can connect to the source and destination instances.

8. Configure the processing mode in existing destination tables and the objects to be

synchronized.
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2.Select Objects to Synchronize

Synchronization Mode:One-Way Synchronization

Proccessing Mode In
Existed Target Table: ® pre-check and Intercept ' Ignore

Available Selected (To edit an object name or its filter, hover over the object and click
Edit.) Leamn more.

If you search globally, please expand the Q

N - Y B N R N
A

Select All
Selact Al

*Name batch change: ® No

Cancel Previous

Parameter Description

DTS synchronizes each Codis-Group of the Codis cluster in a data
synchronization task till the whole cluster is synchronized. When you
configure data synchronization for Codis-Group 1, if the ApsaraDB for
Redis instance has no data, select Pre-check and Intercept. When you
configure data synchronization for Codis-Groups 2 to N, select Ignore.
Otherwise, errors may occur during data synchronization.

@ Note

o Pre-check and Intercept: checks whether the destination
Processing Mode In database is empty. If the destination database is empty,
Existed Target Table the precheck is passed. If the database is not empty, an
error is returned during precheck and the data
synchronization task cannot be started.

o Ignore: skips the precheck for empty destination
databases and continues with data synchronization. If the
keys in the destination database are the same as those in
the source database during data synchronization, the keys
in the source database overwrite those in the destination
database.
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Parameter Description

o Select databases fromthe Available section and click the 3 iconto

Objects to be move the databases to the Selected section.

synchronized o You can select only databases as the objects to be synchronized.

You cannot select keys as the objects to be synchronized.

9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization.

3.Advanced Settings

Initial Synchronization:Include full data + incremental data

Cancel Previous Save

@ Note The value is set to Include full data + incremental data. DTS synchronizes
historical data from the source Codis cluster to the destination Redis database before
synchronizing incremental data.

11. In the lower-right corner of the page, click Precheck.

® Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck
again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is
passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the
Synchronizing state.

[J  Instance ID/Task Name Status Synchronization Details Billing Method Actions
Pause Task | Switch to
Subscription Upgrade

More

[i] Delay: 1 Milliseconds One-Way

Synchronizing Speed: OTPS(0.00MB/5) Payhetou G Synchronization

Codis-Groupl

O Total: 1item(s), Per Page: 20 item(s) « ¢ - s

@ Note You can view the status of the data synchronization task on the
Synchronization Tasks page.

14. Create and configure a data synchronization task for the other Codis-Group by following
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steps 1to 13.

Result

In this topic, the Codis cluster consists of two Codis-Groups. You must create two data
synchronization tasks. The following figure shows that the initial synchronization is complete for
both tasks and both tasks are in the Synchronizing state.

Pause Task Switch to

o I Delay: 0 Milliseconds . One-w e h
Codis-Group2 Syneronizing Speed: 0TPS(0.00MB/s) Pay-As-You-Go Synchronization subsarpon Upg::odrz
o Delay: 2 Milliseconds One-Way Pause Task | Switch to

Subscription Upgrade
More

Synchronizing Pay-As-You-Go

Speed: 0TPS(0.00MB/s) Synchronization

Total: 2 item(s), Per Page: 20 item(s) -

In this topic, the databases DBO and DB1 are synchronized. You can use Data Management (DMS)
to log ontothe ApsaraDB for Redis instance and check the total number of keys in the ApsaraDB
for Redis instance. The total number of keys is the same as that in the source Codis cluster.

Codis-Groupl

ApsaraDB for Redis instance

Objects Home
DBo Keys: 63220
Instance Info
Exact
- Version: 4.0.11 Total number of database: 256
Delete Operating Mode: Standalone Key total: 63200
Type Key Name Service Listening Port: 6379 Uptime: ODays 5Hours 32Minutes

1 ey 000000031356 Performance

2 Jeey: 000000064267
Source Codis cluster

Group
to

GROUPS: SYNC ALL ~ REPLICA(S): ENABLEALL  REPLICA(S): DISABLE ALL

1 Server Data Center Master Memory Keys

5] 127.0.0.1:6379 NO:ONE synced 38.03 MB/

NF. db0 keys=31584 expires=0.avg_tti=0
db1:keys=1expires=0,avg_{tl=0
db15:keys=1.expires=0,avg_{tl=0

5| 127.0.0.1:6380 127.0.0.1:6379:Up synced 35,61 MB / INF dbo:keys=31584 expires=0.avg_ti=0 [}
db1:keys=1.expires=0,avg_{tl=0
db15:keys=1,expires=0,avg_{t=0

2 Server Data Center Master Memoery Keys
5| 127.0.0.1:6389 NO:ONE synced 38.06 MB / INF 0b0-keys=31636 expires=0,avg_tti=0

db1:keys=1,expires=0,avg_{tl=0
db15:keys=1,expires=0,avg_{t=0

§/127.0.0.1:6390 127.0.0.1:6389:up synced 36.67 MB / INF. db0-keys=31636 expires=0,avg_tt=0
db1:-keys=1.expires=0, avg_ttl=0
db15:keys=1,expires=0,avg_tti=0

11.7. Synchronize data from a Twemproxy
Redis cluster hosted on ECS to an ApsaraDB
for Redis instance
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ApsaraDB for Redis is a database service compatible with the open-source Redis protocol and
provides hybrid storage of memory and hard disks. Based on reliable hot standby architecture
and scalable cluster architecture, ApsaraDB for Redis is suitable for scenarios that require
flexible configuration changes, high throughput, and low latency. This topic describes how to
synchronize data from a Twemproxy Redis cluster to an ApsaraDB for Redis instance by using
Data Transmission Service (DTS).

Prerequisites

e The available storage space of the destination ApsaraDB for Redis instance is larger than the
total size of data stored in the source Twemproxy Redis cluster.

e All master nodes in the source Twemproxy Redis cluster support the PSYNC command.

How DTS synchronizes data from a Twemproxy Redis cluster

A Twemproxy Redis cluster consists of multiple Redis-Servers. DTS synchronizes each Redis-
Server in a data synchronization task till the whole cluster is synchronized.

Twemproxy Redis
Cluster

\
\*

~_ |~ Sy,
NN ”Cﬁ,.
S =) g, iz,
-~ // ﬁc &o
~ \/’ € 7 i
Z ApsaraDB for Redis
. \/ t‘} synchronization
LMM \ | w ' instance 2
~
— . - ot
o
) ‘O‘{\ W
= o gt
S N .\‘\s@

Architecture of the Twemproxy Redis cluster

In this topic, the Twemproxy Redis cluster consists of two Redis-Servers. Each Redis-Server runs
in @ master-replica architecture. The following figure shows the architecture of the cluster.
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Twemproxy Redis Cluster

A L J L
” . r
- . -
- 5 - . -

Mastef node Slave node Mastei" node Slavé node
127.0.0. 1: 127.0.0. 1: 127.0.0. 1: 127.0.0. 1:
Precautions

DTS uses resources of the source and destination databases during initial full data
synchronization. This may increase the load of the database server. If you synchronize a large
volume of data or the server specifications cannot meet your requirements, database services
may become unavailable. Before you synchronize data, evaluate the impact of data
synchronization on the performance of the source and destination databases. We recommend
that you synchronize data during off-peak hours.

If the bind parameteris configuredinthe redis.conf file of the source Redis database, set
the value of this parameter to the intranet IP address of ECS to ensure that DTS can connect
to the source database normally.

We recommend that you increase the value of the repl-backlog-size parameterinthe redis.c

onf file. This ensures the stability of data synchronization.

To ensure the synchronization quality, DTS adds the following key to the source Codis cluster:
DTS_REDIS_TIMESTAMP_HEARTBEAT .This key is used to record the time when data is

synchronized to ApsaraDB for Redis.

We recommend that you do not runthe FLUSHDB or FLUSHALL command in the source Codis

cluster. Otherwise, data may be inconsistent between the Codis cluster and the ApsaraDB for
Redis instance.

If the data eviction policy ( maxmemory-policy ) of the destination database is not set to noevi
ction , the data between the source and destination databases may become inconsistent. For

more information about the data eviction policy, see How does ApsaraDB for Redis evict data
by default?

The database version of the destination ApsaraDB for Redis instance can be 2.8, 4.0, and 5.0.
The version of the destination database must be the same as or later than the version of the
source database. If you want to synchronize data between different versions of Redis
databases, make sure that the versions of the source and destination databases are
compatible. You can create a pay-as-you-go ApsaraDB for Redis instance to verify database
compatibility. After verification, you can release the instance or change the billing method to
subscription.

Supported synchronization topologies

One-way one-to-one synchronization

One-way one-to-many synchronization

e One-way cascade synchronization
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For more information about synchronization topologies, see Synchronization topologies.

Operations that can be synchronized

APPEND

BITOP, BLPOP, BRPOP, and BRPOPLPUSH

DECR, DECRBY, and DEL

EVAL, EVALSHA, EXEC, EXPIRE, and EXPIREAT

GEOADD and GETSET

HDEL, HINCRBY, HINCRBYFLOAT, HMSET, HSET, and HSETNX

INCR, INCRBY, and INCRBYFLOAT

LINSERT, LPOP, LPUSH, LPUSHX, LREM, LSET, and LTRIM

MOVE, MSET, MSETNX, and MULTI

PERSIST, PEXPIRE, PEXPIREAT, PFADD, PFMERGE, PSETEX, and PUBLISH
RENAME, RENAME, RESTORE, RPOP, RPOPLPUSH, RPUSH, and RPUSHX

SADD, SDIFFSTORE, SELECT, SET, SETBIT, SETEX, SETNX, SETRANGE, SINTERSTORE, SMOVE, SPOP,
SREM, and SUNIONSTORE

ZADD, ZINCRBY, ZINTERSTORE, ZREM, ZREMRANGEBYLEX, ZUNIONSTORE, ZREMRANGEBYRANK,
and ZREMRANGEBYSCORE

@ Note

e If you runthe EVAL or EVALSHA command to call Lua scripts, DTS cannot identify
whether these Lua scripts are executed on the destination database. During
incremental data synchronization, the destination database does not explicitly return
the execution results of Lua scripts.

e When DTS calls the SYNC or PSYNC command to transfer data of the LIST type, DTS
does not clear the existing data. In this case, the destination database may contain
duplicate data records.

Procedure

1. Purchase a data synchronization instance. For more information, see Purchase procedure.

@ Note Onthe buy page, set Source Instance to Redis, Target Instance to Redis, and
Synchronization Topology to One-Way Synchronization.

2. Logontothe DTS console.
3. In the left-side navigation pane, click Data Synchronization.

4. At the top of the Synchronization Tasks page, select the region where the destination
instance resides.
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Data Transmission Se... Synchranization Tasks Australia (Sydney) India (Mumbai) Japan (Tokyo) Indonesia (Jakarta) China (Hangzhou) China (Shenzhen) China (Befjing) China (Qingdao)

China (Shanghai) Hong Kong  US (Virginia)  US (Silicon Valley) UAE (Dubai) Malaysia (Kuala Lumpur)  Germany (Frankfurt)  China (Hohhot) UK (London)
BECEr the region of the destination instance in the synchronization task.)
Data Migration Z Refresh

Change Tracking
Task Name v Search  Sort: | Default Sorting v | Status: | al v
Data Synchronization

Operation Log O

Instance ID/Task Name Status Synchronization Details Billing Method

5. Find the data synchronization instance and click Configure Synchronization Channel in the
Actions column.

6. Configure the source and destination instances.

1.Configure Source and Destination

Synchronization Task

twemproxy-nodel
| Source Instance Details
Instance Type: | User-Created Database in ECS Instance v

Instance Region: Singapore

Redis

Mode: @ Standalone Cluster

* Port Number: | 5379

Datahase Password: | ssssssssssssssssss @

Destination Instance Details

Instance Type: | Redis Instance M

Instance Region: Singapore

* Instance ID: | r-ge§ -
Database Password: | ssssssssssssssses <
Section Parameter Description

.. DTS automatically generates a task name. We recommend that
Synchronizati . . . -
N/A you use an informative name for easy identification. You do
on Task Name .
not need to use a unique task name.

Instance Type Select User-Created Database in ECS Instance.

The region of the source instance. The region is the same as
Instance the source region that you selected when you purchased the
Region data synchronization instance. You cannot change the value
of this parameter.
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Section Parameter

ECS Instance

ID

Source

Instance

Details
Database
Type
Instance
Mode
Port Number
Database
Password
Instance Type
Instance
Region
Instance ID

Destination

Instance

Details

Description

Select the ID of the ECS instance where the master node of
the Redis-Server resides.

@ Note DTS synchronizes each Redis-Server of the
Twemproxy Redis cluster by using a data synchronization
task till the whole cluster is synchronized. In this step,
enter the ECS instance ID for the master node of Redis-
Server 1. When you configure the data synchronization
task for Redis-Server 2, enter the ECS instance ID for the
master node of Redis-Server 2. You can configure data
synchronization tasks for all Redis-Servers by following
the procedure described in this topic.

The value of this parameter is set to Redis.

Select Standalone.

@ Note You must select Standalone for this parameter
because data from a Twemproxy Redis cluster cannot be
synchronized at a time. DTS synchronizes each Redis-
Server of the cluster in a data synchronization task till all
Redis-Servers are synchronized.

Enter the service port number of the master node in the
Redis-Server.

Enter the database password for the master node.

@) Note This parameter is optional and can be left
blank if no database password is set.

Select Redis Instance.

The region of the destination instance. The region is the same
as the destination region that you selected when you
purchased the data synchronization instance. You cannot
change the value of this parameter.

Select the ID of the destination ApsaraDB for Redis instance.
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Section Parameter Description

Enter the database password of the destination ApsaraDB for
Redis instance.

Database @ Note The format of the database password is

Password <user>:<password>. For example, if the username of the
custom account is admin and the password is Rp829dlwa,
the database password is admin:Rp829dlwa.

7. In the lower-right corner of the page, click Set Whitelist and Next.

(® Note The CIDR blocks of DTS servers are automatically added to the inbound rule of
the ECS instance and the whitelist of the ApsaraDB for Redis instance. This ensures that
DTS servers can connect to the source and destination instances.

8. Configure the processing mode in existing destination tables and the objects to be
synchronized.

2.Select Objects to Synchronize

Synchronization Mode:One-Way Synchronization

Proccessing Mode In
Existed Target Table: '®) pre-check and Intercept ' Ignore

Available Selected (To edit zn object n [ter, hover r th
N Edit.) Learn more.
If you search globally, please expand the Q
. Q
2 a
3
4
5 >
6
5 <
8
9
10
11
12
13
14 -
Select All
Select All
*Name batch change: ® No
Cancel Previous
Parameter Description
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Parameter Description

DTS synchronizes each Redis-Server of the Twemproxy Redis cluster in
a data synchronization task till the whole cluster is synchronized.
When you configure data synchronization for Redis-Server 1, if the
ApsaraDB for Redis instance has no data, select Pre-check and
Intercept. When you configure data synchronization for Redis-Server 2
to N, select Ignore. Otherwise, errors may occur during data
synchronization.

@ Note

o Pre-check and Intercept: checks whether the destination
database is empty. If the destination database is empty,
the precheck is passed. If the database is not empty, an
error is returned during precheck and the data
synchronization task cannot be started.

Processing Mode In
Existed Target Table

o Ignore: skips the precheck for empty destination
databases and continues with data synchronization. If the
keys in the destination database are the same as those in
the source database during data synchronization, the keys
in the source database overwrite those in the destination
database.

o Select databases fromthe Available section and click the s iconto

Objects to be
synchronized

move the databases to the Selected section.

o You can select only databases as the objects to be synchronized.
You cannot select keys as the objects to be synchronized.

9. In the lower-right corner of the page, click Next.

10. Configure initial synchronization.

3.Advanced Settings

Initial Synchronization:Include full data + incremental data

Cancel Previous Save

@ Note The value is set to Include full data + incremental data. DTS synchronizes
historical data from the source Twemproxy Redis cluster to the destination Redis
database before synchronizing incremental data.

11. In the lower-right corner of the page, click Precheck.
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@ Note

o Before you can start the data synchronization task, a precheck is performed. You
can start the data synchronization task only after the task passes the precheck.

o If the task fails to pass the precheck, click the icon next to each failed itemto

view details. Troubleshoot the issues based on the causes and run the precheck

again.

12. Close the Precheck dialog box after the following message is displayed: The precheck is

passed.

13. Wait until the initial synchronization is complete and the data synchronization task is in the

Synchronizing state.

|:| Instance ID/Task Name Status Synchronization Details Billing Method

[i] Delay: 0 Milliseconds One-Way

twemproxy-nodel Synchronizing Speed: 0TPS(0.00MB/s) Pay-As-You-Go Synchronization

(] Total: 1 item(s). Per Page: 20 item(s)

@ Note You can view the status of the data synchronization task on the
Synchronization Tasks page.

Actions
Pause Task | Switch to

Subscription Upgrade
More

’

14. Create and configure a data synchronization task for every other Redis-Server by repeating

steps 1to 13.

Result

In this topic, the Twemproxy Redis cluster consists of two Redis-Servers. You must create two
data synchronization tasks. The following figure shows that the initial synchronization is

complete for both tasks and both tasks are in the Synchronizing state.

[0  1nstance ID/Task Name Status Synchronization Details Billing Mathod
| Delay: 1 Millseconds Restart Task
dts ' 0 Synchronizing y . One-Way
H ( MB/: Pay-As-You-G
twemproxy-node2 Speed: OTPS(0.00MB/s) ay-Re-rou-to Synchronization
[ dts Li] Delay: 1 Milliseconds One-Way Pause Task

twemproxy-nodel synchronzing Speed: 0TPS(0.00MB/s) Pay-As-You-Go Synchronization

] Total: 2 item(s). Per Page: 20 item(s)

Switch to Subscription
Upgrade
More

Switch to Subscription

Upgrade
More

In this topic, the database DBO is synchronized. You can use Data Management (DMS) to log on
to the destination ApsaraDB for Redis instance and check the total number of keys in the
ApsaraDB for Redis instance. The total number of keys is the same as that in the Twemproxy

Redis cluster.

ApsaraDB for Redis instance

Objects

Home
DBO Keys: 63200
Instance Info
Exact
- ' Version: 4.0.11 Total number of database: 256
m Delete Operating Mode: Standalone Key total: £3200
Type Key Name Service Listening Port: 6379 Uptime: ODays SHours 32Minutes

1 Erid key: 000000031358 Performance
Fi S keey: OOOONNOG4287
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Source Twemproxy Redis cluster

root@ = = i~# redis-cli -p 6379 info|grep db@
dbOk keys=29421 |expires=0,avg_ttl=0

root@ " . i~# redis-cli -p 6389 info|grep db@
dbO} keys=33779 Jexpires=0,avg_ttl=0
root@iZbplibOeznlxol5wbfsadZ:~# |J
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