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Legal disclaimer
Alibaba Cloud reminds you t o carefully read and fully underst and t he t erms and condit ions of t his legal
disclaimer before you read or use t his document . If you have read or used t his document , it  shall be deemed
as your t ot al accept ance of t his legal disclaimer.

1. You shall download and obt ain t his document  from t he Alibaba Cloud websit e or ot her Alibaba Cloud-
aut horized channels, and use t his document  for your own legal business act ivit ies only. The cont ent  of
t his document  is considered confident ial informat ion of Alibaba Cloud. You shall st rict ly abide by t he
confident ialit y obligat ions. No part  of t his document  shall be disclosed or provided t o any t hird part y for
use wit hout  t he prior writ t en consent  of Alibaba Cloud.

2. No part  of t his document  shall be excerpt ed, t ranslat ed, reproduced, t ransmit t ed, or disseminat ed by
any organizat ion, company or individual in any form or by any means wit hout  t he prior writ t en consent  of
Alibaba Cloud.

3. The cont ent  of t his document  may be changed because of product  version upgrade, adjust ment , or
ot her reasons. Alibaba Cloud reserves t he right  t o modify t he cont ent  of t his document  wit hout  not ice
and an updat ed version of t his document  will be released t hrough Alibaba Cloud-aut horized channels
from t ime t o t ime. You should pay at t ent ion t o t he version changes of t his document  as t hey occur and
download and obt ain t he most  up-t o-dat e version of t his document  from Alibaba Cloud-aut horized
channels.

4. This document  serves only as a reference guide for your use of Alibaba Cloud product s and services.
Alibaba Cloud provides t his document  based on t he "st at us quo", "being defect ive", and "exist ing
funct ions" of it s product s and services. Alibaba Cloud makes every effort  t o provide relevant  operat ional
guidance based on exist ing t echnologies. However, Alibaba Cloud hereby makes a clear st at ement  t hat
it  in no way guarant ees t he accuracy, int egrit y, applicabilit y, and reliabilit y of t he cont ent  of t his
document , eit her explicit ly or implicit ly. Alibaba Cloud shall not  t ake legal responsibilit y for any errors or
lost  profit s incurred by any organizat ion, company, or individual arising from download, use, or t rust  in
t his document . Alibaba Cloud shall not , under any circumst ances, t ake responsibilit y for any indirect ,
consequent ial, punit ive, cont ingent , special, or punit ive damages, including lost  profit s arising from t he
use or t rust  in t his document  (even if Alibaba Cloud has been not ified of t he possibilit y of such a loss).

5. By law, all t he cont ent s in Alibaba Cloud document s, including but  not  limit ed t o pict ures, archit ect ure
design, page layout , and t ext  descript ion, are int ellect ual propert y of Alibaba Cloud and/or it s
affiliat es. This int ellect ual propert y includes, but  is not  limit ed t o, t rademark right s, pat ent  right s,
copyright s, and t rade secret s. No part  of t his document  shall be used, modified, reproduced, publicly
t ransmit t ed, changed, disseminat ed, dist ribut ed, or published wit hout  t he prior writ t en consent  of
Alibaba Cloud and/or it s affiliat es. The names owned by Alibaba Cloud shall not  be used, published, or
reproduced for market ing, advert ising, promot ion, or ot her purposes wit hout  t he prior writ t en consent  of
Alibaba Cloud. The names owned by Alibaba Cloud include, but  are not  limit ed t o, "Alibaba Cloud",
"Aliyun", "HiChina", and ot her brands of Alibaba Cloud and/or it s affiliat es, which appear separat ely or in
combinat ion, as well as t he auxiliary signs and pat t erns of t he preceding brands, or anyt hing similar t o
t he company names, t rade names, t rademarks, product  or service names, domain names, pat t erns,
logos, marks, signs, or special descript ions t hat  t hird part ies ident ify as Alibaba Cloud and/or it s
affiliat es.

6. Please direct ly cont act  Alibaba Cloud for any errors of t his document .
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Document conventions
St yleSt yle Descript ionDescript ion ExampleExample

 DangerDanger
A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

 Danger:Danger:

Resetting will result  in the loss of user
configuration data.

 WarningWarning
A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

 Warning:Warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

 Not iceNot ice
A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

 Not ice:Not ice:

If the weight is set to 0, the server no
longer receives new requests.

 Not eNot e
A note indicates supplemental
instructions, best practices, t ips, and
other content.

 Not e:Not e:

You can use Ctrl + A to select all files.

>
Closing angle brackets are used to
indicate a multi-level menu cascade.

Click Set t ingsSet t ings > Net workNet work> Set  net workSet  net work
t ypet ype.

BoldBold
Bold formatting is used for buttons ,
menus, page names, and other UI
elements.

Click OKOK.

Courier font Courier font is used for commands
Run the cd /d C:/window  command to
enter the Windows system folder.

Italic Italic formatting is used for parameters
and variables.

bae log list  --instanceid

Instance_ID

[] or [a|b]
This format is used for an optional value,
where only one item can be selected.

ipconfig [-all|-t]

{} or {a|b}
This format is used for a required value,
where only one item can be selected.

switch {active|stand}
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This topic describes the types of clusters that are supported by E-MapReduce (EMR) and the important
operations that you can perform in the cluster of each type.

OverviewOverview

Cluster type Description Important operation

HadoopHadoop

Provides Hadoop, Hive, and Spark components
that serve as semi-hosted services and are used to
store and compute large-scale distributed data
offline.

Provides Presto and Impala components for
interactive queries.

Provides other Hadoop ecosystem components,
such as Oozie.

Create a cluster

Log on to a cluster

Release a cluster

Dat a ScienceDat a Science

Data Science clusters are commonly used in big data
and AI scenarios. Data Science clusters support the
offline extract, transform, load (ETL) of big data
based on Hive and Spark, and TensorFlow model
training. You can choose the CPU+GPU heterogeneous
computing framework and deep learning algorithms
supported by NVIDIA GPUs to run computing jobs
more efficiently.

Overview

Create a cluster

View the status of services

Use ds-controller

Faiss-Server

GKS

Kubeflow

Use Kubeflow for model
training

Use Seldon Core to
implement online
services

Use the EasyRec
algorithm library to build
a pipeline

Tutorials

Distributed inference
solution

XGBoost-based
distributed training

Dat af lowDat af low

Dataflow clusters provide an end-to-end (E2E) real-
time computing solution. The clusters incorporate
Kafka, a distributed message system with high
throughput and scalability, and the commercial Flink
kernel provided by Apache Flink-powered Ververica.
The clusters are used to resolve various E2E real-time
computing issues and are widely used in real-time
data ETL, and log collection and analysis scenarios.
You are free to use one of the two components or
both.

Flink

Kafka

1.Cluster types1.Cluster types
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DruidDruid

Druid clusters provide a semi-hosted, real-time, and
interactive analytic service. These clusters can query
big data within milliseconds and ingest data in
multiple ways. You can use Druid clusters with
services such as EMR Hadoop, EMR Spark, Object
Storage Service (OSS), and ApsaraDB RDS to build a
flexible and stable system for real-time queries.

Create a cluster

Log on to a cluster

Release a cluster

Cluster type Description Important operation

 Hadoop Cluster  Data Science Cluster  Druid Cluster  Dataflow Cluster

ComponentComponent Ref erencesRef erences

HDFS Overview

YARN Overview

Hive Overview

Spark Overview

Knox Overview

Tez Overview

Sqoop Overview

SmartData Overview

OpenLDAP Overview

Hudi Overview

Hue Overview

HBase Overview

ZooKeeper Overview

Presto Overview

Impala Overview

Zeppelin Overview

Flume Overview

Livy Overview

Ranger Overview

Phoenix Overview

ESS Overview
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Alluxio Overview

Kudu Overview

Oozie Overview

ComponentComponent Ref erencesRef erences

Faiss-Server Faiss-Server

GKS GKS

Kubeflow

Use Kubeflow for model training

Use Seldon Core to implement online services

Use the EasyRec algorithm library to build a pipeline

ComponentComponent Ref erencesRef erences

Druid Overview

Superset Overview

ZooKeeper Overview

Knox Overview

OpenLDAP Overview

Clust er modeClust er mode ComponentComponent Ref erencesRef erences

Flink

HDFS Overview

YARN Overview

ZooKeeper Overview

Knox Overview

Flink Overview

OpenLDAP Overview

Kafka

ZooKeeper Overview

Ganglia None

Kafka Overview

Kafka-Manager Overview

OpenLDAP Overview
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Knox Overview

Ranger Overview

Hue Overview
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To use E-MapReduce (EMR), you must select  appropriate clusters. When you select  configurations for EMR
clusters, consider the use of big data in your enterprise and your financial budget, and est imate the
amount of data and the reliability of services that you require.

Big data scenariosBig data scenarios
EMR applies to the following enterprise big data scenarios:

Batch operations

This scenario requires high disk throughput and high network throughput, involves a large amount of
data, but has low requirements on the t imeliness of data processing. You can use MapReduce, Pig, or
Spark for this scenario. This scenario does not require a large memory capacity. You must focus on the
requirements of jobs on vCPUs and memory, and the network requirements when you perform data
shuffling.

Ad hoc queries

Data scientists and data analysts use ad hoc query tools to retrieve data. This scenario requires real-
t ime queries, high disk throughput, and high network throughput. You can use Impala or Presto for this
scenario. This scenario requires a large memory capacity. You must consider the data volume and
number of concurrent queries your business needs to handle.

Stream computing, high network throughput, and compute-intensive scenarios

You can use Flink, Spark Streaming, or Storm for these scenarios.

Message queues

In this scenario, high disk throughput and high network throughput are required, the memory usage is
high, and data storage does not depend on Hadoop Distributed File System (HDFS). You can use Kafka.

Cold backup

This scenario does not require high disk or high computing throughput but requires low cost. We
recommend that you use JindoFS to store cold data to Object  Storage Service (OSS) Archive or Cold
Archive storage to reduce storage costs.

EMR nodesEMR nodes
An EMR cluster consists of three types of nodes: master, core, and task nodes. For more information, see
Node categories.

You can select  ultra disks, local disks, standard SSDs, or local SSDs for EMR storage. These disks are ranked
in descending order of performance: local SSDs > standard SSDs > local disks > ultra disks.

EMR underlying storage supports OSS (OSS Standard storage only) and HDFS. OSS has a higher data
availability than HDFS. The data availability of OSS is 99.99999999%, while the data availability of HDFS
depends on the reliability of cloud disk or local disk storage. Before you use EMR to compute data, you
must first  restore the data that is stored to OSS Archive or Cold Archive storage, and then store the data
to OSS Standard storage.

Storage prices:

Local disk storage: USD 0.003/GB/month

2.Cluster planning2.Cluster planning
2.1. Select configurations2.1. Select configurations
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OSS Standard storage: USD 0.02/GB/month

OSS Archive storage: USD 0.045/GB/month

OSS Cold Archive storage: USD 0.002/GB/month

Ultra disk storage: USD 0.05/GB/month

Standard SSD storage: USD 0.143/GB/month

Select configurations for EMRSelect configurations for EMR
Select  master node configurations.

Master nodes are used to deploy the master processes of Hadoop, such as NameNode and
ResourceManager.

EMR components such as HDFS, YARN, Hive, and HBase use the high availability architecture. We
recommend that you enable high availability for production clusters in the Hardware Set t ingsHardware Set t ings step.
If  high availability is not enabled when you create an EMR cluster, it  cannot be enabled later.

Master nodes are used to store HDFS metadata and component log files. These nodes are compute-
intensive with low disk I/O requirements. HDFS metadata is stored in memory. The minimum
recommended memory size is 16 GB based on the number of f iles.

Select  core node configurations.

Core nodes are used to store data, run computing tasks, and run processes such as DataNode and
NodeManager.

If  the volume of data stored in HDFS exceeds 60 TB, we recommend that you use instances with
local disks, such as ECS d1 and ECS d1ne instances. The local disk capacity is calculated by using the
following formula: (Number of vCPUs/2) × 5.5 TB × Number of instances.

For example, if  you purchase four d1 instances with eight vCPUs, the local disk capacity is 88 TB,
which is calculated by using the following formula: 8/2 × 5.5 × 4. HDFS requires three replicas.
Therefore, you must purchase at  least  three instances that use local disks. To ensure data reliability
and disaster recovery, we recommend that you purchase at  least  four instances.

If  the volume of data stored in HDFS is less than 60 TB, you can use ultra disks or standard SSDs.

Select  task node configurations.

Task nodes are used if  the computing capabilit ies of vCPUs and the memory of core nodes are
insufficient. Task nodes do not store data or run DataNode. You can est imate the number of task
nodes based on your vCPU and memory requirements.

EMR lifecycleEMR lifecycle
EMR supports auto scaling. You can scale out a cluster by following the instruct ions provided in Scale out a
cluster or scale ECS instances up or down by following the instruct ions provided in Overview of instance
upgrade and downgrade.

Select a zoneSelect a zone
We recommend that you deploy EMR and your business system in the same zone of the same region to
ensure high efficiency. For more information, see Regions and zones.

An E-MapReduce (EMR) cluster consists of three categories of nodes: master, core, and task.

The three categories of nodes run different processes to complete different tasks.

2.2. Node categories2.2. Node categories
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Master node: runs the NameNode process of Hadoop HDFS and the ResourceManager process of
Hadoop YARN.

Core node: runs the DataNode process of Hadoop HDFS and the NodeManager process of Hadoop
YARN.

Task node: runs the NodeManager process of Hadoop YARN and performs only computing.

Before you create a cluster, you must determine the specificat ions of Elast ic Compute Service (ECS)
instances for each node category. Instances of the same category are in the same group. After you
create a cluster, you can add ECS instances to the core node group or task node group to scale out the
cluster.

Not e Not e In EMR V3.2.0 and later, clusters support  task nodes.

Master nodeMaster node
A master node is deployed with the management components of cluster services, such as
ResourceManager of Hadoop YARN.

You can access web UIs to view the running status of services in a cluster. To test  or run a job in a cluster,
you can connect to the master node and submit  the job on the command line. For more information
about how to connect to a master node, see Log on to a cluster.

Core nodeCore node
Core nodes in a cluster are managed by the master node. Core nodes run the DataNode process of
Hadoop HDFS to store all data of a cluster. They also run computing service processes such as
NodeManager of Hadoop YARN to run computing tasks.

To cope with the increase of data storage and computing workloads, you can scale out core nodes at
any t ime without affect ing the running of the cluster. Core nodes can use different storage media to
store data. For more information, see Local disks and Block Storage overview.

Task nodeTask node
Task nodes run only computing tasks. They cannot be used to store HDFS data. If  the core nodes of a
cluster offer sufficient  computing capabilit ies, task nodes are not required. If  the computing capabilit ies
of the core nodes in a cluster become insufficient, you can add task nodes to the cluster at  any t ime. You
can run Hadoop MapReduce tasks and Spark executors on these task nodes to provide extra computing
capabilit ies.

Task nodes can be added to or removed from a cluster at  any t ime without any impact on the running of
a cluster.

When you create a gateway cluster, you must associate it  with an exist ing cluster. Gateway clusters can
serve as a separate job submission node to facilitate operations on the associated cluster.

A gateway cluster is an independent cluster that consists of mult iple nodes with the same
configurations. Clients, such as Hadoop (HDFS+YARN), Hive, Spark, and Sqoop clients, are deployed on the
cluster.

2.3. Gateway clusters2.3. Gateway clusters
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If  no gateway cluster is created, jobs of a Hadoop cluster are submitted on the master node or a core
node of the Hadoop cluster, which consumes the resources of this cluster. After a gateway cluster is
created, you can use it  to submit  jobs of the cluster associated with this gateway cluster. This way, the
jobs do not occupy the resources of the associated cluster, and the stability of the master and core
nodes, especially the master node, in the associated cluster is improved.

Each gateway cluster can have an independent configuration environment. For example, you can create
mult iple gateway clusters for one cluster that is shared by mult iple departments to meet their different
business requirements.

This topic describes the Elast ic Compute Service (ECS) instance families supported by E-MapReduce (EMR)
and their use scenarios.

ECS instance families supported by EMRECS instance families supported by EMR
General purpose

This instance family uses cloud disks for storage. The rat io of vCPUs to memory is 1:4, for example, 8
vCPUs and 32 GiB of memory.

Compute optimized

This instance family uses cloud disks for storage and provides more computing resources. The rat io of
vCPUs to memory is 1:2, for example, 8 vCPUs and 16 GiB of memory.

Memory optimized

This instance family uses cloud disks for storage and provides more memory resources. The rat io of
vCPUs to memory is 1:8, for example, 8 vCPUs and 64 GiB of memory.

Big data

This instance family uses local SATA disks for storage, which is highly cost-effect ive. If  you want to
store large volumes of data (terabytes), we recommend that you use this instance family.

Not e Not e Core nodes can be created only in Hadoop, Data Science, Dataflow, and Druid clusters.

Local SSD type

This instance family uses local SSDs for storage, which provide high random IOPS and high throughput.

Shared type (entry level)

Instances in this instance family share CPUs, so they are not stable in scenarios that require large
volumes of computing. This instance family is suitable for entry-level users, but not enterprise
customers.

GPU

This instance family is a heterogeneous GPU-based model and applies to scenarios such as machine
learning.

Use scenarios of instance familiesUse scenarios of instance families
Master nodes

Instances in general-purpose and memory-optimized instance families can serve as master nodes for
EMR. They are suitable for scenarios in which data is stored on cloud disks to ensure high data reliability.

2.4. ECS instances2.4. ECS instances
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Core nodes

Instances in general-purpose, compute-optimized, and memory-optimized instance families can
serve as core nodes for EMR. They are suitable for small volumes of data (below terabytes) and
scenarios in which OSS is used as primary data storage.

If  the volume of data is 10 terabytes or more, we recommend that you use the big data type
because it  is more cost-effect ive.

Not ice Not ice If  local disks are used, HDFS data is stored in local disks, which cannot ensure data
reliability.

Task nodes

All instance families except big data families can be used for task nodes to improve the computing
capabilit ies of a cluster.

This topic describes data storage in E-MapReduce (EMR) clusters, including the supported disk roles and
disk types, and Object  Storage Service (OSS).

Background informationBackground information
For more information about storage types, storage performance, and limits on storage, see Elastic Block
Storage devices.

Disk rolesDisk roles
Each node in an EMR cluster has two disk roles: system disk and data disk. The disks can vary in terms of
configuration, type, and capacity.

Disk role Description

System disk

A disk on which the operating system is installed.

By default, the nodes of an EMR cluster use enhanced SSDs as system disks.
By default, each node has one system disk.

Data disk

A disk that is used to store data.

By default, the master node of an EMR cluster uses one cloud disk as data
disk, and each core node of an EMR cluster uses four cloud disks as data
disks.

Cloud disks and local disksCloud disks and local disks
EMR clusters allow you to use cloud disks and local disks to store data. The following table describes the
different types of disks.

Disk type Description Scenario

2.5. Storage2.5. Storage
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Cloud disk

Cloud disks include standard SSDs, ultra disks,
and enhanced SSDs.

Cloud disks are not directly attached to local
compute nodes. Instead, these disks access a
remote storage node over the network. Each
piece of data has two real-time replicas at the
backend. If the data is corrupted due to disk
damage, EMR automatically uses a replica to
restore data.

Cloud disks have lower IOPS and
throughput than local disks. If the
volume of your business data is
below the terabyte level, we
recommend that you use cloud
disks.

Not e Not e If the throughput
of cloud disks is insufficient,
you can create a new cluster
and use local disks.

Local disk

Local disks include local SATA disks and local
SSDs of the big data type.

Local disks are directly attached to compute
nodes and have better performance than cloud
disks. You cannot change the number of local
disks. No data backup mechanism is deployed
at the backend, and upper-layer software is
required to ensure data reliability.

The data reliability of local disks is
ensured by EMR. If the volume of
your business data is at the
terabyte level or higher, we
recommend that you use local
disks.

Disk type Description Scenario

When nodes in an EMR cluster are released, data on all the cloud disks and local disks is cleared. The disks
cannot be kept independently and used again. Hadoop HDFS uses all data disks for data storage.
Hadoop YARN uses all data disks as temporary storage for computing.

OSSOSS
OSS can be used as HDFS in an EMR cluster. You can read data from or write data to OSS by modifying the
code that is originally used to access HDFS. Examples:

Read data from HDFS:

sc.textfile("hdfs://user/path")

Change the storage type from HDFS to OSS:

sc.textfile("oss://user/path")

In MapReduce or Hive jobs, you can run HDFS commands to manage data in OSS. Example:

hadoop fs -ls oss://bucket/path
hadoop fs -cp hdfs://user/path  oss://bucket/path

When you run the commands, you do not need to enter your AccessKey pair or the endpoint  of OSS.
EMR completes the information by using the data of the cluster owner. However, OSS is not suitable
for scenarios that require high IOPS, such as Spark Streaming or HBase scenarios.

To meet the storage requirements in big data scenarios, Alibaba Cloud has launched d1 series instances
with local disks.

2.6. Supported instances with local disks2.6. Supported instances with local disks
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d1 seriesd1 series
d1 series instances use local disks, instead of cloud disks, for data storage. This avoids the high costs
caused by mult iple copies of data generated when cloud disks are used. d1 series instances do not
require all data to be transmitted over the network. This improves disk throughput and leverages the
advantages of Hadoop in edge computing. Local disks have better storage performance and lower
storage unit  price than cloud disks. Local disks are as cost-effect ive as physical hosts.

However, local disks cannot ensure data reliability. Alibaba Cloud provides a mult i-replica data storage
policy for cloud disks to ensure data reliability, and you do not need to worry about damaged disks. For
local disks, data reliability is ensured by upper-layer software. Disk and node faults require manual
troubleshooting.

EMR+d1 solutionEMR+d1 solution
EMR provides a complete set  of automated O&M solut ions to help you easily and reliably use instances
with local disks, such as d1 series. You do not need to worry about the O&M process, because high data
reliability and high service availability are ensured.

Highlights of automated O&M solut ions:

Highly reliable distribution of required nodes

Fault  monitoring of local disks and nodes

Automatic assessment of data migration opportunit ies

Automatic data migration of faulty nodes and data balancing

Automatic HDFS data detect ion

Network topology optimization

EMR helps you make better use of local disks and develop a cost-effect ive big data system by using
automated O&M of the entire background management and control system.

Not e Not e If  you want to create a Hadoop cluster by using d1 series instances, .

This topic describes the disaster recovery of data and services in EMR clusters.

Disaster recovery of dataDisaster recovery of data
In HDFS, each file is divided into mult iple blocks, each block has three replicas by default , and the replicas
are distributed to different racks. You can customize the number of replicas. In most cases, the replicat ion
factor of HDFS is 3. One replica is placed on a node of the local rack, another replica is placed on a
different node of the same rack, and the last  replica is placed on a node of a remote rack.

HDFS scans the replicas on a regular basis. If  a replica is missing, HDFS copies the data and generates a
new replica. If  a node is missing, HDFS restores all data on the node. If  you use disks on Alibaba Cloud,
three replicas are created for each disk. If  an error occurs on one of the replicas, HDFS copies data from
another replica to the failed replica to ensure data reliability.

HDFS is proven to be a reliable data storage system that provides storage for large volumes of data. You
can also integrate HDFS with Object  Storage Service (OSS) based on cloud features to back up data. This
ensures higher data reliability.

Disaster recovery for servicesDisaster recovery for services

2.7. Disaster recovery in EMR clusters2.7. Disaster recovery in EMR clusters
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The core components of HDFS, such as YARN, HDFS, Hive Server, and Hive Meta, are deployed in high
availability (HA) mode. In HA mode, at  least  two nodes are deployed for a service to support  disaster
recovery. When a node is faulty, the service is switched over to another node to ensure that the service is
not affected.
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This topic describes how to create an E-MapReduce (EMR) cluster.

PrerequisitesPrerequisites
Role assignment is complete in the RAM console. For more information, see Assign roles.

ProcedureProcedure
1. Go to the cluster creation page.

i. Log on to the Alibaba Cloud EMR console.

ii. In the top navigation bar, select  the region where you want to create a cluster and select  a
resource group based on your business requirements.

The region of a cluster cannot be changed after the cluster is created.

All resource groups within your account are displayed by default .

iii. Click Clust er WizardClust er Wizard in the Clusters sect ion.

2. Configure the cluster.

To create a cluster, you must configure software parameters, hardware parameters, and basic
parameters as guided by the wizard.

Not ice Not ice After a cluster is created, you cannot modify its parameters except for the cluster
name. Make sure that all parameters are correctly configured when you create a cluster.

i. Configure software parameters.

Parameter Description

3.Configure clusters3.Configure clusters
3.1. Create a cluster3.1. Create a cluster
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Clust er T ypeClust er T ype

The type of the cluster that you want to create. EMR supports the
following types of clusters:

HadoopHadoop:

Provides Hadoop, Hive, and Spark components that serve as
semi-hosted services and are used to store and compute large-
scale distributed data offline.

Provides Spark Streaming, Flink, and Storm components for
stream computing.

Provides Presto and Impala components for interactive queries.

Provides other Hadoop ecosystem components, such as Oozie
and Pig.

Dat a ScienceDat a Science: Data Science clusters are commonly used in big
data and AI scenarios. Data Science clusters support the offline
extract, transform, load (ETL) of big data based on Hive and Spark,
and TensorFlow model training. You can choose the CPU+GPU
heterogeneous computing framework and deep learning
algorithms supported by NVIDIA GPUs to run computing jobs more
efficiently.

DruidDruid: provides a semi-hosted, real-time, and interactive analytics
service. Druid clusters can query big data within milliseconds and
ingest data in multiple ways. You can use Druid clusters with
services such as EMR Hadoop, EMR Spark, Object Storage Service
(OSS), and ApsaraDB RDS to build a flexible and stable system for
real-time queries.

ClickHouseClickHouse: an open source column-oriented database
management system (DBMS) for online analytical processing
(OLAP).

Dat af lowDat af low : provides an end-to-end (E2E) real-time computing
solution. Dataflow clusters incorporate Kafka, a distributed
message system with high throughput and scalability, and the
commercial Flink kernel provided by Apache Flink-powered
Ververica. The clusters are used to resolve various E2E real-time
computing issues and are widely used in real-time data ETL, and
log collection and analysis scenarios. You are free to use one of
the two components or both.

Prest oPrest o : an open source interactive query engine that provides the
SQL on Everything capability. Presto clusters can be used to quickly
analyze and query data of any size. Presto clusters support non-
relational data sources.

Cloud Nat ive Opt ionCloud Nat ive Opt ion on ECSon ECS is selected by default.

EMR VersionEMR Version The major version of EMR. The latest version is selected by default.

Required ServicesRequired Services
The default components required for a specific cluster type. After a
cluster is created, you can start or stop components on the cluster
management page.

Parameter Description
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t ers

E-MapReduce

20 > Document  Version: 20220517



Opt ional ServicesOpt ional Services

The other components that you can specify based on your business
requirements. By default, the relevant service processes for the
components you specify are started.

Not e Not e The more components you specify, the higher
instance specifications a cluster needs to handle the
components. You must select the instance type that matches
the number of components you specified when you configure
the hardware. Otherwise, the cluster may have insufficient
resources to run the components.

Advanced Set t ingsAdvanced Set t ings

Kerberos ModeKerberos Mode: specifies whether to enable Kerberos
authentication for clusters. This feature is disabled by default. It  is
not required by clusters created for common users.

Cust om Sof t ware Set t ingsCust om Sof t ware Set t ings : customizes software settings. You
can use a JSON file to customize the parameters of the basic
components required for a cluster, such as Hadoop, Spark, and
Hive. For more information, see Customize software
configurations. This feature is disabled by default.

Parameter Description

ii. Configure hardware parameters.

Section Parameter Description
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BillingBilling
Met hodMet hod

BillingBilling
Met hodMet hod

Subscription is selected by default. EMR supports the following billing
methods:

Pay-As-You-GoPay-As-You-Go : a billing method that allows you to pay for an
instance after you use the instance. The system charges you for a
cluster based on the hours the cluster is actually used. You are
charged on an hourly basis. We recommend that you use pay-as-
you-go clusters for short-term test jobs or dynamically scheduled
jobs.

Subscript ionSubscript ion: a billing method that allows you to use an instance
only after you pay for the instance.

Not eNot e

We recommend that you create a pay-as-you-gopay-as-you-go
cluster for a test run. If the cluster passes the test,
you can create a subscript ionsubscript ion cluster for production.

If you select Subscription for Billing Method, you must
also specify Subscription Period and Auto Renewal. By
default, the subscription period is one month and the
Auto Renewal switch is not turned on. If you turn on
the Auto Renewal switch, the system renews your
subscription for one more month seven days before
the expiration date. For more information, see
Renewal.

Net workNet work
Set t ingsSet t ings

ZoneZone

The zone where you want to create a cluster. Zones are different
geographical areas located in the same region. They are
interconnected by an internal network. In most cases, you can use the
zone selected by default.

Net workNet work
T ypeT ype

The network type of the cluster. The VPC network type is selected by
default.

VPCVPC
The virtual private cloud (VPC) where you want to deploy the cluster.
Select a VPC in the same region as the zone. If no VPC is available in
the region, click Creat e VPC/VSwit chCreat e VPC/VSwit ch to create a VPC.

vSwit chvSwit ch
The vSwitch of the cluster. Select a vSwitch in the specified zone. If
no vSwitch is available in the zone, create a vSwitch.

Section Parameter Description
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Securit ySecurit y
GroupGroup
NameName

The security group of the cluster. An existing security group is
selected by default. For more information about security groups, see
Overview.

You can click Creat e Securit y GroupCreat e Securit y Group and enter a security group
name to create a security group.

Not ice Not ice Do not use an advanced security group that is
created in the Elastic Compute Service (ECS) console.

HighHigh
AvailabilitAvailabilit
yy

HighHigh
AvailabilitAvailabilit
yy

This feature is disabled by default. For a Hadoop cluster, if HighHigh
Availabilit yAvailabilit y is enabled, two or three master nodes are created in the
cluster to ensure the availability of the ResourceManager and
NameNode processes.

HBase clusters always work in high availability mode. If you do not
enable high availability, only one master node is created, but a core
node is used to support high availability. If you enable high
availability, two master nodes are created to ensure higher security
and reliability.

Section Parameter Description
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Inst anceInst ance
LearnLearn
MoreMore

Mast er Inst anceMast er Inst ance: runs control processes, such as
ResourceManager and NameNode.

You can select an instance type based on your business
requirements. For more information, see Instance families.

Syst em Disk T ypeSyst em Disk T ype: You can select an SSD, ESSD, or ultra disk
based on your business requirements.

Disk Siz eDisk Siz e: You can resize a disk based on your business
requirements. The recommended minimum disk size is 120 GB.
Valid values: 40 to 2048. Unit: GB.

Dat a Disk T ypeDat a Disk T ype: You can select an SSD, ESSD, or ultra disk
based on your business requirements.

Disk Siz eDisk Siz e: You can resize a disk based on your business
requirements. The recommended minimum disk size is 80 GB.
Valid values: 40 to 32768. Unit: GB.

Mast er NodesMast er Nodes : One master node is configured by default. If
high availability is enabled, two or three master nodes are
configured.

Core Inst anceCore Inst ance: stores all the data of a cluster. You can add core
nodes as needed after a cluster is created.

Syst em Disk T ypeSyst em Disk T ype: You can select an SSD, ESSD, or ultra disk
based on your business requirements.

Disk Siz eDisk Siz e: You can resize a disk based on your business
requirements. The recommended minimum disk size is 120 GB.

Dat a Disk T ypeDat a Disk T ype: You can select an SSD, ESSD, or ultra disk
based on your business requirements.

Disk Siz eDisk Siz e: You can resize a disk based on your business
requirements. The recommended minimum disk size is 80 GB.

Core NodesCore Nodes : Two core nodes are configured by default. You
can change the number of core nodes based on your business
requirements.

T ask Inst anceT ask Inst ance: stores no data. It  is used to adjust the computing
capabilit ies of clusters. No task node is configured by default. You
can add task nodes based on your business requirements.

Section Parameter Description

iii. Configure basic parameters.
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Section Parameter Description

BasicBasic
Inf ormat iInf ormat i
onon

Clust erClust er
NameName

The name of the cluster. The name must be 1 to 64 characters in
length and can contain only letters, digits, hyphens (-), and
underscores (_).

T ypeT ype

DLF Unif ied Met adat aDLF Unif ied Met adat a (recommended): Metadata is stored in a
data lake.

Data Lake Formation (DLF) provides a fully managed, maintenance-
free, unified metadata service that provides high availability and
performance. The metadata service is compatible with multiple
versions of Hive and facilitate metadata migration between a Hive
metastore and DLF. For more information, see Overview.

Self -managed RDSSelf -managed RDS: Metadata is stored in an ApsaraDB RDS
database. For more information, see Configure an independent
ApsaraDB RDS for MySQL database.

Built -in MySQLBuilt -in MySQL (not recommended): Metadata is stored in the
local MySQL database of a cluster.

Not e Not e You can select this option only in test scenarios.
The local MySQL database is deployed on a single node of an
EMR cluster. This cannot ensure high availability for services
and may cause stability risks. We recommend that you select
DLF Unif ied Met adat aDLF Unif ied Met adat a or Self -managed RDSSelf -managed RDS in production
scenarios.

AssignAssign
Public IPPublic IP
AddressAddress

Specifies whether an elastic IP address (EIP) is associated with the
cluster. This feature is disabled by default.

Not e Not e To access the cluster over the Internet, apply for a
public IP address on ECS. For information about how to apply for
an EIP address, see Elastic IP addresses.

Key PairKey Pair
For information about how to use a key pair, see SSH key pair
overview.

PasswordPassword

The password used to log on to a master node. The password must
be 8 to 30 characters in length and contain uppercase letters,
lowercase letters, digits, and special characters.

The following special characters are supported: ! @ #  $ % ^ & *

Add UserAdd User
The user added to access the web UIs of open source big data
software.
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AdvancedAdvanced
Set t ingsSet t ings

PermissioPermissio
n Set t ingsn Set t ings

The RAM roles that allow applications running in a cluster to access
other Alibaba Cloud services. You can use the default RAM roles.

EMR RoleEMR Role: The value is fixed as AliyunEMRDefaultRole and cannot
be changed. This RAM role authorizes a cluster to access other
Alibaba Cloud services, such as ECS and OSS.

ECS RoleECS Role: You can also assign an application role to a cluster.
Then, EMR applies for a temporary AccessKey pair when
applications running on the compute nodes of that cluster access
other Alibaba Cloud services, such as OSS. This way, you do not
need to manually enter an AccessKey pair. You can grant the
access permissions of the application role on specific Alibaba
Cloud services based on your business requirements.

Dat a DiskDat a Disk
Encrypt ionEncrypt ion

This feature is disabled by default.

If you turn on Enable Encrypt ionEnable Encrypt ion, data in all cloud disks that serve
as the data disks of the ECS instances in the cluster is encrypted. By
default, a service-managed key is used to encrypt your data. You can
also use a user-managed key to encrypt your data.

Not ice Not ice You cannot encrypt data in local disks.

Boot st rapBoot st rap
Act ionsAct ions

Optional. You can configure bootstrap actions to run custom scripts
before a cluster starts Hadoop. For more information, see Manage
bootstrap actions.

T agT ag
Optional. You can add a tag pair when you create a cluster or add a
tag pair on the cluster details page after a cluster is created. For
more information, see Manage and use tags.

ResourceResource
GroupGroup

Optional. For more information, see Use resource groups.

Section Parameter Description

Not e Not e The cluster configurations appear on the right side of the page when you
configure parameters. After you complete the configurations, click Next: Confirm. You are
directed to the Confirm step, in which you can confirm the configurations and the fee for
the creation of your cluster. The fee varies based on the billing method.

3. Verify that the configuration is correct, read and select  E-MapReduce Service Terms, and then click
Creat eCreat e.

Not iceNot ice

Pay-as-you-go clusters: Creation immediately starts after you click Create.

After the cluster is created, its status changes to IdleIdle.

Subscript ion clusters: An order is generated after you click Create. The cluster is created
after you pay the fee.
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You can use a gateway cluster to balance loads and isolate clusters in a secure manner. You can also use
the gateway cluster to submit  jobs to an E-MapReduce (EMR) cluster. This topic describes how to create a
gateway cluster.

PrerequisitesPrerequisites
A Hadoop or Kafka cluster is created in EMR. For more information, see Create a cluster.

LimitsLimits
A gateway cluster can be associated with only a Hadoop or Kafka cluster in EMR.

ProcedureProcedure
1. Go to the Clust er ManagementClust er Management  page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

2. In the upper-right corner of the Clust er ManagementClust er Management  page, click Creat eGat ewayCreat eGat eway.

3. On the Creat e Gat ewayCreat e Gat eway page, configure the parameters.

Section Parameter Description

BasicBasic
Inf ormat ionInf ormat ion

Clust er NameClust er Name
The name of the gateway cluster. The name must be 1 to 64
characters in length and can contain only letters, digits,
hyphens (-), and underscores (_).

Assign Public IPAssign Public IP
AddressAddress

Specifies whether to assign an elastic IP address to the
gateway cluster.

PasswordPassword and
Key PairKey Pair

PasswordPassword: the password that is used to log on to the
gateway cluster. The password must be 8 to 30 characters
in length and must contain uppercase letters, lowercase
letters, digits, and special characters.

The password can contain the following special characters:

! @ #  $ % ^ & *

Key PairKey Pair: the name of the key pair that is used to log on
to the gateway cluster. If no key pair is created, click
Creat e Key PairCreat e Key Pair next to this field to go to the SSH Key
Pairs page of the Elastic Compute Service (ECS) console and
create a key pair.

Keep the .pem private key file secure. After you create a
gateway cluster, the public key is automatically bound to
the ECS instance. When you log on to the gateway cluster
by using SSH, you must enter the private key in the private
key file.

3.2. Create a gateway cluster3.2. Create a gateway cluster
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Billing Met hodBilling Met hod

Subscript ionSubscript ion: You are charged only once for each
subscription period. The unit  price of a subscription cluster
is lower than the unit  price of a pay-as-you-go cluster of
the same specifications. The amount of savings increases
with the subscription period.

Pay-As-You-GoPay-As-You-Go : You are charged for the hours during
which a cluster is running.

Clust erClust er
Conf igurat ionConf igurat ion

Associat edAssociat ed
Clust erClust er

The cluster that you want to associate with the gateway
cluster. The gateway cluster submits jobs to this cluster.

ZoneZone The zone where the associated cluster resides.

Net work T ypeNet work T ype The network type of the associated cluster.

VPCVPC
The virtual private cloud (VPC) to which the associated cluster
belongs.

VSwit chVSwit ch
The vSwitch that you want the gateway cluster to use. Select
a vSwitch in the zone and the VPC in which the cluster resides.

Securit y GroupSecurit y Group
NameName

The name of the security group to which the associated
cluster belongs.

Inst anceInst ance
Gat ewayGat eway
Inst anceInst ance

The available instance types in the current region. For more
information, see Instance families.

Syst em Disk T ypeSyst em Disk T ype: the type of the system disk that you
want the gateway cluster to use. System disks are
classified into ultra disks, standard SSDs, and ESSDs. The
types of system disks that you can use to create a gateway
cluster vary based on the region and instance type that you
select. By default, system disks are released after the
relevant cluster is released.

Disk Siz eDisk Siz e: the size of the system disk. Unit: GB. Valid
values: 40 to 500. Default value: 300.

Dat a Disk T ypeDat a Disk T ype: the type of data disks you want the
gateway cluster to use. Data disks are classified into ultra
disks, standard SSDs, and ESSDs. The types of data disks
that you can use to create a gateway cluster vary based on
the region and instance type that you select. By default,
the data disks are released after the relevant cluster is
released.

Disk Siz eDisk Siz e: the size of a data disk. Unit: GB. Valid values:
200 to 4000. Default value: 300.

CountCount : the number of data disks. Valid values: 1 to 10.

Section Parameter Description
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AdvancedAdvanced
Set t ingsSet t ings

PermissionPermission
Set t ingsSet t ings

The RAM roles that allow applications running in a cluster to
access other Alibaba Cloud services. You can use the default
RAM roles.

EMR RoleEMR Role: This parameter has a fixed value of
AliyunEMRDefaultRole and cannot be modified. This RAM
role allows a cluster to access other Alibaba Cloud services,
such as ECS and Object Storage Service (OSS).

ECS RoleECS Role: You can also assign an application role to a
cluster. Then, EMR applies for a temporary AccessKey pair
when applications running on the compute nodes of that
cluster access other Alibaba Cloud services, such as OSS.
This way, you do not need to manually enter an AccessKey
pair. You can grant  t he access permissions of  t heYou can grant  t he access permissions of  t he
applicat ion role on specif ic Alibaba Cloud servicesapplicat ion role on specif ic Alibaba Cloud services
based on your business requirement s.based on your business requirement s.

Boot st rapBoot st rap
Act ionsAct ions

Optional. You can configure bootstrap actions to run custom
scripts before a cluster starts. For more information, see
Bootstrap actions.

Dat a DiskDat a Disk
Encrypt ionEncrypt ion

This feature is disabled by default.

If you turn on Enable Encrypt ionEnable Encrypt ion, data in all cloud disks that
serve as the data disks of the ECS instances in the cluster is
encrypted. By default, a service-managed key is used to
encrypt your data. You can also use a user-managed key to
encrypt your data.

Not ice Not ice You cannot encrypt data in local disks.

Section Parameter Description

4. Read the terms of service, select  E-MapReduce Service T ermsE-MapReduce Service T erms, and then click Creat eCreat e.
The gateway cluster that you created appears in the cluster list  and its state changes from
Init ializ ingInit ializ ing to IdleIdle a few minutes later.

When you run components such as Hadoop and Spark in your E-MapReduce (EMR) cluster, you must grant
the components the permissions to access other Alibaba Cloud services and perform related operations.
Each EMR cluster must be configured with service roles and ECS application roles. This topic describes how
to assign roles to EMR and also describes the roles that are associated with EMR.

ContextContext
EMR provides default  system roles and default  system policies. System policies are created and
maintained by Alibaba Cloud. If  service requirements change, the system policies are accordingly updated.

3.3. Manage permissions3.3. Manage permissions
3.3.1. Assign roles3.3.1. Assign roles
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When you use EMR for the first  t ime, you must use your Alibaba Cloud account to assign the
AliyunEMRDefaultRole and AliyunECSInstanceForEMRRole or AliyunEmrEcsDefaultRole roles to EMR. After
the roles are assigned, you can view the roles in the RAM console and attach policies to the roles. For
more information about the roles, see RAM role overview.

Not iceNot ice

Roles that are required for EMR vary based on the EMR version.

In EMR V3.32.0 or an earlier minor version, or EMR V4.5.0 or an earlier minor version:
AliyunEmrEcsDefaultRole

In a minor version later than EMR V3.32.0 or EMR V4.5.0: AliyunECSInstanceForEMRRole

When you use EMR for the first  t ime, you must use your Alibaba Cloud account to assign
default  system roles to EMR. Otherwise, your Alibaba Cloud account and the RAM users within
your Alibaba Cloud account cannot use EMR.

If you want to delete a service role, make sure that the resources that use the role are
released. Otherwise, the use of the resources is affected.

If  only some roles are assigned, the EMR console sends you a notificat ion. You can create a
cluster only after all roles are assigned.

ProcedureProcedure
EMR V3.30 is used in this example.

1. In the Alibaba Cloud EMR console, click Aut horize in RAMAut horize in RAM.

Not e Not e When you use EMR for the first  t ime, you must assign default  system roles to EMR.
Then, you do not need to repeat the assignment operation when you use EMR again.

When you create an EMR cluster or create an execution plan as required with a new cluster, if  default
roles are not assigned to EMR, the following information appears.

2. On the page that appears, click Conf irm Aut horizat ion PolicyConf irm Aut horizat ion Policy to assign the default  roles
AliyunEMRDef ault RoleAliyunEMRDef ault Role and AliyunEmrEcsDef ault RoleAliyunEmrEcsDef ault Role to EMR.

Clust er Management ··Configure clus
t ers

E-MapReduce

30 > Document  Version: 20220517

https://www.alibabacloud.com/help/doc-detail/93689.htm#concept-fgc-wjc-mfb
https://emr.console.aliyun.com/


3. Refresh the EMR console to use the services.

To view policy details for the AliyunEMRDef ault RoleAliyunEMRDef ault Role and AliyunEmrEcsDef ault RoleAliyunEmrEcsDef ault Role roles, log on
to the RAM console.

Service rolesService roles
The following table describes the RAM roles that are associated with EMR.

Attribute Default role Description System policy

EMR service role
AliyunEMRDefaultR
ole

This role allows you to use EMR to access
other Alibaba Cloud services when you
configure resources and perform service-
level operations on your EMR cluster. This
role is required for all clusters and cannot
be changed.

For more information, see EMR service
role.

AliyunEMRRolePolic
y

ECS application
role (used in EMR
V3.32.0 or an
earlier minor
version, or EMR
V4.5.0 or an earlier
minor version)

AliyunEmrEcsDefau
ltRole

This role allows application processes
that run on your cluster to access other
Alibaba Cloud services. When you create a
cluster, you can use this service role or
use a custom role.

For more information about this role, see
ECS application role (used in EMR V3.32.0
and earlier V3.X.X versions as well as in
EMR V4.5.0 and earlier V4.X.X versions).

AliyunEMRECSRoleP
olicy
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ECS application
role (used in a
minor version later
than EMR V3.32.0
or EMR V4.5.0)

AliyunECSInstanceF
orEMRRole

This role allows application processes
that run on your cluster to access other
Alibaba Cloud services. When you create a
cluster, you can use this service role or
use a custom role.

For more information about this role, see
ECS application role (used in V3.X.X
versions later than EMR V3.32.0 as well as
in V4.X.X versions later than EMR V4.5.0).

AliyunECSInstanceF
orEMRRolePolicy

ECS application
role (used in EMR
Studio by default)

AliyunECSInstanceF
orEMRStudioRole

This role allows you to use EMR Studio to
access your resources in other Alibaba
Cloud services.

If this role is not assigned to your
account, a window appears, which
prompts you to assign this role when you
create an EMR Studio cluster for the first
t ime. To assign this role, use your Alibaba
Cloud account.

AliyunECSInstanceF
orEMRStudioRoleP
olicy

Attribute Default role Description System policy

The E-MapReduce (EMR) service role allows you to use EMR to access other Alibaba Cloud services when
you configure resources or perform service-level operations on your EMR cluster. For example, the service
role can be used to create an Elast ic Compute Service (ECS) instance when you start  an EMR cluster. This
topic describes the EMR service role AliyunEMRDefaultRole and the policies of this role.

Usage notesUsage notes
To avoid impacts on the service stability of EMR, take note of the following points:

The EMR service role cannot be changed.

Do not delete or modify system policies of this role in the RAM console.

PermissionsPermissions
The default  role AliyunEMRDef ault RoleAliyunEMRDef ault Role is configured with the policy AliyunEMRRolePolicyAliyunEMRRolePolicy. The
following tables describe the permissions of the AliyunEMRRolePolicyAliyunEMRRolePolicy policy.

ECS-related permissions

Permission (Action) Description

ecs:CreateInstance Creates an ECS instance.

ecs:RenewInstance Renews an ECS instance.

3.3.2. EMR service role3.3.2. EMR service role
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ecs:DescribeRegions Queries the region information of an ECS instance.

ecs:DescribeZones Queries the zone information of an ECS instance.

ecs:DescribeImages Queries the image information of an ECS instance.

ecs:CreateSecurityGroup Creates a security group.

ecs:AllocatePublicIpAddress Assigns a public IP address to an ECS instance.

ecs:DeleteInstance Deletes an ECS instance.

ecs:StartInstance Starts an ECS instance.

ecs:StopInstance Stops an ECS instance.

ecs:DescribeInstances Queries ECS instances.

ecs:DescribeDisks Queries the disk information of an ECS instance.

ecs:AuthorizeSecurityGroup Specifies inbound rules for a security group.

ecs:AuthorizeSecurityGroupEgres
s

Specifies outbound rules for a security group.

ecs:DescribeSecurityGroupAttribu
te

Queries details of a security group.

ecs:DescribeSecurityGroups Queries security groups.

Permission (Action) Description

OSS-related permissions

Permission (Action) Description

oss:PutObject Uploads a file or folder.

oss:GetObject Obtains a file or folder.

oss:ListObjects Queries files.

E-MapReduce (EMR) provides MetaService, which serves as a special ECS application role. In EMR V3.32.0
and earlier V3.X.X versions as well as in EMR V4.5.0 and earlier V4.X.X versions, when you create a cluster,
this role is automatically bound to your cluster. Applications that run on your EMR cluster use this role to
access other Alibaba Cloud resources without an AccessKey pair. This avoids the disclosure of the
AccessKey pair in a configuration file.

3.3.3. ECS application role (used in EMR V3.32.03.3.3. ECS application role (used in EMR V3.32.0
and earlier V3.X.X versions as well as in EMRand earlier V3.X.X versions as well as in EMR
V4.5.0 and earlier V4.X.X versions)V4.5.0 and earlier V4.X.X versions)
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PrerequisitesPrerequisites
This role is authorized. For more information, see Assign roles.

Background informationBackground information
MetaService allows you to access only Object  Storage Service (OSS), Log Service, and Message Service
(MNS) without an AccessKey pair.

PermissionsPermissions
The default  role AliyunEmrEcsDef ault RoleAliyunEmrEcsDef ault Role is configured with the policy AliyunEmrECSRolePolicyAliyunEmrECSRolePolicy. The
following table describes OSS-related permissions.

Permission (Action) Description

oss:PutObject Uploads a file or folder.

oss:GetObject Obtains a file or folder.

oss:ListObjects Queries files.

oss:DeleteObject Deletes a file.

oss:AbortMultipartUpload Terminates a multipart upload event.

Not ice Not ice Modify or delete the AliyunEmrEcsDefaultRole role with caution. Otherwise, your cluster
fails to be created or jobs fail to be run.

Data sources that support MetaServiceData sources that support MetaService
MetaService allows you to access OSS, Log Service, and MNS. You can use an EMR SDK in your EMR cluster
to read data from and write data to the preceding data sources without an AccessKey pair.

By default , only access to OSS is enabled. If  you want to read data from and write data to Log Service
and MNS, log on to the RAM console and configure the required permissions for the
AliyunEmrEcsDefaultRole role. For more information, see .

For more information about how to authorize a RAM role, see Grant permissions to a RAM role.

Use MetaServiceUse MetaService
MetaService allows you to access OSS, Log Service, and MNS without an AccessKey pair. MetaService
provides the following benefits:

Reduces the risk of AccessKey information leak. To minimize the security risk, authorize roles in the RAM
console based on the principle of least  privilege.

Improves user experience. MetaService shortens the OSS path that you need to enter during interact ive
access to OSS resources.

Brings the following benefits for services in your EMR cluster:

The jobs that you run in the services can access Alibaba Cloud resources (OSS, Log Service, and MNS)
without an AccessKey pair.

Comparison of operations before and after MetaService is used:
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Run the hadoop fs -ls command to view OSS data.

MetaService is not used:

hadoop fs -ls oss://ZaH******As1s:Ba23N**************sdaBj2@bucket.oss-cn-hangzhou-int
ernal.aliyuncs.com/a/b/c

MetaService is used:

hadoop fs -ls oss://bucket/a/b/c

Create an external table in Hive.

MetaService is not used:

CREATE EXTERNAL TABLE test_table(id INT, name string)
        ROW FORMAT DELIMITED
        FIELDS TERMINATED BY '/t'
        LOCATION 'oss://ZaH******As1s:Ba23N**************sdaBj2@bucket.oss-cn-hangzhou
-internal.aliyuncs.com/a/b/c';

MetaService is used:

CREATE EXTERNAL TABLE test_table(id INT, name string)
        ROW FORMAT DELIMITED
        FIELDS TERMINATED BY '/t'
        LOCATION 'oss://bucket/a/b/c';

Use Spark to view OSS data.

MetaService is not used:

val data = sc.textFile("oss://ZaH******As1s:Ba23N**************sdaBj2@bucket.oss-cn-ha
ngzhou-internal.aliyuncs.com/a/b/c")

MetaService is used:

val data = sc.textFile("oss://bucket/a/b/c")

Brings the following benefits for self-deployed services:

MetaService is an HTTP service. You can access the URL of this HTTP service to obtain a Security Token
Service (STS) temporary credential. Then, you can use the STS temporary credential to access Alibaba
Cloud resources without an AccessKey pair in self-managed systems.

Not ice Not ice A new STS temporary credential is generated 30 minutes before the current one
expires. Both STS credentials can be used within the 30 minutes.

For example, you can run curl ht t p://localhost :10011/clust er-regioncurl ht t p://localhost :10011/clust er-region to obtain the region where
your cluster resides.

You can use MetaService to obtain the following information:

Region: /cluster-region

Role name: /cluster-role-name

AccessKey ID: /role-access-key-id

AccessKey secret: /role-access-key-secret
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Security token: /role-security-token

Network type: /cluster-network-type

In V3.X.X versions later than E-MapReduce (EMR) V3.32.0 as well as in V4.X.X versions later than EMR
V4.5.0, MetaService is replaced with the ECS application role AliyunECSInstanceForEMRRole. This role is
automatically assigned to each ECS instance in your EMR cluster when you create or scale out the cluster.
Applications that run on your EMR cluster use this role to access other Alibaba Cloud resources without an
AccessKey pair. This avoids the disclosure of the AccessKey pair in a configuration file.

PrerequisitesPrerequisites
This role is authorized. For more information, see Assign roles.

PermissionsPermissions
The role AliyunECSInst anceForEMRRoleAliyunECSInst anceForEMRRole is configured with the policy
AliyunECSInst anceForEMRRolePolicyAliyunECSInst anceForEMRRolePolicy. The following table describes OSS-related permissions of this
role.

Permission (Action) Description

oss:PutObject Uploads a file or folder.

oss:GetObject Obtains a file or folder.

oss:ListObjects Queries files.

oss:DeleteObject Deletes a file.

oss:AbortMultipartUpload Terminates a multipart upload event.

Not ice Not ice Modify or delete the AliyunEmrEcsDefaultRole role with caution. Otherwise, your cluster
fails to be created or jobs fail to be run.

Use the ECS application role to obtain an STS temporary credentialUse the ECS application role to obtain an STS temporary credential
You can use a Security Token Service (STS) temporary credential to access other Alibaba Cloud services
within your account. For more information, see Use RAM roles to access other Alibaba Cloud services.

3.3.4. ECS application role (used in V3.X.X3.3.4. ECS application role (used in V3.X.X
versions later than EMR V3.32.0 as well as inversions later than EMR V3.32.0 as well as in
V4.X.X versions later than EMR V4.5.0)V4.X.X versions later than EMR V4.5.0)

3.3.5. Use a custom ECS application role to3.3.5. Use a custom ECS application role to
access other cloud resources in your Alibabaaccess other cloud resources in your Alibaba
Cloud accountCloud account
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E-MapReduce (EMR) allows you to configure a custom ECS application role in the Advanced Sett ings
sect ion of the Basic Sett ings step when you create a cluster in the EMR console. You can use this role to
access other cloud resources, such as Object  Storage Service (OSS) and Log Service, in your Alibaba Cloud
account in password-free mode. This topic describes how to create and use a custom ECS application
role.

ContextContext
To manage access to external resources from an EMR cluster, you can attach policies to the custom ECS
application role that is configured when you create the cluster. For example, you can impose the
following limits:

A cluster can access only the OSS data directories that you specify.

A cluster can access the external resources that you specify.

PrerequisitesPrerequisites
An OSS bucket is created in the OSS console. Make sure that the bucket resides in the region where you
want to create an EMR cluster. For more information about how to create a bucket, see Create buckets.

ProcedureProcedure
1. Step 1: Create a policy

2. Step 2: Create a RAM role

3. Step 3: Create a cluster and access external resources

Step 1: Create a policyStep 1: Create a policy
1. Go to the Create Custom Policy page.

i. Log on to the RAM console by using an Alibaba Cloud account.

ii. In the left-side navigation pane, choose PermissionsPermissions >  > PoliciesPolicies.

iii. On the PoliciesPolicies page, click Creat e PolicyCreat e Policy.

2. On the Creat e Cust om PolicyCreat e Cust om Policy page, configure the parameters.

Parameter Description

Policy NamePolicy Name In this example, the policy name is test-emr.

Conf igurat ion ModeConf igurat ion Mode Select ScriptScript .
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Policy DocumentPolicy Document

Enter the following policy content in the script editor:

{
    "Version": "1",
    "Statement": [
        {
            "Action": [
                "oss:GetObject",
                "oss:ListObjects"
            ],
            "Resource": [
                "acs:oss:*:*:emr-logs2",
                "acs:oss:*:*:emr-logs2/*"
            ],
            "Effect": "Allow"
        }
    ]
}

Not e Not e Elements in the policy:

Action: the actions on resources. In this example, the
permissions to read and query OSS data are granted.

Resource: the resources on which the permissions are
granted. In this example, the OSS bucket emr-logs2 and the
objects in this OSS bucket are used as the resources.

For more information about the basic elements of a policy, see
Policy elements.

Parameter Description

3. Click OKOK.

Step 2: Create a RAM roleStep 2: Create a RAM role
1. In the left-side navigation pane of the RAM console, choose Ident it iesIdent it ies >  > RolesRoles.

2. On the RolesRoles page, click Creat e RoleCreat e Role.

3. Create a RAM role.

i. In the Create Role panel, select  Alibaba Cloud ServiceAlibaba Cloud Service.
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ii. Click NextNext .

iii. In the Conf igure RoleConf igure Role step, configure the parameters.

Parameter Description

RAM Role NameRAM Role Name In this example, the RAM role name is test-emr.

Select  T rust ed ServiceSelect  T rust ed Service Select Elast ic Comput e ServiceElast ic Comput e Service from the drop-down list.

iv. Click OKOK.

4. (Optional)Change the trusted service.

Not ice Not ice If  you want to create a cluster in EMR V5.X or later, a minor version later than EMR
V4.5, or a minor version later than EMR V3.32, skip this step.

i. On the RolesRoles page, click the namename of the RAM role that you created.

ii. Click the T rust  Policy ManagementT rust  Policy Management  tab.

iii. Click Edit  T rust  PolicyEdit  T rust  Policy.

iv. Change  ecs.aliyuncs.com  to  emr.aliyuncs.com .

v. Click OKOK.

5. Add the required permissions.

i. On the RolesRoles page, find the RAM roleRAM role that you created and click Add PermissionsAdd Permissions in the
Actions column.

ii. In the Add PermissionsAdd Permissions panel, click Cust om PolicyCust om Policy and select  the policy that you created in
Step 1.

iii. Click OKOK.

iv. Click Complet eComplet e.

Step 3: Create a cluster and access external resourcesStep 3: Create a cluster and access external resources
1. 

2. In the top navigation bar, select  the region where your cluster resides and select  a resource group
based on your business requirements.

3. Click Clust er WizardClust er Wizard to create a cluster. In the Advanced Set t ingsAdvanced Set t ings sect ion of the Basic Set t ingsBasic Set t ings
step, enter the name of the RAM role that you created in Step 2: Create a RAM role in the ECS Role
field. For more information about how to create a cluster, see Create a cluster.
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4. After the cluster is created, log on to the master node of the cluster by using SSH. For more
information, see Log on to a cluster.

Run the following command to check whether you can access the OSS bucket that is specified in the
policy:

hdfs dfs -ls oss://<yourBucketName>/

Not e Not e Replace <yourBucketName> in the command with the name of the OSS bucket.

If  the following information is returned, access to the OSS bucket is denied.

If  the following information is returned, access to the OSS bucket is allowed.

FAQFAQ
Q: What do I do if  the NoPermission message appears when I create a cluster?

A: Perform the following operations in sequence to resolve the issue:

i. Check whether the RAM user that you used to create the cluster is authorized to create clusters
and change ECS application roles. If  the RAM user is granted the AliyunEMRDevelopAccess
permission, you must change the permission to AliyunEMRFullAccess.

ii. Check whether the name of the ECS application role that you specified when you create the
cluster is valid.

iii. Check whether the trust  policy is changed to emr.aliyuncs.com.

Q: What do I do if  I cannot access an OSS bucket from Hadoop Distributed File System (HDFS)?
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A: Perform the following operations in sequence to resolve the issue:

i. Check whether the OSS bucket that you want to access resides in the same region as your cluster.
If  the OSS bucket and your cluster do not reside in the same region, you must add the endpoint  of
the OSS bucket to the access links.

ii. Check whether the OSS bucket that you want to access is one of the resources specified in the
created policy. If  the OSS bucket is not one of the resources, modify the policy.

iii. Check whether the related permissions on the OSS bucket are configured in the OSS console. If  the
permissions are configured, you must cancel the sett ings in the OSS console and specify Act ion in
the policy to configure the permissions.

If  you want to allow a RAM user to use the E-MapReduce (EMR) console, you must grant the required
permissions to the RAM user by using your Alibaba Cloud account in the RAM console.

ContextContext
RAM is a resource access control service provided by Alibaba Cloud. For more information, see What is RAM?
The following examples describe how RAM is used to implement access control in EMR:

RAM users: If  you purchased mult iple instances for an EMR cluster, you can create a policy that allows
specific users who are responsible for O&M, development, or data analysis to use these instances. This
eliminates the risk of AccessKey pair leaks and ensures account security.

RAM user groups: You can create mult iple user groups and grant different permissions to them. The
authorization process is the same as that for RAM users. The user groups can be used to manage
mult iple RAM users at  the same t ime.

PoliciesPolicies
Policies are categorized into system policies and custom policies.

System policies

System policies are provided by Alibaba Cloud to meet various management purposes. The following
table describes the system policies that are used in EMR.

System policy Description Permission

AliyunEMRFullAccess
Provides RAM users with full
access to EMR.

This policy allows RAM users to perform all
operations on all EMR resources.

AliyunEMRDevelopAc
cess

Provides RAM users with the
developer permissions of EMR.

This policy allows RAM users to perform
operations on all EMR resources, except for
the operations to create and release clusters.

AliyunEMRFlowAdmin
Provides RAM users with the
administrator permissions on the
Data Platform module in EMR.

This policy allows RAM users to create
projects and develop and manage jobs. This
policy does not allow RAM users to add
members to projects or manage clusters.

Custom policies

3.3.6. Grant permissions to RAM users3.3.6. Grant permissions to RAM users
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Custom policies are the policies that you design based on your business requirements. Custom policies
are suitable for users who are familiar with Alibaba Cloud service APIs and require fine-grained access
control. For more information about how to create a custom policy, see Policy structure and syntax.

Grant permissions to a RAM userGrant permissions to a RAM user
Perform the following steps to grant permissions on EMR resources to a RAM user in the RAM console:

1. Log on to the RAM console by using your Alibaba Cloud account.

2. In the left-side navigation pane, choose Ident it iesIdent it ies >  > UsersUsers.

3. On the Users page, find the RAM user to which you want to grant permissions and click AddAdd
PermissionsPermissions in the Act ions column.

4. In the Add PermissionsAdd Permissions panel, configure the parameters that are described in the following table
based on your business requirements.

5. Click OKOK.

6. Click Complet eComplet e.
The granted permissions immediately take effect. You can log on to the RAM console by using the
RAM user to which you granted permissions to check the permissions.

This topic describes how to manage E-MapReduce (EMR) user accounts on the Users page of the EMR
console.

Background informationBackground information
Information about EMR user accounts is stored in the built-in OpenLDAP service of an EMR cluster. You can
use the information to authenticate EMR users in the EMR cluster.

If  you click the link of an open source component on the Connect Strings page to access the web UI of
the component, you must use an EMR user account for identity authentication. If  you enable LDAP
authentication, you must also use an EMR user account for identity authentication. If  you configure LDAP
as the user source for Ranger, you can manage the permissions of user accounts that are listed on the
Users page. You can use EMR user accounts to run kinit  commands on a high-security cluster.

The Users page lists all EMR user accounts. RAM users that correspond to the EMR user accounts are
classified into the following types based on the permissions that are granted to the RAM users in the EMR
console:

Administrator: an Alibaba Cloud account, or a RAM user that is granted the emr:ManageUserPlatform
and emr:CreateLdapUser permissions, such as a RAM user to which the AliyunEMRFullAccess policy is
attached. An administrator can view the information about all user accounts that are configured in a
cluster. The administrator can also add or remove a user account, reset  the password of a user
account, modify the remarks of a user account, and download the authentication credentials of a user
account. Authentication credentials can be downloaded only in a high-security cluster.

Common user: RAM users to which other policies, such as AliyunEMRDevelopAccess, are attached. A
common user can only view the information about the EMR user account whose username is the same
as the username of the common user, reset  the password, modify the remarks, and download the
authentication credentials of the user account. A common user cannot add or remove a user account.

PrerequisitesPrerequisites
An EMR cluster is created. For more information, see Create a cluster.

3.4. Manage user accounts3.4. Manage user accounts
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RAM users are created. For more information, see Create a RAM user.

Not e Not e You must create a RAM user first . Only an EMR user account whose username is the
same as the username of a RAM user can be added to the Users page of the EMR console.

LimitsLimits
Only Hadoop clusters, Data Science clusters, Flink clusters, and Druid clusters support  the management of
EMR user accounts.

Add a user accountAdd a user account

Not ice Not ice If  you use a RAM user to log on to the EMR console, you must grant the ram:ListUsers
permission to the RAM user before you add a user account. You can attach the
AliyunRAMReadOnlyAccess policy to the RAM user in the RAM console by using your Alibaba Cloud
account. You can also configure a custom policy to grant the ram:ListUsers permission to the RAM
user.

1. Go to the Cluster Overview page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the left-side navigation pane, click UsersUsers.

3. On the UsersUsers page, click Add UserAdd User in the upper-left  corner.

4. In the Add UserAdd User dialog box, select  an exist ing RAM user as an EMR user account from the UsernameUsername
drop-down list  and specify PasswordPassword and Conf irm passwordConf irm password.

5. Click OKOK.

Remove a user accountRemove a user account
1. Go to the Cluster Overview page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the left-side navigation pane, click UsersUsers.

3. On the UsersUsers page, find the user account that you want to remove and click Delet eDelet e in the Act ion
column.

4. In the Delet eDelet e message, click OKOK.

Reset the password of a user accountReset the password of a user account
You can reset  the password of a user account.
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Not ice Not ice This operation may cause tasks that are running to fail.

1. Go to the Cluster Overview page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the left-side navigation pane, click UsersUsers.

3. On the UsersUsers page, find the user account whose password you want to reset  and click ResetReset
PasswordPassword in the Act ion column.

4. In the Set  PasswordSet  Password dialog box, enter the new password in the PasswordPassword and Conf irm PasswordConf irm Password
fields.

5. Click OKOK.

Download the authentication credentials of a user accountDownload the authentication credentials of a user account

Not ice Not ice Authentication credentials can be downloaded only in high-security clusters. You can
download the keytab file of a user account.

1. Go to the Cluster Overview page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the left-side navigation pane, click UsersUsers.

3. On the UsersUsers page, find the user account whose authentication credentials you want to download
and click Download Aut hent icat ion Credent ialsDownload Aut hent icat ion Credent ials in the Act ion column.

Update user account configurationsUpdate user account configurations
You can update the user account configurations that fail to take effect  at  the earliest  opportunity due
to network latency. You can also click Update to synchronize the added OpenLDAP user accounts to the
user account list  on the Users page.

On the UsersUsers page, click Updat eUpdat e to update the user account configurations.

Manage Linux user accountsManage Linux user accounts
You can use this feature for high-security clusters with a self-managed LDAP server deployed. When you
add a Linux user account, a Linux user account with a specific name is automatically created for each
node in the cluster. This account is also available on the nodes that are added when you scale out the
cluster in the future.

1. In the upper-right corner of the UsersUsers page, click Linux UsersLinux Users.

2. In the Linux User ManagementLinux User Management  dialog box, enter usernames. Separate mult iple usernames with
semicolons (;).
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3. Click AddAdd.

FAQFAQ
Q: Can different clusters share an EMR user account?

A: No, different clusters cannot share an EMR user account. EMR user accounts listed on the Users page
are valid only for the current cluster. For example, EMR user account A created in cluster-1 cannot be
shared with cluster-2. To use EMR user account A in cluster-2, you must create this account in cluster-2.

Tags are used to label clusters. You can use tags to identify and manage your cluster resources. You can
add tags when you create a cluster. You can also add tags on the Cluster Overview page of a created
cluster. You can add up to 20 tags to a single cluster. This topic describes how to add, remove, and view
tags and how to use tags to search for clusters.

ContextContext
An E-MapReduce (EMR) cluster contains mult iple Elast ic Compute Service (ECS) instances. When you create
an EMR cluster, two system tags are automatically added to each ECS instance in the cluster. To identify
the cluster to which an ECS instance belongs and to identify the role of the ECS instance in the cluster,
perform the following steps: Log on to the Alibaba Cloud ECS console and move the pointer over the tag
icon of an ECS instance on the Instances page.

For example, an ECS instance has the following system tags:

acs:emr:clusterId=C-A510C93EA117****

acs:emr:hostGroupType=CORE

In this example, the ECS instance is a core node of an EMR cluster whose ID is C-A510C93EA117****.

PrecautionsPrecautions
If  you update the tags of an EMR cluster, the tags of the ECS instances in the cluster are also updated
in the ECS console.

If  you update the tags of ECS instances in the ECS console, the tags of the EMR cluster to which the
ECS instances belong are not updated. To make sure that the tags of ECS instances are consistent with
the tags of the EMR cluster, we recommend that you do not update the tags of ECS instances in the
ECS console. If  the number of tags of an ECS instance in a cluster reaches the upper limit , you can no
longer create tags for the cluster.

Tag information is not shared across regions.

For example, tags that are created in the China (Hangzhou) region are invisible in the China (Shanghai)
region.

You can add up to 20 tags to a cluster. If  the number of tags that are added to a cluster exceeds the
upper limit , you must remove some of the tags before you add new tags.

Add a new tag or an existing tag when you create a clusterAdd a new tag or an existing tag when you create a cluster

3.5. Manage and use tags3.5. Manage and use tags
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1. 

2. In the top navigation bar, select  the region where your cluster resides and select  a resource group
based on your business requirements.

3. Click Clust er WizardClust er Wizard in the Clusters sect ion. In the Advanced Set t ingsAdvanced Set t ings sect ion of the BasicBasic
Set t ingsSet t ings step, f ind T agT ag and click +  Add+  Add.

For more information about how to create a cluster, see Create a cluster.

4. In the Creat e/Bind T agCreat e/Bind T ag dialog box, select  an exist ing tag key or enter a new tag key for Tag Key.

If  you select  an exist ing tag key, you can add an exist ing tag. If  you enter a new tag key, you can
create a tag and then add the tag.

Not e Not e Each tag consists of a key-value pair. Tag keys and tag values have the following
limits:

A tag key cannot be empty and can be up to 128 characters in length. A tag value can be
empty and can be up to 128 characters in length.

Tag keys and tag values cannot start  with aliyun or acs: and cannot contain http:// or
https://.

A tag key must be unique in a cluster. For example, the cit y/shanghaicit y/shanghai tag is added to a
cluster. If  the cit y/newyorkcit y/newyork tag is then added to the cluster, the cit y/shanghaicit y/shanghai tag is
automatically removed.

5. Click Conf irmConf irm.

Confirm the tag to be added.

6. Click Conf irmConf irm.

The tag is added.

Use tags to search for clustersUse tags to search for clusters
On the Cluster Management page, search for a cluster by using a tag key or tag value.

1. Go to the Cluster Management page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.
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2. On the Clust er ManagementClust er Management  page, click T agT ag and select  a tag key.

If  you do not select  a tag value, all clusters to which the tag key is added are displayed.

3. Click SearchSearch next  to T agT ag.

All the clusters that meet the search condit ion are displayed.

Manage the tags of an existing clusterManage the tags of an existing cluster
You can add, remove, or view the tags of an exist ing cluster.

1. Go to the Cluster Overview page of your cluster.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. Find the cluster whose tags you want to manage and click Det ailsDet ails in the Act ions column.

2. On the Clust er OverviewClust er Overview page, click Edit  T agEdit  T ag in the Clust er Inf oClust er Inf o sect ion.

3. In the Edit  T agEdit  T ag dialog box, perform the following steps:

Add a new tag.

a. Click Add T agAdd T ag in the lower-left  corner.

b. In the Edit  Tag dialog box, specify T ag KeyT ag Key and T ag ValueT ag Value.

c. Click Conf irmConf irm.

d. Click Conf irmConf irm.

Add an exist ing tag.

a. Click Exist ing T agsExist ing T ags in the lower-left  corner.

b. Select  an exist ing t ag keyt ag key and the t ag valuet ag value that matches the tag key.

c. Click Conf irmConf irm.

Remove a tag.

Click the  icon next  to a tag to remove this tag.

Not e Not e After you remove a tag from a cluster, the system automatically deletes the tag if
the tag is not added to other clusters.

You can group your resources based on usage, permissions, and regions. This way, you can manage
resources based on users and projects in a hierarchical manner. Each resource belongs to only one
resource group. Resource groups do not affect  the associat ion among resources. In E-MapReduce (EMR),
you can specify resource groups only for clusters and projects. This topic describes how to specify
resource groups for resources and provides related examples.

ContextContext
When you use resource groups, take note of the following points:

A resource group can contain resources in different regions. For example, Resource Group A contains

3.6. Use resource groups3.6. Use resource groups
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clusters in the China (Hangzhou) region and clusters in the China (Shanghai) region.

A resource group can contain different types of resources. For example, Resource Group A contains
resources such as clusters, ECS instances, and projects.

Clusters and projects that belong to the same Alibaba Cloud account and reside in the same region can
be associated across resource groups. For example, your Alibaba Cloud account can access Resource
Group A and Resource Group B. Resource Group A contains a project  that resides in the China (Beijing)
region. Resource Group B contains a cluster that also resides in the China (Beijing) region. In this case,
you can run a job of the project  in the cluster.

RAM users have access to resource groups as authorized. For example, if  you authorize a RAM user to
manage all Alibaba Cloud resources in your Alibaba Cloud account, all resource groups in your Alibaba
Cloud account are accessible to the RAM user.

LimitsLimits
You can create and manage a resource group and authorize RAM users to access the resource group
only in the Resource Management console. For more information, see What is Resource Management?

In EMR, you can specify resource groups only for clusters and projects. When you create or scale out a
cluster or move a cluster across resource groups, all nodes in the cluster are moved to the same
resource group as the cluster. The following node resources can be managed in resource groups:
Elast ic Compute Service (ECS) instances, disks, images, Elast ic Network Interfaces (ENIs), security groups,
and key pairs.

You cannot move resources across resource groups that belong to different Alibaba Cloud accounts.

Not ice Not ice If  you move a node resource to a different resource group, the cluster to which the
node resource belongs remains in the original resource group. To manage resources and grant
permissions in a centralized manner, we recommend that you manage node resources in the same
resource group as the cluster.

Specify a resource groupSpecify a resource group
A resource must belong to a resource group. If  you do not specify a resource group when you create a
resource, the resource is added to the default  resource group. This sect ion describes how to specify
resource groups when you create a cluster and a project.

Not e Not e When you create a resource, you can specify only a resource group to which you have
access.

Specify a resource group when you create a cluster

i. 

ii. In the top navigation bar, select  the region in which you want to create a cluster.

iii. Click Clust er WizardClust er Wizard.

iv. After you configure the software and hardware parameters, go to the Basic Set t ingsBasic Set t ings step and
configure the parameters in the Basic Information sect ion. Then, expand the Advanced Set t ingsAdvanced Set t ings
sect ion and select  an exist ing resource group from the Select  Resource GroupSelect  Resource Group drop-down list .

If  you want to create a resource group, click the linklink below the Select  Resource Group drop-down
list . For more information, see Create a resource group.

Not e Not e For more information about how to create a cluster, see Create a cluster.
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Specify a resource group when you create a project

i. 

ii. In the top navigation bar, select  the region in which you want to create a project.

iii. Click the Dat a Plat f ormDat a Plat f orm tab.

iv. On the Dat a Plat f ormDat a Plat f orm tab, click Creat e ProjectCreat e Project  in the upper-right corner.

v. In the Creat e ProjectCreat e Project  dialog box, configure the Project  NameProject  Name and Project  Descript ionProject  Descript ion
parameters and select  an exist ing resource group from the Select  Resource GroupSelect  Resource Group drop-down
list .

If  you want to create a resource group, click the linklink below the Select  Resource Group drop-down
list . For more information, see Create a resource group.

vi. Click Creat eCreat e.

For more information about how to create a project, see Manage projects.

ScenariosScenarios
You can use resource groups in the following scenarios:

Add resources that serve different purposes to different resource groups for separate management.
For more information, see Scenario 1: Add resources that serve different purposes to different
resource groups.

Configure an independent administrator for each resource group to manage users and user permissions
by resource group. For more information, see Scenario 2: Manage users and user permissions by
resource group.

Not e Not e RAM users can view resources as authorized. A RAM user may have access only to some of
the resource groups in an Alibaba Cloud account. In this case, if  the RAM user selects All ResourcesAll Resources
in the top navigation bar, a message that indicates the RAM user is not authorized to access all
resources appears.

Scenario 1: Add resources that serve different purposes to differentScenario 1: Add resources that serve different purposes to different
resource groupsresource groups
You can add clusters to be used in a test  environment and clusters to be used in a production
environment to different resource groups. During tests, select  a cluster from the resource group for the
test  environment. This prevents misoperations that may occur on production clusters. When you launch a
service, select  a cluster from the resource group for the production environment to ensure that the
service works as expected.

1. Create two resource groups named T est  EnvironmentT est  Environment  and Product ion EnvironmentProduct ion Environment .

For more information, see Create a resource group.

2. Configure the same administrator for the T est  EnvironmentT est  Environment  and Product ion EnvironmentProduct ion Environment
resource groups.

For more information, see Add RAM authorization.

3. Create two clusters named T est Env1T est Env1 and T est Env2T est Env2.

Specify the T est  EnvironmentT est  Environment  resource group for the clusters.

4. Create two clusters named ProdEnv1ProdEnv1 and ProdEnv2ProdEnv2.

Specify the Product ion EnvironmentProduct ion Environment  resource group for the clusters.
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5. Use the administrator account of the T est  EnvironmentT est  Environment  and Product ion EnvironmentProduct ion Environment  resource
groups to

6. Select  one of the resource groups from the top navigation bar.

The clusters in the selected resource group are displayed in the cluster list . For example, if  you select
T est  EnvironmentT est  Environment , the TestEnv1 and TestEnv2 clusters are displayed.

Scenario 2: Manage users and user permissions by resource groupScenario 2: Manage users and user permissions by resource group
You can add clusters and projects of a department to an independent resource group and configure an
independent administrator for the resource group. This way, you can separately manage the users and
user permissions of each resource group. In the following procedure, resource groups for a developmentdevelopment
depart mentdepart ment  and a t est  depart mentt est  depart ment  are created.

1. Create two resource groups named Develop DeptDevelop Dept  and T est  DeptT est  Dept .

For more information, see Create a resource group.

2. Configure different administrators for the Develop DeptDevelop Dept  and T est  DeptT est  Dept  resource groups.

For more information, see Add RAM authorization.

3. Create a cluster named IT Clust erIT Clust er and a project  named IT FlowProjectIT FlowProject . Select  the Develop DeptDevelop Dept
resource group for the cluster and project.

For more information about how to create a cluster, see Create a cluster. For more information about
how to create a project, see Manage projects.

4. Create two clusters named FinanceClust er1FinanceClust er1 and FinanceClust er2FinanceClust er2. Select  the T est  DeptT est  Dept  resource
group for the clusters.

5. Use the administrator account of the Test  Dept resource group to

6. Select  the T est  DeptT est  Dept  resource group in the top navigation bar.

The FinanceCluster1 and FinanceCluster2 clusters are displayed in the cluster list .

Security groups are an important means for network security isolat ion. Security groups are used to
configure network access control for Elast ic Compute Service (ECS) instances in a cluster. This topic
describes how to add an ECS instance to a security group and add security group rules.

ContextContext
When you create a cluster, you must create a security group or select  an exist ing security group. You can
add security group rules to control outbound and inbound network access for all ECS instances in the
security group.

We recommend that you add ECS instances to different security groups and configure access control
policies for each security group based on the use scenarios of the ECS instances. In this topic, the security
groups that exist  before you use E-MapReduce (EMR) are referred to as user security groups, and the
security groups that are created when you create EMR clusters are referred to as EMR security groups.

Usage notesUsage notes
When you add security group rules, you must allow access only from specific IP addresses. To prevent
attacks, you are not allowed to set  the IP address to 0.0.0.0/00.0.0.0/0.

When you configure inbound and outbound rules for applications, follow the principle of least
privilege. You can allow access only from the current public IP address when you configure a security

3.7. Manage security groups3.7. Manage security groups

Clust er Management ··Configure clus
t ers

E-MapReduce

50 > Document  Version: 20220517

https://www.alibabacloud.com/help/doc-detail/94485.htm#task-xpl-kjm-4fb
https://www.alibabacloud.com/help/doc-detail/94490.htm#task-sst-wjm-4fb
https://www.alibabacloud.com/help/doc-detail/28088.htm#concept-olg-vq3-y2b
https://www.alibabacloud.com/help/doc-detail/85392.htm#concept-rqw-qz2-z2b


group rule.

To obtain the current public IP address, visit  http://myip.ipip.net/.

Create a security groupCreate a security group
When you create an EMR cluster, you can create a security group or select  an exist ing security group.

Not ice Not ice Do not use an advanced security group that is created in the ECS console.

Add an instance to a security groupAdd an instance to a security group

Not eNot e

An ECS instance of the classic network type must be added to a security group of the classic
network type in the same region.

An ECS instance of the virtual private cloud (VPC) type must be added to a security group in
the same VPC.

1. Go to the Cluster Overview page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the Inst ance Inf oInst ance Inf o sect ion, click Mast er Inst ance Group (MAST ER)Mast er Inst ance Group (MAST ER) or Core Inst ance GroupCore Inst ance Group
(CORE)(CORE). Then, click the ID in the ECS IDECS ID column for an ECS instance.

3. On the Instances page, click the Securit y GroupsSecurit y Groups tab.

4. On the Securit y GroupsSecurit y Groups tab, click Add t o Securit y GroupAdd t o Securit y Group.

5. In the Add t o Securit y GroupAdd t o Securit y Group dialog box, select  a security group from the Securit y GroupSecurit y Group drop-
down list .

If  you want to add the ECS instance to mult iple security groups at  the same t ime, click Join Mult ipleJoin Mult iple
Securit y GroupsSecurit y Groups after you select  a security group. The security group is added to the box that
appears. Then, perform the same operations to add other security groups to the box.

6. Click OKOK.

Repeat Step 2 to Step 6 until all the ECS instances in the EMR cluster are added to security groups.

Add a security group ruleAdd a security group rule
1. Obtain the public IP address of your on-premises machine.

For security purposes, we recommend that you allow access only from the current public IP address
when you configure a security group rule. To obtain your current public IP address, visit
http://myip.ipip.net/.

2. Go to the Clust er OverviewClust er Overview page of your EMR cluster.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.
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iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

v. In the Net work Inf oNet work Inf o sect ion of the Clust er OverviewClust er Overview page, click the link of Securit y Group IDSecurit y Group ID.

3. On the Securit y Group RulesSecurit y Group Rules page, add security group rules.

Configure the Port  RangePort  Range and Aut horizat ion ObjectAut horizat ion Object  parameters. Retain the default  values of the
other parameters. For more information, see Add a security group rule.

Parameter Description

Port  RangePort  Range
Set this parameter to the port that is used to access the ECS
instance.

Aut horiz at ion ObjectAut horiz at ion Object

Set this parameter to the public IP address that is obtained in Step 1.

Not ice Not ice To prevent attacks from external users, you are
not allowed to set Aut horiz at ion ObjectAut horiz at ion Object  to 0.0.0.0/00.0.0.0/0.

4. Click SaveSave.

This topic describes how to specify Data Lake Formation (DLF) as the metadatabase of a Hadoop cluster
in the E-MapReduce (EMR) console.

ContextContext
DLF is a fully managed service that is developed by Alibaba Cloud to help you easily build and manage a
cloud-native data lake. DLF allows you to manage metadata and user permissions in a centralized
manner, ingest  data into data lakes with ease, and explore data in data lakes with a few clicks. For more
information, see Overview.

DLF also allows you to connect the cloud-native data lake to various compute engines. This way, you can
break down data silos and gain insight into the business value of data.

PrerequisitesPrerequisites
The DLF service is act ivated in the DLF console.

LimitsLimits
DLF is compatible only with Hive 2.x, Hive 3.x, Presto, and Spark SQL in EMR.

You can specify DLF as the Hive metadatabase only for a Hadoop cluster in EMR V3.33.0 or a later minor
version, or in EMR V4.5.0 or a later minor version.

DLF can be used to manage the metadata of Hadoop clusters in EMR only in the China (Beijing), China
(Shanghai), China (Hangzhou), and China (Shenzhen) regions.

Change the storage type of the metadataChange the storage type of the metadata
You can change the value of a Hive parameter to change the storage type of the metadata.

3.8. Manage Metadata3.8. Manage Metadata
3.8.1. Configure DLF as a metadatabase3.8.1. Configure DLF as a metadatabase
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Not e Not e To migrate metadata from a metadatabase, submit  a t icket.

1. Go to the Hive service page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. Find your cluster and click Det ailsDet ails in the Act ionsAct ions column.

v. In the left-side navigation pane, choose Clust er ServiceClust er Service >  > HiveHive.

2. Change the value of the hive.imet ast oreclient .f act ory.classhive.imet ast oreclient .f act ory.class parameter.

i. Click the Conf igureConf igure tab.

ii. In the Configuration Filter sect ion, enter the hive.imet ast oreclient .f act ory.classhive.imet ast oreclient .f act ory.class parameter in

the search box and click the  icon. Then, specify a value for the parameter based on the

storage type that you want to use.

Use a built-in MySQL database or an independent ApsaraDB RDS for MySQL database as the
metadatabase

Set the value of the hive.imet ast oreclient .f act ory.classhive.imet ast oreclient .f act ory.class parameter to
org.apache.hadoop.hive.ql.met adat a.SessionHiveMet aSt oreClient Fact oryorg.apache.hadoop.hive.ql.met adat a.SessionHiveMet aSt oreClient Fact ory.

Use DLF as the metadatabase

Set the value of the hive.imet ast oreclient .f act ory.classhive.imet ast oreclient .f act ory.class parameter to
com.aliyun.dat alake.met ast ore.hive2.Dlf Met aSt oreClient Fact orycom.aliyun.dat alake.met ast ore.hive2.Dlf Met aSt oreClient Fact ory.

3. Save the configuration.

i. Click SaveSave in the upper-right corner of the Hive service page.

ii. In the Conf irm ChangesConf irm Changes dialog box, configure the Descript ion parameter and click OKOK.

4. Restart  the Hive metastore.

i. On the Hive service page, choose Act ionsAct ions >  > Rest art  Hive Met ast oreRest art  Hive Met ast ore in the upper-right corner.

ii. In the Clust er Act ivit iesClust er Act ivit ies dialog box that appears, configure the parameters and click OKOK.

iii. In the Conf irmConf irm message, click OKOK.

To view the task progress, click Hist oryHist ory in the upper-right corner.

This topic describes how to configure an independent ApsaraDB RDS for MySQL database as the
metadatabase of a Hadoop cluster in the E-MapReduce (EMR) console.

PrerequisitesPrerequisites
An ApsaraDB RDS for MySQL instance is purchased. For more information, see Create an ApsaraDB RDS for
MySQL instance.

3.8.2. Configure an independent ApsaraDB RDS3.8.2. Configure an independent ApsaraDB RDS
for MySQL databasefor MySQL database
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Not e Not e In this topic, an ApsaraDB RDS for MySQL instance that runs MySQL 5.7 is used.

LimitsLimits
When you create an ApsaraDB RDS for MySQL instance, you must set  Dat abase EngineDat abase Engine to MySQL 5.7MySQL 5.7
and Edit ionEdit ion to High-availabilit yHigh-availabilit y.

ProcedureProcedure
1. Step 1: Prepare a metadatabase

Prepare a metadatabase.

2. Step 2: Create a cluster

Create a cluster in the EMR console and associate the cluster with the metadatabase.

3. (Optional)Step 3: Init ialize the metastore service

Init ialize the metastore service based on the Hive version.

Not ice Not ice If  you created a Hadoop cluster, perform this step.

Step 1: Prepare a metadatabaseStep 1: Prepare a metadatabase
1. Create a database named hivemeta.

For more information, see the "Create a database" sect ion of the Create accounts and databases for
an ApsaraDB RDS for MySQL instance topic.

2. Create an account and grant read and write permissions to the account.
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Not iceNot ice

For more information about how to create an account, see the "Create an account" sect ion of
the Create accounts and databases for an ApsaraDB RDS for MySQL instance topic.

Record the username and password of the account that you created. The username and password
are required when you create a cluster. For information about how to create a cluster, see Step 2:
Create a cluster.

3. Obtain the internal endpoint  of the database.
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i. Configure an IP address whitelist . For more information, see Use a database client or the CLI to
connect to an ApsaraDB RDS for MySQL instance.

ii. In the left-side navigation pane of the instance details page, click Dat abase Connect ionDat abase Connect ion.

iii. On the Dat abase Connect ionDat abase Connect ion page, click the Copy icon on the right of the internal endpoint  to
copy the internal endpoint.

Record the internal endpoint. This endpoint  is required when you create a cluster. For more
information about how to create a cluster, see Step 2: Create a cluster.

Step 2: Create a clusterStep 2: Create a cluster
In the Basic Set t ingsBasic Set t ings step, configure the parameters described in the following table. For more
information about the configurations of other parameters, see Create a cluster.

Parameter Description

Clust er NameClust er Name
The name of the cluster. The name must be 1 to 64 characters in length
and can contain only letters, digits, hyphens (-), and underscores (_).

T ypeT ype Select Independent  ApsaraDB RDS f or MySQLIndependent  ApsaraDB RDS f or MySQL.

Connect ion URLConnect ion URL

Set Connect ion URLConnect ion URL to a value in the format of jdbc:mysql://rm-
xxxxxx.mysql.rds.aliyuncs.com/<Database name>?
createDatabaseIfNotExist=true&characterEncoding=UTF-8.

rm-xxxxxx.mysql.rds.aliyuncs.com indicates the internal endpoint
obtained in Step 1: Prepare a metadatabase.

<Database name> indicates the name of the database created in
Step 1: Prepare a metadatabase.

Dat abase UsernameDat abase Username
Set this parameter to the username of the account created in Step 1:
Prepare a metadatabase.

Dat abase PasswordDat abase Password
Set this parameter to the password of the account created in Step 1:
Prepare a metadatabase.

Step 3: Init ialize the metastore serviceStep 3: Init ialize the metastore service
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Not ice Not ice For a Hadoop cluster, perform the following steps to init ialize the metastore service
based on the Hive version.

1. Go to the Cluster Overview page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the Sof t ware Inf oSof t ware Inf o sect ion of the Clust er OverviewClust er Overview page, check the Hive version and init ialize
the metastore service of Hive.

If  the Hive version is 2.3.X, perform the following steps to init ialize the service:

a. Enter the specified directory.

cd /usr/lib/hive-current/scripts/metastore/upgrade/mysql/

b. Log on to the ApsaraDB RDS for MySQL database.

mysql -h {Private or public IP address of the ApsaraDB RDS for MySQL database} -u{U
sername to log on to the ApsaraDB RDS for MySQL database} -p{Password to log on to 
the ApsaraDB RDS for MySQL database}

c. Run the following command on the command line of the ApsaraDB RDS for MySQL database:

use {Name of the ApsaraDB RDS for MySQL database};
source /usr/lib/hive-current/scripts/metastore/upgrade/mysql/hive-schema-2.3.0.mysq
l.sql;

Parameter descript ion:

 {Username to log on to the ApsaraDB RDS for MySQL database}  indicates the username of
the account created in Step 1: Prepare a metadatabase.

 {Password to log on to the ApsaraDB RDS for MySQL database}  indicates the password of
the account created in Step 1: Prepare a metadatabase.

 {Name of the ApsaraDB RDS for MySQL database}  indicates the name of the database
created in Step 1: Prepare a metadatabase.

If  the Hive version is not 2.3.X, perform the following steps to init ialize the service:

a. Log on to the master node of the cluster by using SSH. For more information, see Log on to a
cluster.

b. Run the following command to switch to the hadoop user:

su hadoop

c. Run the following command to log on to the ApsaraDB RDS for MySQL database:

schematool -initSchema -dbType mysql

After the metastore service is init ialized, you can use the created ApsaraDB RDS for MySQL
database as the Hive metadatabase.

E-MapReduce Clust er Management ··Configure clus
t ers

> Document  Version: 20220517 57

https://www.alibabacloud.com/help/doc-detail/169150.htm#task-2508490


Not e Not e Before the metastore service is init ialized, exceptions may occur in the MetaStore
and HiveServer2 processes for Hive and the ThriftServer process for Spark. After the metastore
service is init ialized, the processes are recovered.

FAQFAQ
What do I do if  the "Failed to get schema version" error is reported when the MetaStore client  is
init ialized?

What do I do if  Hive metadata contains Chinese characters, such as Chinese characters in column
comments and part it ion names?

E-MapReduce (EMR) allows you to use bootstrap act ions to install third-party software and modify the
runtime environment of your clusters. This topic describes how to add, edit , clone, and remove bootstrap
actions.

ContextContext
Bootstrap act ions can help you perform many operations that are not supported by EMR clusters. For
example, you can use bootstrap act ions to perform the following operations:

Use Yellowdog Updater, Modified (YUM) to install software whose installat ion package is available.

Download public software from the Internet.

Read your data from Object  Storage Service (OSS).

Install and run services, such as Flink or Impala.

LimitsLimits
You can add a maximum of 10 bootstrap act ions. Bootstrap act ions are performed in the order that
you specified.

By default , the script  that you specified is run by the root user. You can add the su hadoopsu hadoop command
to the script. This way, the script  is run by the hadoop user.

Add a bootstrap actionAdd a bootstrap action
You can use one of the following methods to add a bootstrap act ion:

Method 1: Add a bootstrap act ion when you create a cluster.

i. Go to the Cluster Management page.

a. 

b. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

c. Click the Clust er ManagementClust er Management  tab.

ii. Click Clust er WizardClust er Wizard in the upper-right corner.

iii. In the Advanced Set t ingsAdvanced Set t ings sect ion of the Basic Set t ingsBasic Set t ings step, f ind Boot st rap Act ionsBoot st rap Act ions and click
+  Add+  Add.

iv. In the Add Boot st rap Act ionsAdd Boot st rap Act ions dialog box, configure the following parameters.

3.9. Manage bootstrap actions3.9. Manage bootstrap actions
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Parameter Description

NameName The name of the bootstrap action that you want to add.

Script  Pat hScript  Pat h
The OSS path where the script file is located.

You must specify this parameter in the oss://**/*.sh format.

Paramet erParamet er
The parameter of the bootstrap action script. The
parameter is used to specify the value of the variable that is
referenced in the script.

T arget  NodesT arget  Nodes

Clust erClust er: The bootstrap action is applicable to the entire
cluster.

Host  GroupHost  Group: The bootstrap action is applicable only to a
specific machine group.

You can select Core Instance Group, Master Instance
Group, or an existing machine group.

Execut ion AtExecut ion At

Bef ore Component  St art upBef ore Component  St art up: The system runs the
script before the deployed components are started.

Af t er Component  St art upAf t er Component  St art up: The system runs the script
after the deployed components are started.

Execut ion Failure PolicyExecut ion Failure Policy

ProceedProceed: If the script fails to be run, the system
continues to run the next script.

St opSt op: If the script fails to run, the system stops running
scripts.

v. Click OKOK.

Examples of bootstrap act ions are provided in Examples for your reference.

Not e Not e The added bootstrap act ion may fail to be performed. However, the failure does
not affect  the creation of the cluster.

After the cluster is created, you can check the value of Boot st rap Act ions/EMR VersionBoot st rap Act ions/EMR Version in the
Cluster Info sect ion of the Clust er OverviewClust er Overview page to determine whether an exception occurs. If
an exception occurs, you can log on to each node of the cluster and view the operational log.
Operational logs are stored in the /var/log/bootstrap-actions directory.

Method 2: Add a bootstrap act ion after you create a cluster.

i. Go to the Bootstrap Actions page.

a. 

b. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

c. Click the Clust er ManagementClust er Management  tab.

d. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.
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e. In the left-side navigation pane, click Boot st rap Act ionsBoot st rap Act ions.

ii. On the Boot st rap Act ionsBoot st rap Act ions page, click Add Boot st rap Act ionsAdd Boot st rap Act ions.

iii. In the Add Boot st rap Act ionsAdd Boot st rap Act ions dialog box, configure the following parameters.

Parameter Description

NameName The name of the bootstrap action that you want to add.

Script  Pat hScript  Pat h
The OSS path where the script file is located.

You must specify this parameter in the oss://**/*.sh format.

Paramet erParamet er
The parameter of the bootstrap action script. The
parameter is used to specify the value of the variable that is
referenced in the script.

T arget  NodesT arget  Nodes

Clust erClust er: The bootstrap action is applicable to the entire
cluster.

Host  GroupHost  Group: The bootstrap action is applicable only to a
specific machine group.

You can select Core Instance Group, Master Instance
Group, or an existing machine group.

Execut ion AtExecut ion At

Bef ore Component  St art upBef ore Component  St art up: The system runs the
script before the deployed components are started.

Af t er Component  St art upAf t er Component  St art up: The system runs the script
after the deployed components are started.

Execut ion Failure PolicyExecut ion Failure Policy

ProceedProceed: If the script fails to be run, the system
continues to run the next script.

St opSt op: If the script fails to run, the system stops running
scripts.

iv. Click OKOK.

Examples of bootstrap act ions are provided in Examples for your reference.

Edit a bootstrap actionEdit a bootstrap action
1. Go to the Bootstrap Actions page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

v. In the left-side navigation pane, click Boot st rap Act ionsBoot st rap Act ions.

2. On the Boot st rap Act ionsBoot st rap Act ions page, find the bootstrap act ion that you want to edit  and click EditEdit  in
the Act ions column.
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3. In the Edit  Boot st rap Act ionEdit  Boot st rap Act ion dialog box, modify the configuration items based on your business
requirements. All configuration items can be modified.

4. Click OKOK.

Clone a bootstrap actionClone a bootstrap action
1. Go to the Bootstrap Actions page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

v. In the left-side navigation pane, click Boot st rap Act ionsBoot st rap Act ions.

2. On the Boot st rap Act ionsBoot st rap Act ions page, find the bootstrap act ion that you want to clone and click CloneClone
in the Act ions column.

3. In the Clone Boot st rap Act ionClone Boot st rap Act ion dialog box, modify the configuration items based on your business
requirements. All configuration items can be modified.

4. Click OKOK.

Remove a bootstrap actionRemove a bootstrap action
1. Go to the Bootstrap Actions page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

v. In the left-side navigation pane, click Boot st rap Act ionsBoot st rap Act ions.

2. On the Boot st rap Act ionsBoot st rap Act ions page, find the bootstrap act ion that you want to remove and click
Delet eDelet e in the Act ions column.

3. In the Delet e Boot st rap Act ionDelet e Boot st rap Act ion message, click OKOK.

ExamplesExamples
When you add a bootstrap act ion, you must specify a bootstrap act ion name, the OSS path of a script
file, and a parameter of the script  based on your business requirements. When the bootstrap act ion is
performed, each node downloads the script  from the specified OSS path and runs the script  directly or
based on optional parameters. This sect ion provides two examples:

Example 1

You can specify the file that you want to download from OSS in the script. In this example, you can use
the following script  to download the <myfile>.tar.gz file from the oss://<yourbucket>/ directory and
decompress the file to the /<yourdir> directory on your computer.
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Not ice Not ice The OSS endpoint  in the script  can be an internal, public, or VPC endpoint. If  you use
the classic network, you must specify an internal endpoint. For example, the internal endpoint  that
corresponds to the China (Hangzhou) region is oss-cn-hangzhou-internal.aliyuncs.com. If  you use a
virtual private cloud (VPC), you must specify an endpoint  that you can access from the VPC. For
example, the endpoint  that corresponds to the China (Hangzhou) region is vpc100-oss-cn-hangzh
ou.aliyuncs.com.

#!/bin/bash
osscmd --id=<yourid> --key=<yourkey> --host=oss-cn-hangzhou-internal.aliyuncs.com get oss:/
/<yourbucket>/<myfile>.tar.gz ./<myfile>.tar.gz
mkdir -p /<yourdir>
tar -zxvf <myfile>.tar.gz -C /<yourdir>

Example 2

You can use YUM to install addit ional system software. For example, you can use the following script  to
install ld-linux.so.2:

#!/bin/bash
yum install -y ld-linux.so.2

After you create a cluster, especially a subscript ion cluster, you can run scripts on mult iple nodes at  the
same t ime to meet your business requirements, such as to install third-party software or modify the
running environment of the cluster.

ContextContext
You can take bootstrap act ions to init ialize on-demand clusters. A cluster script  is similar to a bootstrap
action. After a cluster is created, you can use the cluster script  feature to install software and services
previously unavailable to your cluster. Example:

Use YUM to install software already provided.

Download public software from the Internet.

Install software to read your data from Object  Storage Service (OSS).

Install and run a service, such as Flink or Impala. However, the script  you want to write is more complex.

PrerequisitesPrerequisites
A cluster is created. For more information, see Create a cluster.

The cluster is in the Idle or Running state. Scripts cannot run on clusters in other states.

Cluster scripts are developed or obtained and uploaded to OSS. For more information about the
cluster scripts, see Examples.

PrecautionsPrecautions
Only one cluster script  can run on a cluster at  a specific point  in t ime. You cannot submit  another
cluster script  if  one is already in progress. You can retain a maximum of 10 cluster script  records for
each cluster. If  more than 10 records exist , you must delete the previous records before you create new
cluster scripts.

A cluster script  may succeed on some nodes, but fail on others. For example, if  you restart  a node, the

3.10. Cluster scripts3.10. Cluster scripts
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script  may fail to run. After you resolve the issue, you can run the cluster script  on the failed nodes
again. After you scale out a cluster, you can also run cluster scripts on the added nodes.

You can use the cluster script  feature to download scripts from OSS to a specific node and run these
scripts. If  the scripts fail to be run, you can log on to the node to check the operational log. The
operational log for each node is stored in the /var/log/cluster-scripts/clusterScript Id path. If  the
cluster is configured with an OSS log storage directory, the operational log is also stored in the osslogp
ath/clusterId/ip/cluster-scripts/clusterScript Id path.

Create a cluster scriptCreate a cluster script
1. Go to the Cluster Overview page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the left-side navigation pane of the page that appears, click Clust er Script sClust er Script s.

3. On the Clust er Script sClust er Script s page, click Creat e and RunCreat e and Run in the upper-right corner.

4. In the Creat e ScriptCreat e Script  dialog box, specify NameName, ScriptScript , and T arget  NodesT arget  Nodes.

Not e Not e We recommend that you test  the cluster script  feature on a single node before you
use the feature on the entire cluster.

5. Click OKOK.

After a cluster script  is created, it  is displayed in the cluster script  list  and is in the Running state.

Click Ref reshRef resh in the upper-right corner to update the status of the cluster script.

Click Det ailsDet ails in the Act ions column to view the running status of the cluster script.

Click Delet eDelet e in the Act ions column to delete the cluster script  that you created.

ExamplesExamples
Similar to a bootstrap act ion, you can specify the file that you want to download from OSS in the script.
In the following example, the myfile.tar.gz file in the oss://yourbucket directory is downloaded to your
computer and decompressed to the /yourdir directory.

#!/bin/bash
osscmd --id=<yourAccessKeyId> --key=<yourAccessKeySecret> --host=oss-cn-hangzhou-internal.ali
yuncs.com get oss://<yourBucketName>/<yourFile>.tar.gz ./<yourFile>.tar.gz
mkdir -p /<yourDir>
tar -zxvf <yourFile>.tar.gz -C /<yourDir>

Not e Not e The specified OSS address can be an internal, public, or VPC endpoint. If  the node is of
the classic network type, you must specify an internal endpoint. For example, the internal endpoint
for a node that resides in the China (Hangzhou) region is oss-cn-hangzhou-internal.aliyuncs.com. If
the node is of the VPC type, you must specify a domain name that you can access from the VPC. For
example, the domain name for a node that resides in the China (Hangzhou) region is vpc100-oss-cn-
hangzhou.aliyuncs.com.
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You can also use YUM to install addit ional system software packages, such as ld-linux.so.2.

#!/bin/bash
yum install -y ld-linux.so.2

By default , the root account is used to run specified scripts on a cluster. You can run the  su hadoop 
command in the script  to switch to the hadoop user.

The cluster resource management feature of E-MapReduce is ideal for scenarios that involve large-scale
clusters with many tenants. Currently, you can only manage resources of E-MapReduce Hadoop clusters.

BackgroundBackground
The cluster resource management feature provides the following benefits:

Different departments or users can use different resource queues. This facilitates resource isolat ion.

Resource queues are elast ic, which improves the use efficiency of clusters.

Resource managementResource management
Currently, you can use Capacity Scheduler or Fair Scheduler to manage E-MapReduce cluster resources.

Capacity Scheduler: For more information, see Use Capacity Scheduler.

Fair Scheduler: For more information, see Use Fair Scheduler.

Not e Not e You can also visit  the official websites of Capacity Scheduler and Fair Scheduler to learn
more about the components.

Capacity Scheduler

Capacity Scheduler is a built-in scheduler in Apache YARN. The YARN service that is deployed in an E-
MapReduce (EMR) cluster uses Capacity Scheduler as the default  scheduler. Capacity Scheduler is a mult i-
tenant, hierarchical resource scheduler. Resources used in each child queue are allocated based on the
configured capacity.

PrerequisitesPrerequisites
An EMR Hadoop cluster is created. For more information, see Create a cluster.

PrecautionsPrecautions
After you turn on Enable Resource Queue, you can no longer configure cluster resources on the
capacit y-schedulercapacit y-scheduler tab in the Service Configuration sect ion of the Conf igureConf igure tab on the YARN service
page. Exist ing configurations are synchronized to the Clust er ResourcesClust er Resources page. If  you want to configure
cluster resources on the Conf igureConf igure tab of the YARN service page, turn off Enable Resource Queue on the
Clust er ResourcesClust er Resources page.

Configure Capacity SchedulerConfigure Capacity Scheduler

3.11. Manage cluster resources3.11. Manage cluster resources
3.11.1. Cluster resource overview3.11.1. Cluster resource overview

3.11.2. Use Capacity Scheduler3.11.2. Use Capacity Scheduler
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1. Go to the Cluster Resources page.

i. 

ii. In the top navigation bar, select  the region where you want to create a cluster. The region of a
cluster cannot be changed after the cluster is created.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

v. In the left-side navigation pane of the page that appears, click Clust er ResourcesClust er Resources.

2. Enable Capacity Scheduler.

i. On the Clust er ResourcesClust er Resources page, turn on Enable Resource QueueEnable Resource Queue.

ii. Select  Capacit y SchedulerCapacit y Scheduler for Queue Type.

Not e Not e If  you use the cluster resource management feature for the first  t ime, the Queue
Type parameter is set  to Capacit y SchedulerCapacit y Scheduler by default .

iii. Click SaveSave.

3. In the upper-right corner of the Clust er ResourcesClust er Resources page, click Queue Set t ingsQueue Set t ings.

4. Configure queue information on the Queue Set t ingsQueue Set t ings tab.

Find your queue and click EditEdit  in the Act ions column to modify resource queue information.

Find your queue and choose MoreMore >  > Creat e Child QueueCreat e Child Queue in the Act ions column to create a child
queue.

You cannot create a child queue for the default  queue.

rootroot  is a level-1 queue. It  is the parent queue of all other queues and manages all resources of
YARN. By default , only the default  queue is available within the root queue.

Not iceNot ice

The sum of the Capacity values set  for all child queues at  the same level within the same
parent queue must be 100, in percentage. For example, two child queues default  and
department are available within the root queue. The sum of the Capacity values set  for
the default  and department queues must be 100. Child queues market and dev are
available within the department queue. The sum of the Capacity values set  for the market
and dev queues must also be 100.

If  you do not specify a queue when applications are running, jobs are submitted to the
default  queue.

After you create a level-2 queue within the root queue, you need only to click DeployDeploy to
make the configuration take effect.

After you create or modify a level-3 queue within the root queue, you must restart
ResourceManager to make the configuration take effect.

You must restart  ResourceManager after you modify the name of a queue.

Switch the scheduler typeSwitch the scheduler type
After Enable Resource Queue is turned on, you can perform the following steps to switch the scheduler
type:
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Not ice Not ice After the switchover is complete, you must restart  ResourceManager to make the
configuration take effect.

1. In the upper-right corner of the Clust er ResourcesClust er Resources page, click Select  SchedulerSelect  Scheduler.

2. Select  the required scheduler for Queue Type.

3. Click SaveSave.

4. Restart  ResourceManager.

i. In the upper-right corner of the Clust er ResourcesClust er Resources page, choose Act ionsAct ions > >
Rest art ResourceManagerRest art ResourceManager.

ii. In the Clust er Act ivit iesClust er Act ivit ies dialog box, configure the parameters and click OKOK.

iii. In the Conf irmConf irm message, click OKOK.

When a success message appears, the scheduler type is switched.

Disable the cluster resource management featureDisable the cluster resource management feature

Not e Not e After you disable the cluster resource management feature, you cannot perform
operations on the Cluster Resources page. If  you want to use the cluster resource management
feature again, turn on Enable Resource Queue on the Cluster Resources page or configure the xml-
direct-to-file-content parameter on the capacit y-schedulercapacit y-scheduler tab in the Service Configuration
section of the Conf igureConf igure tab on the YARN service page.

1. On the Cluster Resources page, turn off Enable Resource QueueEnable Resource Queue.

2. In the Disable Resource QueueDisable Resource Queue dialog box, click OKOK.

Submit a jobSubmit a job
If  you do not specify a queue when applications are running, jobs are submitted to the default  queue.

You must specify a child queue. Tasks cannot be submitted to the parent queue.

You must use the mapreduce.job.queuenamemapreduce.job.queuename parameter to specify the queue to which you want to
submit  a job. Example:

`hadoop jar /usr/lib/hadoop-current/share/hadoop/mapreduce/hadoop-mapreduce-examples-2.8.5.
jar pi -Dmapreduce.job.queuename=test  2 2`

Fair Scheduler

Fair Scheduler is a built-in scheduler in Apache YARN. It  is used to fairly allocate resources to applications
running on YARN. The resources used in each queue are allocated based on the configured weight.

PrerequisitesPrerequisites
An EMR Hadoop cluster is created. For more information, see Create a cluster.

PrecautionsPrecautions

3.11.3. Use Fair Scheduler3.11.3. Use Fair Scheduler
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After you turn on Enable Resource Queue, you can no longer configure cluster resources on the f air-f air-
schedulerscheduler tab in the Service Configuration sect ion of the Conf igureConf igure tab on the YARN service page.
Exist ing configurations are synchronized to the Clust er ResourcesClust er Resources page. If  you want to configure
cluster resources on the Conf igureConf igure tab of the YARN service page, turn off Enable Resource Queue on the
Clust er ResourcesClust er Resources page.

Configure Fair SchedulerConfigure Fair Scheduler
1. Go to the Cluster Resources page.

i. 

ii. In the top navigation bar, select  the region where you want to create a cluster. The region of a
cluster cannot be changed after the cluster is created.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

v. In the left-side navigation pane of the page that appears, click Clust er ResourcesClust er Resources.

2. Enable Fair Scheduler.

i. On the Clust er ResourcesClust er Resources page, turn on Enable Resource QueueEnable Resource Queue.

ii. Select  Fair SchedulerFair Scheduler for Queue Type.

Not e Not e If  you use the cluster resource management feature for the first  t ime, the Queue
Type parameter is set  to Capacit y SchedulerCapacit y Scheduler by default .

iii. Click SaveSave.

3. In the upper-right corner of the Clust er ResourcesClust er Resources page, click Queue Set t ingsQueue Set t ings.

4. Configure queue information on the Queue Set t ingsQueue Set t ings tab.

Find your queue and click EditEdit  in the Act ions column to modify resource queue information.

Find your queue and choose MoreMore >  > Creat e Child QueueCreat e Child Queue in the Act ions column to create a child
queue.

You cannot create a child queue for the default  queue.

rootroot  is a level-1 queue. It  is the parent queue of all other queues and manages all resources of
YARN. By default , only the default  queue is available within the root queue.
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Not ice Not ice Parameters of a parent queue have a higher priority than those of its child queues
because the queue configurations are nested. If  the resource usage configured for a child queue
is higher than that of the parent queue, the scheduler allocates resources to the child queue
based on the parameter sett ings of the parent queue.

Queue NameQueue Name is required. A queue name cannot contain periods (.).

WeightWeight  is required. If  the weight is reached, it  is considered that resources are fairly
allocated to queues. Weights take effect  on level-2, level-3, and lower-level queues. For
example, a parent queue has a child queue with a weight of 2 and another child queue
with a weight of 1. If  tasks are running in the child queues and the resource allocation
ratio reaches 2:1, resources are fairly allocated.

Maximum ResourcesMaximum Resources specifies the maximum number of vCores and the maximum memory
space that can be allocated to a queue. The values of this parameter must be greater
than the values of Minimum ResourcesMinimum Resources but less than the resource scale that the YARN
service can provide. If  the values of the Maximum Resources parameter are greater than
the resource scale, the resource scale takes effect  for the queue. For example, the
number of vCores that the YARN service can provide is 16, but the value of vCores for
Maximum Resources is 20. In this case, 16 vCores are allocated to the queue.

If  you do not specify a queue when applications are running, jobs are submitted to the
default  queue.

If  you do not restart  ResourceManager after you modify the name of a child queue, tasks
can st ill be submitted to the original queue. However, the queue configuration is no
longer displayed in the EMR console. After you restart  ResourceManager, the original
queue becomes unavailable.

After you delete a queue that is not a level-2 queue, click DeployDeploy to make the
modificat ion take effect. After you delete a level-2 queue, choose Act ionsAct ions > >
Rest art ResourceManagerRest art ResourceManager in the upper-right corner of the Cluster Resources page to
make the modificat ion take effect.

Switch the scheduler typeSwitch the scheduler type
After Enable Resource Queue is turned on, you can perform the following steps to switch the scheduler
type:

Not ice Not ice After the switchover is complete, you must restart  ResourceManager to make the
configuration take effect.

1. In the upper-right corner of the Clust er ResourcesClust er Resources page, click Select  SchedulerSelect  Scheduler.

2. Select  the required scheduler for Queue Type.

3. Click SaveSave.

4. Restart  ResourceManager.

i. In the upper-right corner of the Clust er ResourcesClust er Resources page, choose Act ionsAct ions > >
Rest art ResourceManagerRest art ResourceManager.

ii. In the Clust er Act ivit iesClust er Act ivit ies dialog box, configure the parameters and click OKOK.

iii. In the Conf irmConf irm message, click OKOK.

When a success message appears, the scheduler type is switched.
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Disable the cluster resource management featureDisable the cluster resource management feature

Not e Not e After you disable the cluster resource management feature, you cannot perform
operations on the Cluster Resources page. If  you want to use the cluster resource management
feature again, turn on Enable Resource Queue on the Cluster Resources page or configure the xml-
direct-to-file-content parameter on the f air-schedulerf air-scheduler tab in the Service Configuration sect ion of
the Conf igureConf igure tab on the YARN service page.

1. On the Cluster Resources page, turn off Enable Resource QueueEnable Resource Queue.

2. In the Disable Resource QueueDisable Resource Queue dialog box, click OKOK.

Submit a jobSubmit a job
You must use the mapreduce.job.queuenamemapreduce.job.queuename parameter to specify the queue to which you want to
submit  a job. Example:
`hadoop jar /usr/lib/hadoop-current/share/hadoop/mapreduce/hadoop-mapreduce-examples-2.8.5.ja
r pi -Dmapreduce.job.queuename=test  2 2`

This topic describes the services and access address of the cluster.

Software Service Visit  address

Hadoop

yarn resourcemanager
masternode1_private_ip:8088,ma
sternode2_private_ip:8088

jobhistory masternode1_private_ip:19888

timeline server masternode1_private_ip:8188

hdfs
masternode1_private_ip:50070,m
asternode2_private_ip:50070

Spark
spark ui masternode1_private_ip:4040

history masternode1_private_ip:18080

Tez tez-ui
masternode1_private_ip:8090/tez
-ui2

Hue hue masternode1_private_ip:8888

Zeppelin zeppelin masternode1_private_ip:8080

Hbase hbase masternode1_private_ip:16010

Presto presto masternode1_private_ip:9090

Oozie oozie masternode1_private_ip:11000

3.12. Cluster management page3.12. Cluster management page
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Ganglia ganglia
masternode1_private_ip:9292/ga
nglia

Software Service Visit  address

This topic describes how to view the basic information about clusters that belong to your Alibaba Cloud
account and the details about a cluster.

PrerequisitesPrerequisites
An E-MapReduce (EMR) cluster is created. For more information, see Create a cluster.

View the cluster listView the cluster list
1. 

2. In the top navigation bar, select  the region where your cluster resides and select  a resource group
based on your business requirements.

3. Click the Clust er ManagementClust er Management  tab.

The Cluster Management tab displays the basic information about all your clusters and the
operations that you can perform on each cluster.

Parameter Description

Clust er ID/NameClust er ID/Name The ID and name of the cluster.

Clust er T ypeClust er T ype The type of the cluster.

St at usSt at us The status of the cluster. For more information, see Status list.

Creat ed At /T imeCreat ed At /T ime
ElapsedElapsed

Created At: the t ime when the cluster was created.

T ime Elapsed: the t ime elapsed from the time when the cluster was
created to the current t ime. After the cluster is released, the t ime is no
longer measured.

Billing Met hodBilling Met hod The billing method of the cluster.

Clust er T agClust er T ag The tag that is added to the cluster.

3.13. View the cluster list and cluster3.13. View the cluster list and cluster
detailsdetails
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Act ionsAct ions

The operations that you can perform on the cluster. The following operations
are included:

Det ailsDet ails : View the details about the cluster on the Cluster Overview page.

RenewalRenewal: Renew the cluster. You can renew only subscription clusters.

MoreMore:

CloudMonit orCloudMonit or: Enable the system to monitor CPU idleness, memory
capacity, and disk capacity of the EMR cluster.

Aut o RenewalAut o Renewal: Enable automatic renewal for the subscription cluster.

Scale OutScale Out : Scale out the cluster. For more information, see Scale out a
cluster.

ReleaseRelease: Release the cluster. You can release only pay-as-you-go
clusters. For more information, see Release a cluster.

Rest artRest art : Restart the cluster.

Parameter Description

View the details about the clusterView the details about the cluster
1. 

2. In the top navigation bar, select  the region where your cluster resides and select  a resource group
based on your business requirements.

3. Click the Clust er ManagementClust er Management  tab.

4. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

The Cluster Overview page displays details about the cluster in the following sect ions: Cluster Info,
Software Info, Network Info, and Instance Info.

Cluster Info

Parameter Description

Clust er NameClust er Name The name of the cluster.

Clust er IDClust er ID The ID of the cluster.

RegionRegion The region where the cluster resides.

St at usSt at us The status of the cluster. For more information, see Status list.

I/O Opt imiz at ionI/O Opt imiz at ion Specifies whether I/O optimization is enabled.

High Availabilit yHigh Availabilit y Specifies whether high availability is enabled.
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Securit y ModeSecurit y Mode
The security mode. The software of the cluster starts in Kerberos security
mode. For more information, see Introduction to Kerberos.

T ot al number ofT ot al number of
nodes in t he clust ernodes in t he clust er

The total number of nodes in the cluster.

St art  T imeSt art  T ime The time when the cluster was created.

Billing Met hodBilling Met hod The billing method of the cluster.

T ime ElapsedT ime Elapsed
The time elapsed from the time when the cluster was created to the current
time.

Hive Met adat aHive Met adat a The metadata storage center.

Boot st rapBoot st rap
Act ions/EMRAct ions/EMR
VersionVersion

The information about custom scripts and software configuration.

ECS RoleECS Role

The ECS application role.

You can assign an application role to a cluster. Then, EMR applies for a
temporary AccessKey pair when applications that run on the compute nodes
of the cluster access other Alibaba Cloud services, such as Object Storage
Service (OSS). You do not need to manually enter an AccessKey pair. You can
grant the access permissions of the application role on specific Alibaba
Cloud services based on your business requirements.

T agT ag
The tag that is added to the cluster. For more information, see Manage and
use tags.

Parameter Description

Software Info

Parameter Description

EMR VersionEMR Version The EMR version of the cluster.

Clust er T ypeClust er T ype The type of the cluster.

Sof t ware Inf oSof t ware Inf o
All the applications that are installed in the cluster and the application
versions, such as HDFS 2.8.5, Hive 2.3.9, and Spark 2.4.8.

Clust er Management ··Configure clus
t ers

E-MapReduce

72 > Document  Version: 20220517

https://www.alibabacloud.com/help/doc-detail/89886.htm#concept-anp-pgl-z2b
https://www.alibabacloud.com/help/doc-detail/155144.htm#task-2425562


Network Info

Parameter Description

Zone IDZone ID The region where the cluster resides.

Net work T ypeNet work T ype
The network type of the cluster. By default, the VPC network type is
selected.

Securit y Group IDSecurit y Group ID The ID of the security group to which the cluster is added.

VPC/VSwit chVPC/VSwit ch
The ID of the VPC where the cluster resides and the ID of the vSwitch to
which the cluster belongs.

Instance Info

Parameter Description

ECS Inst ance T ypeECS Inst ance T ype The type of the ECS instances.

Inst ancesInst ances

The current number of nodes in the cluster and the number of nodes that
you requested. Theoretically, the two values must be the same. However,
the current number is less than the requested number during the cluster
creation process.

CPUCPU The number of vCPUs for a single instance.

MemoryMemory The memory capacity of a single instance.

Dat a Disk T ypeDat a Disk T ype The data disk type and data disk capacity of a single instance.
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ECS instances

The information about each ECS instance in a master node group, including
the following parameters:

ECS IDECS ID: the ID of the ECS instance.

Deployment  St at usDeployment  St at us : the deployment status of the ECS instance. Valid
values: Init ializing, Normal, and Scaling out.

Public IP AddressPublic IP Address : the public IP address of the ECS instance.

Int ernal IP AddressInt ernal IP Address : the private IP address of the ECS instance, which
can be accessed by all nodes in the cluster.

Creat ed AtCreat ed At : the t ime when the ECS instance was created.

Parameter Description
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You can view the status of all the services, such as HDFS and YARN, that are deployed in a cluster on the
Cluster Management page. This topic describes how to view the status of the services that are deployed
in a cluster in the E-MapReduce (EMR) console.

PrerequisitesPrerequisites
An EMR cluster is created. For more information, see Create a cluster.

ProcedureProcedure
1. Go to the Cluster Management page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

2. On the Clust er ManagementClust er Management  page, find your cluster and click the clust er IDclust er ID.

In the ServicesServices sect ion, you can view the status of all services that are deployed in the cluster.

Not e Not e Only the services that you selected when you created the cluster are displayed in the
Services sect ion.

3. In the ServicesServices sect ion, click HDFSHDFS.

On the page that appears, you can view the service status, deployment topology, service
configuration, and configuration history.

Not e Not e The HDFS service is used as an example in this topic.

You can add a service to an exist ing cluster in the E-MapReduce (EMR) console. This topic describes how
to add a service to an exist ing cluster in the EMR console.

PrerequisitesPrerequisites
An EMR cluster is created. For more information, see Create a cluster.

4.Manage services4.Manage services
4.1. View the status of services4.1. View the status of services

4.2. Add a service4.2. Add a service
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ProcedureProcedure
1. Go to the Clusters and Services page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find the cluster to which you want to add a service and
click the clust er IDclust er ID.

2. In the upper-right corner of the Clust ers and ServicesClust ers and Services page, click Add ServiceAdd Service.

3. In the Add ServiceAdd Service dialog box, select  the service that you want to add and click OKOK.

You can view the added service in the ServicesServices sect ion.

After you modify the configuration items of a service, you must restart  the service to make the
configurations take effect. This topic describes how to restart  a service in the E-MapReduce (EMR)
console.

PrerequisitesPrerequisites
A cluster is created. For more information, see Create a cluster.

PrecautionsPrecautions
To minimize impacts on business operations, we recommend that you restart  a service in rolling mode.
For instances deployed in primary/secondary mode, restart  the service on the secondary instance and
then the service on the primary instance.

If  you clear Rolling Execute, the service is restarted on all nodes at  the same t ime. In this case, the
service stops running during the restart . Proceed with caution.

ProcedureProcedure
1. Go to the Cluster Overview page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the left-side navigation pane of the page that appears, choose Clust er ServiceClust er Service >  > HDFSHDFS.

The HDFS service is used as an example in this topic.

3. In the upper-right corner of the HDFS service page, choose Act ionsAct ions >  > Rest art  All Component sRest art  All Component s.

4. In the Clust er Act ivit iesClust er Act ivit ies dialog box, specify Descript ionDescript ion and click OKOK.

5. In the Conf irmConf irm message, click OKOK.

4.3. Restart a service4.3. Restart a service

4.4. Manage parameters for services4.4. Manage parameters for services
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E-MapReduce (EMR) allows you to modify and add parameters for services such as HDFS, YARN, and Spark.
This topic describes how to modify and add the parameters.

PrerequisitesPrerequisites
An EMR cluster is created. For more information, see Create a cluster.

Modify parametersModify parameters
1. Go to the Cluster Overview page of your cluster.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. Go to the Conf igureConf igure tab.

i. Click the service for which you want to modify parameters.

For example, in the left-side navigation pane, choose Clust er ServiceClust er Service >  > HDFSHDFS.

ii. On the HDFS service page, click the Conf igureConf igure tab.

3. Modify parameters.

i. In the Conf igurat ion Filt erConf igurat ion Filt er sect ion, enter the keyword of the parameter you want to modify in

the search box and click the  icon.

ii. Find the parameter you want to modify and change its value.

4. Save the configurations.

i. In the upper-right corner of the Service Configuration sect ion, click SaveSave.

ii. In the Conf irm ChangesConf irm Changes dialog box, specify Descript ion and turn on Aut o-updat eAut o-updat e
Conf igurat ionConf igurat ion.

iii. Click OKOK.

5. Make the configurations take effect.

Perform the following operations based on the type of configurations you added to make the
configurations take effect:

Client-side configurations
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a. After you add client-side configurations, click Deploy Client  Conf igurat ionDeploy Client  Conf igurat ion in the upper-
right corner of the Conf igureConf igure tab.

b. In the Clust er Act ivit iesClust er Act ivit ies dialog box, specify T arget  NodesT arget  Nodes, Act ions on FailuresAct ions on Failures, and
Descript ionDescript ion.

c. Click OKOK.

You can click Hist oryHist ory in the upper-right corner to view the execution status and progress.

Server-side configurations

a. After you add server-side configurations, click Act ionsAct ions in the upper-right corner of the HDFSHDFS
page and select  an option to restart  the related service.

b. In the upper-right corner of the Service Configuration sect ion, click Deploy ClientDeploy Client
Conf igurat ionConf igurat ion.

c. In the Clust er Act ivit iesClust er Act ivit ies dialog box, specify T arget  NodesT arget  Nodes, Act ions on FailuresAct ions on Failures, and
Descript ionDescript ion.

d. Click OKOK.

You can click Hist oryHist ory in the upper-right corner to view the execution status and progress.

Add parametersAdd parameters
1. Go to the Cluster Overview page of your cluster.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. Go to the Conf igureConf igure tab.

i. Click the service to which you want to add parameters.

For example, in the left-side navigation pane, choose Clust er ServiceClust er Service >  > HDFSHDFS.

ii. On the HDFS service page, click the Conf igureConf igure tab.

3. Add parameters.

i. In the Service Configuration sect ion, click the tab where you want to add parameters.
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ii. Click Cust om Conf igurat ionCust om Conf igurat ion in the upper-right corner. In the Add Configuration Item dialog
box, configure the parameters you want to add.

Parameter Description

KeyKey
The name of the parameter that you want to
add.

ValueValue The value of the parameter.

Descript ionDescript ion The description of the parameter.

Act ionsAct ions
You can click Delete in this column to remove
the parameter.

iii. Click OKOK.

4. Save the configurations.

i. In the upper-right corner of the Service Configuration sect ion, click SaveSave.

ii. In the Conf irm ChangesConf irm Changes dialog box, specify Descript ion and turn on Aut o-updat eAut o-updat e
Conf igurat ionConf igurat ion.

iii. Click OKOK.

5. Make the configurations take effect.

Perform the following operations based on the type of configurations you added to make the
configurations take effect:

Client-side configurations

a. After you add client-side configurations, click Deploy Client  Conf igurat ionDeploy Client  Conf igurat ion in the upper-
right corner of the Conf igureConf igure tab.

b. In the Clust er Act ivit iesClust er Act ivit ies dialog box, specify T arget  NodesT arget  Nodes, Act ions on FailuresAct ions on Failures, and
Descript ionDescript ion.

c. Click OKOK.

You can click Hist oryHist ory in the upper-right corner to view the execution status and progress.

Server-side configurations

a. After you add server-side configurations, click Act ionsAct ions in the upper-right corner of the HDFSHDFS
page and select  an option to restart  the related service.

b. In the upper-right corner of the Service Configuration sect ion, click Deploy ClientDeploy Client
Conf igurat ionConf igurat ion.

c. In the Clust er Act ivit iesClust er Act ivit ies dialog box, specify T arget  NodesT arget  Nodes, Act ions on FailuresAct ions on Failures, and
Descript ionDescript ion.
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d. Click OKOK.

You can click Hist oryHist ory in the upper-right corner to view the execution status and progress.

E-MapReduce (EMR) provides the Custom Software Sett ings feature for you to customize the
configurations of software, such as Hadoop, Hive, and Pig, when you create a cluster. This topic describes
how to customize software configurations.

LimitsLimits
You can use the Custom Software Sett ings feature only when you create a cluster.

ProcedureProcedure
1. Go to the Cluster Management page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

2. Click Clust er WizardClust er Wizard in the upper-right corner.

3. In the Advanced Set t ingsAdvanced Set t ings sect ion of the Sof t ware Set t ingsSof t ware Set t ings step, turn on Cust om Sof t wareCust om Sof t ware
Set t ingsSet t ings.

You can specify a configuration file in the JSON format and overwrite or add default  cluster
parameters. The following example shows the content of a configuration file in the JSON format:

[
    {
        "ServiceName":"YARN",
        "FileName":"yarn-site",
        "ConfigKey":"yarn.nodemanager.resource.cpu-vcores",
        "ConfigValue":"8"
    },
    {
        "ServiceName":"YARN",
        "FileName":"yarn-site",
        "ConfigKey":"aaa",
        "ConfigValue":"bbb"
    }
]

4.5. Customize software configurations4.5. Customize software configurations
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ServiceName: the service name. You must specify the service name in all uppercase.

FileName: the name of the file. The name of the file that is actually passed. You need to remove
the suffix.

 ConfigKey : the name of a configuration item.

 ConfigValue : the value of the configuration item.

The following table lists the configuration files of each service.

Service Configuration file

Hadoop

core-site.xml

log4j.properties

hdfs-site.xml

mapred-site.xml

yarn-site.xml

httpsfs-site.xml

capacity-scheduler.xml

hadoop-env.sh

httpfs-env.sh

mapred-env.sh

yarn-env.sh

Pig
pig.properties

log4j.properties

Hive

hive-env.sh

hive-site.xml

hive-exec-log4j.properties

hive-log4j.properties

After you customize software configurations, you can continue to create the cluster. For more
information, see Create a cluster.

When you create an E-MapReduce (EMR) cluster, the service components that are deployed on cluster
nodes vary based on the cluster type. For example, the NameNode component of the HDFS service is
deployed on the master node of a Hadoop cluster. This topic describes how to view the deployment
information of service components on each node of an EMR cluster.

PrerequisitesPrerequisites
An EMR cluster is created. For more information, see Create a cluster.

4.6. View the deployment information of4.6. View the deployment information of
service componentsservice components
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ProcedureProcedure
1. Go to the Cluster Overview page of your cluster.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. Find your cluster and click Det ailsDet ails in the Act ionsAct ions column.

2. In the left-side navigation pane, click Clust er ServiceClust er Service and select  the service whose component
deployment information you want to view.

3. On the page that appears, click the Component  DeploymentComponent  Deployment  tab.

The deployment information is displayed on the Component Deployment tab. The following sect ions
provide the deployment information of each cluster type:

Hadoop cluster

Druid cluster

Dataflow-Kafka cluster

Flink cluster

Data Science cluster

ClickHouse cluster

Hadoop clusterHadoop cluster
The following tables provide the deployment information of service components on each node of a
Hadoop cluster of EMR V3.29.0.

Required services

Service Component on the master node Component on the core nodes

HDFS

KMS

SecondaryNameNode

HttpFS

HDFS Client

NameNode

DataNode

HDFS Client

YARN

ResourceManager

App T imeline Server

JobHistory

WebAppProxyServer

Yarn Client

Yarn Client

NodeManager

Hive

Hive MetaStore

HiveServer2

Hive Client

Hive Client
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Spark

Spark Client

SparkHistory

ThriftServer

Spark Client

Knox Knox N/A

Tez
Tomcat

Tez Client
Tez Client

Ganglia

Gmond

Httpd

Gmetad

Ganglia Client

Gmond

Ganglia Client

Sqoop Sqoop Client Sqoop Client

Bigboot
Bigboot Client

Bigboot Monitor

Bigboot Client

Bigboot Monitor

OpenLDAP OpenLDAP N/A

Hue Hue N/A

SmartData

Jindo Namespace Service

Jindo Storage Service

Jindo Client

Jindo Storage Service

Jindo Client

Service Component on the master node Component on the core nodes

Optional services

Service Component on the master node Component on the core nodes

LIVY Livy N/A

Superset Superset N/A

Flink
FlinkHistoryServer

Flink Client
Flink Client

RANGER

RangerPlugin

RangerAdmin

RangerUserSync

Solr

RangerPlugin
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Storm

Storm Client

UI

Nimbus

Logviewer

Storm Client

Supervisor

Logviewer

Phoenix Phoenix Client Phoenix Client

Kudu
Kudu Master

Kudu Client

Kudu Tserver

Kudu Master

Kudu Client

HBase

HMaster

HBase Client

ThriftServer

HBase Client

HRegionServer

ZooKeeper
ZooKeeper follower

ZooKeeper Client

ZooKeeper follower

ZooKeeper leader

ZooKeeper Client

Oozie Oozie N/A

Presto
Presto Client

PrestoMaster

Presto Client

PrestoWorker

Impala

Impala Runtime and Shell

Impala Catalog Server

Impala StateStore Server

Impala Runtime and Shell

Impala Daemon Server

Pig Pig Client Pig Client

Zeppelin Zeppelin N/A

FLUME
Flume Agent

Flume Client

Flume Agent

Flume Client

Service Component on the master node Component on the core nodes

Druid clusterDruid cluster
The following tables provide the deployment information of service components on each node of a
Druid cluster of EMR V3.29.0.

Required services

Service Component on the master node Component on the core nodes
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Druid

Druid Client

Coordinator

Overlord

Broker

Router

MiddleManager

Historical

Druid Client

HDFS

KMS

SecondaryNameNode

HttpFS

HDFS Client

NameNode

DataNode

HDFS Client

Ganglia

Gmond

Httpd

Gmetad

Ganglia Client

Gmond

Ganglia Client

ZooKeeper
ZooKeeper follower

ZooKeeper Client

ZooKeeper leader

ZooKeeper follower

ZooKeeper Client

OpenLDAP OpenLDAP N/A

Bigboot
Bigboot Client

Bigboot Monitor

Bigboot Client

Bigboot Monitor

SmartData

Jindo Namespace Service

Jindo Storage Service

Jindo Client

Jindo Storage Service

Jindo Client

Service Component on the master node Component on the core nodes

Optional services

Service Component on the master node Component on the core nodes

YARN

ResourceManager

App T imeline Server

JobHistory

WebAppProxyServer

Yarn Client

Yarn Client

NodeManager

Superset Superset N/A
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Dataflow-Kafka clusterDataflow-Kafka cluster
The following tables provide the deployment information of service components on each node of a
Dataflow-Kafka cluster of EMR V3.29.0.

Required services

Service Component on the master node Component on the core nodes

Kafka-Manager Kafka Manager N/A

Kafka

Kafka Client

KafkaMetadataMonitor

Kafka Rest Proxy

Kafka Broker broker

Kafka Schema Registry

Kafka Broker broker

Kafka Client

Ganglia

Gmond

Httpd

Gmetad

Ganglia Client

Gmond

Ganglia Client

ZooKeeper
ZooKeeper follower

ZooKeeper Client

ZooKeeper leader

ZooKeeper follower

ZooKeeper Client

OpenLDAP OpenLDAP N/A

Optional services

Service Component on the master node Component on the core nodes

RANGER

RangerPlugin

RangerUserSync

RangerAdmin

Solr

RangerPlugin

Knox Knox N/A

Flink clusterFlink cluster
The following tables provide the deployment information of service components on each node of a Flink
cluster of EMR V3.30.0.

Required services

Service Component on the master node Component on the core nodes
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HDFS

KMS

SecondaryNameNode

HttpFS

HDFS Client

NameNode

DataNode

HDFS Client

YARN

ResourceManager

App T imeline Server

JobHistory

WebAppProxyServer

Yarn Client

Yarn Client

NodeManager

Ganglia

Gmond

Httpd

Gmetad

Ganglia Client

Gmond

Ganglia Client

ZooKeeper
ZooKeeper

ZooKeeper Client

ZooKeeper

ZooKeeper Client

Knox Knox N/A

Flink-Vvp Flink-Vvp N/A

OpenLDAP OpenLDAP N/A

Service Component on the master node Component on the core nodes

Optional services

Service Component on the master node Component on the core nodes

PAI-Alink Alink N/A

Data Science clusterData Science cluster
The following tables provide the deployment information of service components on each node of a Data
Science cluster of EMR V3.29.1.

Required services

Service Component on the master node Component on the core nodes
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HDFS

HDFS Client

KMS

HttpFS

NameNode

SecondaryNameNode

HDFS Client

DataNode

YARN

WebAppProxyServer

JobHistory

App T imeline Server

ResourceManager

Yarn Client

NodeManager

Yarn Client

ZooKeeper
ZooKeeper Client

ZooKeeper follower

ZooKeeper Client

ZooKeeper leader

ZooKeeper follower

Knox Knox N/A

Tensorflow on YARN

TensorFlow-On-YARN-
Gateway

TensorFlow-On-YARN-History-
Server

TensorFlow-On-YARN

TensorFlow-On-YARN-Client

TensorFlow-On-YARN-
Gateway

SmartData

Jindo Namespace Service

Jindo Storage Service

Jindo Client

Jindo Storage Service

Jindo Client

Bigoot
Bigboot Monitor

Bigboot Client

Bigboot Monitor

Bigboot Client

PAI-EASYREC Easyrec Easyrec

PAI-EAS PAIEAS PAIEAS

PAI-Faiss Faiss Faiss

PAI-Redis Redis Redis

PAI-Alink Alink N/A

Flink-Vvp Flink-Vvp N/A

OpenLDAP OpenLDAP N/A

Service Component on the master node Component on the core nodes
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Jindo SDK Jindo SDK Jindo SDK

Service Component on the master node Component on the core nodes

Optional services

Service Component on the master node Component on the core nodes

Zeppelin Zeppelin N/A

PAI-REC Rec N/A

AUTOML AUTOML AUTOML

TensorFlow TensorFlow TensorFlow

ClickHouse clusterClickHouse cluster
The following table provides the deployment information of service components on each node of a
ClickHouse cluster of EMR V3.35.0.

Service Component on the master node Component on the core nodes

Ganglia

Gmond

Httpd

Gmetad

Ganglia Client

Gmond

Ganglia Client

ZooKeeper
ZooKeeper Client

ZooKeeper follower

ZooKeeper Client

ZooKeeper leader

ZooKeeper follower

ClickHouse
ClickHouse Server

ClickHouse Client

ClickHouse Server

ClickHouse Client

This topic describes how to create an SSH tunnel to access the web UIs of open source components.

Background informationBackground information

4.7. Access the Web UI4.7. Access the Web UI
4.7.1. Create an SSH tunnel to access web UIs of4.7.1. Create an SSH tunnel to access web UIs of
open source componentsopen source components
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The ports over which you can access the web UIs of open source components are disabled for security
purposes. The open source components include Hadoop, Spark, and Flink in an E-MapReduce (EMR)
cluster. You can access these web UIs from the EMR console. You can also create an SSH tunnel on your
on-premises server and enable port  forwarding to access these web UIs. Dynamic port  forwarding and
local port  forwarding are supported.

For more information about how to access the web UIs of open source components from the EMR
console, see Access the web UIs of open source components.

PrerequisitesPrerequisites
An EMR cluster is created. For more information, see Create a cluster.

Your on-premises server is connected to the master node of the cluster. You can turn on Assign PublicAssign Public
IP AddressIP Address during cluster creation to associate an elast ic IP address (EIP) with your cluster. You can
also assign a fixed public IP address or an EIP address to the master node of your cluster in the ECS
console after the cluster is created. For more information, see Bind an ENI.

Obtain the public IP address of the master nodeObtain the public IP address of the master node
1. Go to the Cluster Overview page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the Inst ance Inf oInst ance Inf o sect ion of the Clust er OverviewClust er Overview page, view the public IP address of the
master node.

Obtain the name of the master nodeObtain the name of the master node
1. Go to the Cluster Overview page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the left-side navigation pane of the Cluster Overview page, click Inst ancesInst ances.

3. On the Inst ancesInst ances page, view the node namenode name that corresponds to the public IP address of the
master node.

For information about how to obtain the public IP address of the master node, see Obtain the public
IP address of the master node.
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Enable dynamic port forwardingEnable dynamic port forwarding
Create an SSH tunnel to allow communication between a port  of your on-premises server and the master
node of an EMR cluster. Run the on-premises SOCKS proxy server that listens on the port. The port  data is
forwarded to the master node of the EMR cluster by using the SSH tunnel.

1. Create an SSH tunnel.

Use a key:

ssh -i <Storage path of the key file> -N -D 8157 root@<Public IP address of the master 
node>

Use a username and a password:

ssh -N -D 8157 root@<Public IP address of the master node>

Parameter descript ion:

 8157 : Port   8157  is used in this example. You can replace this port  with an unoccupied port
on your on-premises server in actual configuration.

 -D : Dynamic port  forwarding is enabled. Start  the SOCKS proxy process to listen on the port.

 <Public IP address of the master node> : For more information about how to obtain the
public IP address of the master node, see Obtain the public IP address of the master node.

 <Storage path of the key file> : the path where the key file is stored.

2. Configure the Google Chrome browser.

Not ice Not ice Keep your on-premises server running after the tunnel is created. No responses are
returned.

You can use one of the following methods to configure the Google Chrome browser:

Use the CLI
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a. Open the CLI and go to the local installat ion directory of the Google Chrome browser client.

The default  installat ion directory of Google Chrome depends on the operating system.

Operating system Google Chrome installation directory

Mac OS X
/Applications/Google Chrome.app/Contents/macOS/Google Chr
ome

Linux /usr/bin/google-chrome

Windows C:\Program Files (x86)\Google\Chrome\Application\

b. Run the following command in the default  installat ion directory of Google Chrome:

chrome --proxy-server="socks5://localhost:8157" --host-resolver-rules="MAP * 0.0.0.
0 , EXCLUDE localhost" --user-data-dir=/tmp/

Parameter descript ion:

 /tmp/ : For Windows, replace  /tmp/  with a path similar to /c:/tmppath/. For Linux and
macOS, the format of a file directory is /tmp/.

 8157 : Port   8157  is used in this example. You can replace this port  with an unoccupied
port  on your on-premises server in actual configuration.

c. Enter http://<Name of the master node>:<Port  number> in the address bar of the browser
and press Enter to access a specific web UI.

For more information about the ports of components, see Common ports of services. For more
information about how to obtain the name of the master node, see Obtain the name of the
master node.

For example, enter http://emr-header-1:8088 in the address bar of the browser and press
Enter to access the web UI of YARN.

Use a Google Chrome extension

Extensions allow you to easily manage and use proxies in your web browser. You can use an
extension to browse web pages and access web UIs at  the same t ime.

a. Add the Google Chrome extension Proxy SwitchyOmega.

b. Click this extension and select  Opt ionsOpt ions from the shortcut  menu.

c. On the SwitchyOmega page, click New prof ileNew prof ile in the left-side navigation pane. In the New
Profile dialog box, enter a profile name, such as SSH tunnel, in the Prof ile nameProf ile name field, select
PAC Prof ilePAC Prof ile, and then click Create.
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d. Enter the following content in the PAC ScriptPAC Script  editor:

function regExpMatch(url, pattern) {    
  try { return new RegExp(pattern).test(url); } catch(ex) { return false; }    
}
function FindProxyForURL(url, host) {
    // Important: replace 172.31 below with the proper prefix for your VPC subnet
    if (shExpMatch(url, "*localhost*")) return "SOCKS5 localhost:8157";
    if (shExpMatch(url, "*emr-header*")) return "SOCKS5 localhost:8157";
    if (shExpMatch(url, "*emr-worker*")) return "SOCKS5 localhost:8157";
    return 'DIRECT';
}

e. In the left-side navigation pane, click Apply changesApply changes to complete the configurations.

f. Open Google Chrome. Click the SwitchyOmega extension. Then, select  the created SSH tunnel.

g. Enter http://<Name of the master node>:<Port  number> in the address bar of the browser
and press Enter to access a specific web UI.

For more information about the ports of components, see Common ports of services. For more
information about how to obtain the name of the master node, see Obtain the name of the
master node.

For example, enter http://emr-header-1:8088 in the address bar of the browser and press
Enter to access the web UI of YARN.

Enable local port forwardingEnable local port forwarding

Not ice Not ice If  you use this method to access a web UI, you cannot go to the job details page.

You can use the local port  forwarding method to forward data on a port  of the master node to the local
port  and access the web application interface running on the master node. The SOCKS proxy is not
required.

1. Run the following command on your on-premises server to create an SSH tunnel:

Use a key:

ssh -i <Storage path of the key file> -N -L 8157:<Name of the master node>:8088 root@<P
ublic IP address of the master node>

Use a username and a password:

ssh -N -L 8157:<Name of the master node>:8088 root@<Public IP address of the master nod
e>

Parameter descript ion:

 -L : Local port  forwarding is enabled. You can specify a local port  to forward data to the
remote port  that is hosted on the on-premises web server of the master node.

 8088 : the port  that is used to access ResourceManager on the master node. You can replace
this port  as required.

For more information about the ports of components, see Common ports of services. For more
information about how to obtain the name of the master node, see Obtain the name of the
master node.
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 8157 : Port   8157  is used in this example. You can replace this port  with an unoccupied port
on your on-premises server in actual configuration.

 <Public IP address of the master node> : For more information about how to obtain the
public IP address of the master node, see Obtain the public IP address of the master node.

 <Storage path of the key file> : the path where the key file is stored.

2. Keep your on-premises server running. Open a browser, enter http://localhost:8157/ in the address
bar of the browser, and then press Enter.

Common ports of servicesCommon ports of services

Service Port Description

Hadoop 2.X

50070

The web UI port of HDFS.

Parameter: dfs.namenode.http-address or dfs.http.address.

Not e Not e The dfs.http.address parameter has expired
but can still be used.

50075 The web UI port of DataNode.

50010 The service port of DataNode. This port is used to transfer data.

50020 The port of the inter-process communication (IPC) service.

8020
The remote procedure call (RPC) port of HDFS in a high-
availability (HA) cluster.

8025
The port of ResourceManager.

Parameter: yarn.resourcemanager.resource-tracker.address.

9000

The RPC port of HDFS in a non-HA cluster.

Parameter: fs.defaultFS or fs.default.name.

Not e Not e The fs.default.name parameter has expired but
can still be used.

8088 The web UI port of YARN.

8485 The RPC port of JournalNode.

8019 The port of ZKFailoverController (ZKFC).

19888

The web UI port of JobHistory Server.

Parameter: mapreduce.jobhistory.webapp.address.
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10020
The web UI port of JobHistory Server.

Parameter: mapreduce.jobhistory.address.

Hadoop 3.X

8020 The port of NameNode.

Parameter: dfs.namenode.http-address or dfs.http.address.

Not e Not e The dfs.http.address parameter has expired
but can still be used.

9870

9871 The port of NameNode.

9866 The port of DataNode.

9864 The port of DataNode.

9865 The port of DataNode.

8088
The port of ResourceManager.

Parameter: yarn.resourcemanager.webapp.address.

MapReduce 8021
The port of JobTracker.

Parameter: mapreduce.jobtracker.address.

ZooKeeper

2181 The port that is used to connect a client to ZooKeeper.

2888
The internal communication port of a ZooKeeper cluster. The
leader listens on this port.

3888 The ZooKeeper port that is used to elect a leader.

HBase

16010
The web UI port of the master node of HBase.

Parameter: hbase.master.info.port.

16000
The port of HMaster.

Parameter: hbase.master.port.

16030
The web UI management port of RegionServer of HBase.

Parameter: hbase.regionserver.info.port.

16020
The port of HRegionServer.

Parameter: hbase.regionserver.port.

9099 The port of Thrift  Server.

Service Port Description
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Hive

9083 The default listening port of the MetaStore service.

10000 The Java Database Connectivity (JDBC) port of Hive.

10001 The JDBC port of Spark Thrift  Sever.

Spark

7077
The port on which the master node of Spark communicates
with the worker nodes.

The port on which a standalone cluster submits applications.

8080
The web UI port of the master node. This port is used to
schedule resources.

8081
The web UI port of a worker node. This port is used to schedule
resources.

4040 The web UI port of Driver. This port is used to schedule tasks.

18080 The web UI port of Spark History Server.

Kafka 9092
The RPC port that is used for communication among the nodes
of a Kafka cluster.

Redis 6379 The port of the Redis service.

Hue 8888 The web UI port of Hue.

Oozie 11000 The web UI port of Oozie.

Druid

18888 The web UI port of Druid.

18090
The port of Overlord.

Parameter: druid.plaint ext Portdruid.plaint ext Port  on the overlord.runt imeoverlord.runt ime tab.

18091

The port of MiddleManager.

Parameter: druid.plaint ext Portdruid.plaint ext Port  on the
middleManager.runt imemiddleManager.runt ime tab.

18081

The port of Coordinator.

Parameter: druid.plaint ext Portdruid.plaint ext Port  on the coordinat or.runt imecoordinat or.runt ime
tab.

18083

The port of Historical.

Parameter: druid.plaint ext Portdruid.plaint ext Port  on the hist orical.runt imehist orical.runt ime
tab.

Service Port Description
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18082
The port of Broker.

Parameter: druid.plaint ext Portdruid.plaint ext Port  on the broker.runt imebroker.runt ime tab.

Ganglia 9292 The web UI port of Ganglia.

Ranger 6080 The web UI port of Ranger.

Kafka Manager 8085 The port of Kafka Manager.

Superset 18088 The web UI port of Superset.

Impala 21050 The JDBC port that is used to connect to Impala.

Presto 9090 The web UI port of Presto.

Service Port Description

This topic describes how to configure security group rules and access the web UIs of open source
components in an E-MapReduce (EMR) cluster. After you create a cluster, EMR binds several domain names
to the cluster for you to access the web UIs of open source components.

PrerequisitesPrerequisites
An EMR cluster is created. For more information, see Create a cluster.

Not e Not e An elast ic IP address (EIP)An elast ic IP address (EIP) is associated with the EMR cluster.

Configure security group rulesConfigure security group rules
If  you use a component for the first  t ime, you must perform the following steps to configure security
group rules:

1. Obtain the public IP address of your on-premises machine.

For security purposes, we recommend that you allow only access from the current public IP address
when you configure a security group rule. To obtain your current public IP address, visit
http://myip.ipip.net/. You can view your public IP address.

2. Add security group rules.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

v. In the Net work Inf oNet work Inf o sect ion of the Clust er OverviewClust er Overview page, record the value of Net workNet work
T ypeT ype and click the link of Securit y Group IDSecurit y Group ID.

4.7.2. Access the web UIs of open source4.7.2. Access the web UIs of open source
componentscomponents
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vi. Enable the required ports.

Not ice Not ice To prevent attacks from external users, you are not allowed to set
Aut horizat ion ObjectAut horizat ion Object  to 0.0.0.0/00.0.0.0/0.

The following table lists the ports you need to enable to access the web UIs of different
components.

Component Port

YARN UI

8443

Not e Not e After Ranger is deployed in your cluster,
you can access the web UI of Ranger.

HDFS UI

Spark History Server UI

Ganglia UI

Oozie

Tez

ImpalaCatalogd

ImpalaStatestored

Storm

Ranger UI

Zeppelin

Hue 8888

For example, you can perform the following operations to enable port  84438443:

a. On the Securit y Group RulesSecurit y Group Rules page, click Add Securit y Group RuleAdd Securit y Group Rule in the upper-right
corner.

b. In the Add Securit y Group RuleAdd Securit y Group Rule dialog box, set  Port  RangePort  Range to 8443/84438443/8443.

c. Set  Aut horizat ion ObjectAut horizat ion Object  to the public IP address obtained in Step 1.

d. Click OKOK.
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Not eNot e

If the network type of the cluster is VPCVPC, set  NIC Type to Internal Network and Rule
Direct ion to Inbound. If  the network type of the cluster is classic net workclassic net work, set  NIC
Type to Internet and Rule Direct ion to Inbound. In this topic, the VPCVPC network type is
used.

When you configure inbound and outbound rules for applications, follow the
principle of least  privilege. Enable only the ports required by your applications.

vii. View the added rule on the InboundInbound tab.

Network access is securely enabled and network configuration is complete.

Access the web UIs of open source componentsAccess the web UIs of open source components
1. 

2. In the top navigation bar, select  the region where your cluster resides and select  a resource group
based on your business requirements.

3. Click the Clust er ManagementClust er Management  tab.

4. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

5. In the left-side navigation pane of the Cluster Overview page, click Connect  St ringsConnect  St rings.

6. On the Public Connect  St ringsPublic Connect  St rings page, find the component whose web UI you want to access and
click its link.

In V2.X.X versions later than V2.7.X or V3.X.X versions later than V3.5.X, you can use a Knox account
to access the web UIs of open source components. For more information about how to create a
Knox account, see Manage user accounts. For more information about how to use Knox, see Knox.
To access the web UI of Hue, you must use the Hue username and password. For more information
about how to use Hue, see Use Hue. You can directly access the web UI of Zeppelin without a
username and password.

After Ranger is deployed in your cluster, you can use the default  username and password to
access the web UI of Ranger. For more information, see Overview.

You can access the web UI of Flink based on the version of your cluster:

Clusters of an EMR version earlier than V3.29.0:

Use an SSH tunnel. For more information, see Create an SSH tunnel to access web UIs of open source
components.

Not e Not e To access a Flink job on the web UI of YARN, go to the Connect  St ringsConnect  St rings page
in the EMR console, and click the link for the YARN UI in the Connect String column. In the
Hadoop console, click the ID of the Flink job to view the details of the Flink job. For more
information about how to view the details of a job on the web UI of YARN, see Quick start .
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Clusters of EMR V3.29.0 and later:

Flink-VVP: You can access the web UI of Flink-VVP from the EMR console. For more
information, see Basic usage.

Flink (VVR): You can access the web UI of Flink (VVR) by using an SSH tunnel. For more
information, see Create an SSH tunnel to access web UIs of open source components.

Not e Not e To access a Flink job on the web UI of YARN, go to the Connect  St ringsConnect  St rings
page in the EMR console, and click the link for the YARN UI in the Connect String column. In
the Hadoop console, click the ID of the Flink job to view the details of the Flink job. For
more information about how to view the details of a job on the web UI of YARN, see Quick
start .
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This topic describes the paths of f iles that are frequently used in E-MapReduce (EMR). You can log on to
the master node of your cluster to view the file paths.

Big data softwareBig data software
Big data software is installed in the /usr/lib/xxx directory. Examples:

Hadoop: /usr/lib/hadoop-current
Spark: /usr/lib/spark-current
Hive: /usr/lib/hive-current
Flink: /usr/lib/flink-current
Flume: /usr/lib/flume-current

You can also log on to the master node of your cluster and run the env |grep xxxenv |grep xxx command to view a
software installat ion directory.

For example, run the following command to view the installat ion directory of Hadoop:

env |grep hadoop

The following information is returned. /usr/lib/hadoop-current is the installat ion directory of Hadoop.

HADOOP_LOG_DIR=/var/log/hadoop-hdfs
HADOOP_HOME=/usr/lib/hadoop-current
YARN_PID_DIR=/usr/lib/hadoop-current/pids
HADOOP_PID_DIR=/usr/lib/hadoop-current/pids
HADOOP_MAPRED_PID_DIR=/usr/lib/hadoop-current/pids
JAVA_LIBRARY_PATH=/usr/lib/hadoop-current/lib/native:
PATH=/usr/lib/sqoop-current/bin:/usr/lib/spark-current/bin:/usr/lib/hive-current/hcatalog/bin
:/usr/lib/hive-current/bin:/usr/lib/datafactory-current/bin:/usr/local/sbin:/usr/local/bin:/u
sr/sbin:/usr/bin:/usr/lib/b2monitor-current//bin:/usr/lib/b2smartdata-current//bin:/usr/lib/b
2jindosdk-current//bin:/usr/lib/flow-agent-current/bin:/usr/lib/hadoop-current/bin:/usr/lib/h
adoop-current/sbin:/usr/lib/hadoop-current/bin:/usr/lib/hadoop-current/sbin:/root/bin
HADOOP_CLASSPATH=/usr/lib/hadoop-current/lib/*:/usr/lib/tez-current/*:/usr/lib/tez-current/li
b/*:/etc/ecm/tez-conf:/opt/apps/extra-jars/*:/usr/lib/spark-current/yarn/spark-2.4.5-yarn-shu
ffle.jar
HADOOP_CONF_DIR=/etc/ecm/hadoop-conf
YARN_LOG_DIR=/var/log/hadoop-yarn
HADOOP_MAPRED_LOG_DIR=/var/log/hadoop-mapred

LogsLogs
Component logs are stored in the /mnt/disk1/log/xxx directory. Examples:

YARN ResourceManager logs: /mnt/disk1/log/hadoop-yarn in the master node

YARN NodeManager logs: /mnt/disk1/log/hadoop-yarn in a core node or a task node

HDFS NameNode logs: /mnt/disk1/log/hadoop-hdfs in the master node

HDFS DataNode logs: /mnt/disk1/log/hadoop-hdfs in a core node or a task node

5.Cluster Operations5.Cluster Operations
5.1. Common file paths5.1. Common file paths
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Hive logs: /mnt/disk1/log/hive in the master node

ESS logs: /mnt/disk1/log/ess/ in the master node and core or task nodes.

Configuration filesConfiguration files
Configuration files are stored in the /etc/ecm/xxx directory. Examples:

Hadoop: /etc/ecm/hadoop-conf/
Spark: /etc/ecm/spark-conf/
Hive: /etc/ecm/hive-conf/
Flink: /etc/ecm/flink-conf/
Flume: /etc/ecm/flume-conf/

If you log on to your cluster in SSH mode, you can only view the parameter sett ings in configuration files.
To modify the parameters in configuration files, you must log on to the EMR console.

Data directoryData directory
Cached data in JindoFS: /mnt/disk*/bigboot/

This topic describes how to log on to an E-MapReduce (EMR) cluster by using an SSH key pair or password.
You can log on to an EMR cluster from an on-premises machine that runs a Linux or Windows operating
system.

PrerequisitesPrerequisites
An EMR cluster is created. For more information, see Create a cluster.

Your on-premises machine is connected to the master node of the cluster. You can turn on AssignAssign
Public IP AddressPublic IP Address during cluster creation to associate an elast ic IP address (EIP) with your cluster. You
can also assign a fixed public IP address or an EIP address to the master node of your cluster in the ECS
console after the cluster is created. For more information, see Bind an ENI.

ContextContext
After your on-premises machine is connected to the master node of your cluster in SSH mode, you can
run Linux commands to monitor the cluster and interact  with the cluster. You can also create an SSH
tunnel to view the web UIs of open source components. For more information, see Create an SSH tunnel to
access web UIs of open source components.

Obtain the public IP address of the master nodeObtain the public IP address of the master node
1. Go to the Cluster Overview page of your cluster.

i. 

ii. In the top navigation bar, select  the region where you want to create a cluster. The region of a
cluster cannot be changed after the cluster is created.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the Inst ance Inf oInst ance Inf o sect ion of the Clust er OverviewClust er Overview page, view the public IP address of the
master node.

5.2. Log on to a cluster5.2. Log on to a cluster
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Log on to the cluster by using an SSH key pairLog on to the cluster by using an SSH key pair

Not e Not e For more information about how to obtain the public IP address of the master node, see
Obtain the public IP address of the master node.

Use one of the following methods to log on to the cluster:

Log on from your on-premises machine that runs a Linux operating system

In this example, the private key file ecs.pem is used.

i. Run the following command to modify the attribute of the private key file:

chmod 400 ~/.ssh/ecs.pem

 ~/.ssh/ecs.pem  is the path where the ecs.pem file is stored on your on-premises machine.

ii. Run the following command to connect to the master node:

ssh -i ~/.ssh/ecs.pem root@<Public IP address of the master node>

Use PuTTY to log on from your on-premises machine that runs a Windows operating system

Perform the following steps to log on to the cluster:

i. Download PuTTY and PuTTYgen.

ii. Convert  the format of the private key file from .pem to .ppk.

a. Run PuTTYgen. In this example, PuTTYgen 0.73 is used.

b. In the Act ionsAct ions sect ion, click LoadLoad to import  the private key file that is saved when you create
a cluster.

Make sure that the format of the file that you want to import  is All f iles (*.*)All f iles (*.*).

c. Select  the specific .pem file and click OpenOpen.

d. Click Save privat e keySave privat e key.

e. In the dialog box that appears, click YesYes. Specify a name for the .ppk file and click SaveSave.

Save the .ppk file to your on-premises machine. In this example, kp-123.ppk is used.

iii. Run PuTTY.

iv. In the left-side navigation pane, choose Connect ionConnect ion >  > SSHSSH >  > Aut hAut h. Click BrowseBrowse below Privat ePrivat e
key f ile f or aut hent icat ionkey f ile f or aut hent icat ion and select  the .ppk file.

v. Click SessionSession. Enter the logon account and the public IP address of the master node in the HostHost
Name (or IP address)Name (or IP address) f ield.
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The format is root@[Public IP address of the master node], such as root@10.10.xx.xx.

vi. Click OpenOpen.

If  the following information appears, the logon is successful.

Use Command Prompt to log on from your on-premises machine that runs a Windows operating system

Open Command Prompt and run the following command to log on to the cluster:

ssh -i <Storage path of the .pem file on your on-premises machine> root@<Public IP address 
of the master node>

Log on to the cluster by using an SSH passwordLog on to the cluster by using an SSH password

Not e Not e The username and password used in the following operations are the root user and
password you specified when you created a cluster. For more information about how to obtain the
public IP address of the master node, see Obtain the public IP address of the master node.
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Procedure:

Log on from your on-premises machine that runs a Linux operating system

Run the following command in the command-line interface (CLI) of your on-premises machine to
connect to the master node:

ssh root@[Public IP address of the master node]

Log on from your on-premises machine that runs a Windows operating system

i. Download and install PuTTY.

Download link: PuTTY.

ii. Start  PuTTY.

iii. Configure the parameters required to connect to a Linux instance.

Host  Name (or IP address)Host  Name (or IP address): Specify the fixed public IP address of the instance or the EIP
address associated with the instance.

PortPort : Enter port  number 2222.

Connect ion t ypeConnect ion t ype: Select  SSHSSH.

Saved SessionsSaved Sessions: optional. Enter a name that helps you identify the session and click SaveSave to
save the session. This way, you do not need to enter session information such as the public IP
address when you connect to the instance again.

iv. Click OpenOpen.

v. Specify the username and press Enter. The default  username is root.

The characters of the password are hidden when you enter the password. After you enter the
password, press Enter.

FAQFAQ
Q: How do I log on to a cluster from my on-premises machine in password-free mode?

A: Perform the following steps:

i. Open Command Prompt and run the following command to generate a public key:

ssh-keygen

A public key file is generated on your on-premises machine.

ii. Add the generated public key to the master node of the cluster to which you want to log on.

a. Go to the /.ssh directory of the cluster.

cd ~/.ssh

b. Edit  the key information of the master node of the cluster.

vim authorized_keys

c. Add the content of the generated public key file id_rsa.pub to the authorized_keys file.

iii. Add the IP address of your on-premises machine to the security group to which the cluster
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belongs.

a. Obtain the public IP address of your on-premises machine.

For security reasons, we recommend that you allow access only from the current public IP
address when you configure a security group rule. To obtain your current public IP address,
visit  http://myip.ipip.net/.

b. Add a security group rule in which port  22 is enabled.

For more information about how to add a security group rule, see Add a security group rule.

iv. Run the following command in Command Prompt to log on to the cluster in password-free mode:

ssh root@<Public IP address of the master node>

Q: How do I log on to a core node?

A: Perform the following steps:

i. On the master node, run the following command to switch to the hadoop user:

su hadoop

ii. Log on to the core node in password-free mode.

ssh emr-worker-1

iii. Run the following sudo command to obtain the root permissions:

sudo su - root

You can scale out an E-MapReduce (EMR) cluster that has insufficient  computing or storage resources.
You can add core nodes and task nodes. By default , the configurations of an added node are the same
as those of an exist ing node. This topic describes how to scale out a cluster.

PrerequisitesPrerequisites
An EMR cluster is created. For more information, see Create a cluster.

Scale out a clusterScale out a cluster
1. Go to the Cluster Management page.

i. 

ii. In the top navigation bar, select  the region where you want to create a cluster. The region of a
cluster cannot be changed after the cluster is created.

iii. Click the Clust er ManagementClust er Management  tab.

2. On the Cluster Management page, find the cluster that you want to scale out and choose MoreMore > >
Scale OutScale Out  in the Act ions column.

3. In the Scale OutScale Out  dialog box, click the CORE (Core Inst ance Group)CORE (Core Inst ance Group) or T ASK (T ask Inst anceT ASK (T ask Inst ance

5.3. Scale out a cluster5.3. Scale out a cluster
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Group)Group) tab and configure related parameters.

The following table describes the parameters on the CORE (Core Inst ance Group)CORE (Core Inst ance Group) tab.

Parameter Description

Machine Group NameMachine Group Name The name of the machine group.

VSwit chVSwit ch The vSwitch of the cluster.

Conf igureConf igure The configurations of the existing node group.

Billing Met hodBilling Met hod
The billing method of the cluster. The billing method of a new node is the
same as that of the cluster and cannot be changed. If the billing method is
subscription, you can specify the subscript ion periodsubscript ion period for the new node.

Core NodesCore Nodes By default, the total number of your core nodes is displayed.

AddAdd

The number of core nodes that you want to add. Click the upward or
downward arrow or enter a number in the Add field.

Not e Not e When you adjust the number, the total scale-out fee of a
cluster is displayed in the lower-right corner of the Scale Out dialog box.

E-MapReduce ServiceE-MapReduce Service
T ermsT erms

Read and select the terms of service.

4. Click OKOK.

5. View the scale-out status.

In the Inst ance Inf oInst ance Inf o sect ion of the Clust er OverviewClust er Overview page, click the node group on which you
performed the scale-out operation to view the status of each new node on the right side.
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Scaling outScaling out  indicates that the node is being added. NormalNormal indicates that the node is added to the
cluster and can provide services.

Change the passwordChange the password
After you scale out the cluster, you can log on to the new node in SSH mode to change the password of
the root user.

1. Log on to the master node of the cluster. For more information, see Log on to a cluster.

2. Run the following command to switch to the hadoop user:

su hadoop

3. Run the following command to log on to the new node:

ssh <ip.of.worker>

Obtain the private IP address of the new node. For more information, see View the cluster list  and
cluster details.

4. Run the following command to change the password of the root user:

sudo passwd root

This topic describes how to reduce the number of task nodes to scale in an E-MapReduce (EMR) cluster.

PrerequisitesPrerequisites
An EMR cluster is created. For more information, see Create a cluster.

LimitsLimits
You can reduce only the number of task nodes to scale in an EMR cluster. The cluster you want to scale in
must meet the following requirements:

The EMR version is V2.X later than V2.5.0 or V3.X later than V3.2.0.

The cluster is in the Idle or Running state.

The billing method of the cluster is pay-as-you-go.

ProcedureProcedure
1. Go to the Cluster Overview page.

i. 

5.4. Scale in a cluster5.4. Scale in a cluster
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ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. On the Clust er OverviewClust er Overview page, choose Change Conf igurat ionChange Conf igurat ion >  > Scale InScale In in the upper-right
corner.

3. In the Scale InScale In dialog box, click the downward arrow for Reserved Nodes or enter a number in this
field to reduce the number of task nodes.

4. Click Scale InScale In.

5. In the Conf irm Scale-in Act ivit yConf irm Scale-in Act ivit y message, click OKOK.

This topic describes the auto scaling feature of E-MapReduce (EMR). You can configure auto scaling rules
based on your business requirements and policies. Auto scaling applies only to Hadoop clusters of EMR.
After this feature is enabled and configured, EMR automatically adds task nodes to ensure sufficient
computing capabilit ies when your business loads increase and removes task nodes to reduce costs when
your business loads decrease.

ScenariosScenarios
You can enable auto scaling in the following scenarios to reduce costs and improve task execution
efficiency:

Add task nodes at  the scheduled t ime to temporarily supplement the computing capabilit ies.

Add task nodes based on the sett ings of certain cluster metrics to ensure that important jobs are
completed on t ime.

FeaturesFeatures
Auto scaling allows you to purchase preemptible or pay-as-you-go instances as required.

If  your business requirements fluctuate, we recommend that you enable auto scaling for your E-
MapReduce (EMR) cluster and configure auto scaling rules to increase or decrease task nodes based on
your business requirements.

PrerequisitesPrerequisites
An EMR Hadoop cluster is created. For more information, see Create a cluster.

ProcedureProcedure
1. Go to the Cluster Overview page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

5.5. Auto Scaling5.5. Auto Scaling
5.5.1. Overview5.5.1. Overview

5.5.2. Create an auto scaling machine group5.5.2. Create an auto scaling machine group
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iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the left-side navigation pane, choose Aut o ScalingAut o Scaling >  > Aut o Scaling Set t ingsAut o Scaling Set t ings.

3. On the Aut o Scaling Set t ingsAut o Scaling Set t ings page, click Creat e Aut o Scaling Machine GroupCreat e Aut o Scaling Machine Group.

4. In the Creat e T ask Machine GroupCreat e T ask Machine Group dialog box, specify Node Group NameNode Group Name.

Configure the other parameters based on the specificat ions of the auto scaling nodes that you want
to use. You can modify the configurations after you create the auto scaling machine group.

5. Read the terms of service and select  E-MapReduce Service T ermsE-MapReduce Service T erms.

6. Click Creat e Node GroupCreat e Node Group.

After auto scaling is configured and triggered due to business fluctuations, you can view the scaling
history and the results of each auto scaling act ivity on the History page. For more information, see
View auto scaling history.

If  your business requirements fluctuate, we recommend that you enable auto scaling for your E-
MapReduce (EMR) cluster and configure auto scaling rules to increase or decrease task nodes based on
your business requirements. Auto scaling not only ensures sufficient  computing resources for your jobs
but also reduces costs.

PrerequisitesPrerequisites
An auto scaling machine group is created. For more information, see Create an auto scaling machine group.

Configure auto scalingConfigure auto scaling
1. Go to the Cluster Overview page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the left-side navigation pane, choose Aut o ScalingAut o Scaling >  > Aut o Scaling Set t ingsAut o Scaling Set t ings.

3. On the Aut o Scaling Set t ingsAut o Scaling Set t ings page, find your auto scaling machine group and click Conf igureConf igure
RulesRules in the Act ions column.

4. In the Aut o Scaling Set t ingsAut o Scaling Set t ings pane, configure the parameters.

5.5.3. Manage auto scaling5.5.3. Manage auto scaling
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i. In the Basic Inf ormat ionBasic Inf ormat ion sect ion, configure the parameters described in the following table.

Parameter Description

Max Inst ancesMax Inst ances

The maximum number of task nodes in the auto scaling machine
group. If an auto scaling rule is met but this upper limit has been
reached, the system still does not trigger auto scaling. Maximum
value: 500.

Minimum Inst ancesMinimum Inst ances

The minimum number of task nodes in the auto scaling machine
group. If the number of task nodes set in a scale-out or scale-in rule
is less than the value of this parameter, the cluster is scaled based on
the value of this parameter when the rule is triggered for the first
t ime.

For example, if this parameter is set to 3 and a scale-out rule is that
one node is added at 00:00 every day, the system adds three nodes
at 00:00 on the first  day. This way, the requirement for the minimum
number of nodes is met.

Gracef ul Deprecat ionGracef ul Deprecat ion

You can enable graceful deprecation and set a t imeout period to
deprecate the task node on which a job on YARN runs. If the period of
time for which a job on YARN has run exceeds the t imeout period or
no job on YARN has run, the system deprecates the task node. The
maximum value of T imeout is 3600, in seconds.

Not e Not e To enable graceful deprecation, you must first
change the value of the
yarn.resourcemanager.nodes.exclude-pat hyarn.resourcemanager.nodes.exclude-pat h parameter on
the YARN service page to /et c/ecm/hadoop-conf /yarn-/et c/ecm/hadoop-conf /yarn-
exclude.xmlexclude.xml.

ii. In the Cost  Opt imizat ion PolicyCost  Opt imizat ion Policy sect ion, select  Single Billing Method or Cost  Optimization
Mode.

Single Billing Met hodSingle Billing Met hod

The system automatically searches for the instance types that match the vCPU and memory
specificat ions you specified and displays the instance types in the Instance Type sect ion. You
must select  one or more instance types in the Instance Type sect ion so that the cluster can be
scaled based on the selected instance types. Single Billing Method supports the following
billing methods:
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Pay-As-You-GoPay-As-You-Go

The order in which you select  instance types determines the priorit ies of the instances that
are used. The hourly price of each instance is displayed below the disk specificat ions in the
Instance Type sect ion. The price is the sum of the EMR service price and ECS instance price.

Spot  Inst anceSpot  Inst ance

Not ice Not ice If  you have high service level agreement (SLA) requirements for your jobs,
do not select  this option to use preemptible instances because the instances may be
released due to a failed bid or other reasons.

The order in which you select  instance types determines the priorit ies of the instances that
are used. The hourly price of each instance based on the pay-as-you-go billing method is
displayed below the disk specificat ions in the Instance Type sect ion. You can also set  an
upper limit  for the hourly price of each instance. The instance is displayed if  its price does
not exceed the upper limit . For more information about preemptible instances, see Overview.
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Cost  Opt imizat ion ModeCost  Opt imizat ion Mode

In this mode, you can develop a detailed cost  optimization policy to achieve a balance
between cost  and stability.

Parameter Description

Minimum Pay-As-You-Go NodesMinimum Pay-As-You-Go Nodes

The minimum number of pay-as-you-go
instances required by the auto scaling machine
group. If the number of pay-as-you-go
instances in the auto scaling machine group is
less than this value, pay-as-you-go instances
are preferentially created.

Percent age of  Pay-As-You-Go NodesPercent age of  Pay-As-You-Go Nodes

The proportion of pay-as-you-go instances in
the auto scaling machine group after the
number of created pay-as-you-go instances
reaches the value of Minimum Pay-As-You-Go
Nodes.

Lowest -Cost  Inst ance T ypesLowest -Cost  Inst ance T ypes

The number of instance types that have the
lowest prices. If preemptible instances are
required, the system evenly creates the
preemptible instances of the instance types
that have the lowest prices. The maximum
value is 3.

Supplement  Preempt ible Inst ancesSupplement  Preempt ible Inst ances

Specifies whether to enable preemptible
instance supplementation. If this feature is
enabled, the system automatically replaces an
existing preemptible instance with a new
preemptible instance about five minutes
before the existing instance is reclaimed.

If  you do not specify the Minimum Pay-As-You-Go NodesMinimum Pay-As-You-Go Nodes, Percent age of  Pay-As-You-Percent age of  Pay-As-You-
Go NodesGo Nodes, or Lowest -Cost  Inst ance T ypesLowest -Cost  Inst ance T ypes parameter, the machine group is a general cost
optimization scaling group. If  you specify the parameters, the machine group is a mixed-
instance cost  optimization scaling group. The two types of cost  optimization scaling groups
are fully compatible with each other in terms of interfaces and features.

You can use a mixed-instance cost  optimization scaling group to achieve the same effect  as a
specific general cost  optimization scaling group by configuring appropriate mixed-instance
policies. Examples:

In a general cost  optimization scaling group, only pay-as-you-go instances are created.

In your mixed-instance cost  optimization scaling group, set  Minimum Pay-As-You-GoMinimum Pay-As-You-Go
NodesNodes to 0, Percent age of  Pay-As-You-Go NodesPercent age of  Pay-As-You-Go Nodes to 100, and Lowest -Cost  Inst anceLowest -Cost  Inst ance
T ypesT ypes to 1.
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In a general cost  optimization scaling group, preemptible instances are preferentially
created.

In your mixed-instance cost  optimization scaling group, set  Minimum Pay-As-You-GoMinimum Pay-As-You-Go
NodesNodes to 0, Percent age of  Pay-As-You-Go NodesPercent age of  Pay-As-You-Go Nodes to 0, and Lowest -Cost  Inst anceLowest -Cost  Inst ance
T ypesT ypes to 1.

iii. In the T rigger RulesT rigger Rules sect ion, specify Trigger Mode.

Scale By T imeScale By T ime: For information about this mode, see Configure auto scaling rules by t ime.

iv. Click OKOK.

Enable auto scalingEnable auto scaling
After you configure auto scaling, f ind your auto scaling machine group on the Aut o Scaling Set t ingsAut o Scaling Set t ings
page and turn on the switch in the Aut o Scaling St at usAut o Scaling St at us column to enable auto scaling.

If  you modify the basic information or trigger rules after you enable auto scaling, you must click UseUse
Lat est  Conf igurat ionLat est  Conf igurat ion in the Act ions column on the Aut o Scaling Set t ingsAut o Scaling Set t ings page to make the
modificat ions take effect.

Disable auto scalingDisable auto scaling

Not ice Not ice You can disable auto scaling for an auto scaling machine group only if  the number of
instances in the group is 0. To disable auto scaling for an auto scaling machine group that contains
instances, you must first  configure a scale-in rule for the machine group or set  the maximum number
of instances to 0. After all instances in the machine group are removed, you can disable auto scaling
for it .

Find your auto scaling machine group on the Aut o Scaling Set t ingsAut o Scaling Set t ings page and turn off the switch in the
Aut o Scaling St at usAut o Scaling St at us column to disable auto scaling.

If  you want to modify instance configurations or your business traffic becomes stable, you can disable
auto scaling.

If  the computing workloads of a Hadoop cluster fluctuate on a regular basis, you can add and remove a
specific number of task nodes at  f ixed points in t ime every day, every week, or every month to
supplement the computing power. This ensures job completion at  low costs.

PrerequisitesPrerequisites

5.5.4. Configure auto scaling rules by time5.5.4. Configure auto scaling rules by time
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An auto scaling machine group is created. For more information, see Create an auto scaling machine group.

Configure auto scaling rules by t imeConfigure auto scaling rules by t ime
For more information about how to configure basic information and cost  optimization policies, see
Manage auto scaling.

If  you want to configure auto scaling rules by t ime in E-MapReduce (EMR), you can configure the relevant
parameters based on the descript ions in the following table.

Auto scaling rules are divided into scale-out rules and scale-in rules. This topic uses a scale-out rule as an
example. If  you disable auto scaling for a cluster, all auto scaling rules are cleared. If  you enable auto
scaling for the cluster again, you must reconfigure auto scaling rules.

Parameter Description

Rule NameRule Name
The name of the auto scaling rule. The name must
be unique in a cluster.

Rule execut ion cycleRule execut ion cycle

Run PeriodicallyRun Periodically: Auto scaling is performed at a
specific point in t ime every day, every week, or
every month.

Run OnceRun Once: Auto scaling is performed only once at
a specific point in t ime.
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Ret ry Int erval(Seconds)Ret ry Int erval(Seconds)

The retry interval. Auto scaling may not be
performed at the specified point in t ime due to
various reasons. If the retry interval is set, the system
tries to perform auto scaling every 30 seconds during
the period specified by this parameter until auto
scaling succeeds. Valid values: 0 to 21600.

For example, auto scaling operation A needs to be
performed within a specified period of t ime. If auto
scaling operation B is still in progress or is in the
cooldown state during this period, operation A
cannot be performed. In this case, the system tries
to perform operation A every 30 seconds within the
retry interval you specified. If required conditions are
met, the cluster immediately runs auto scaling.

Scale Out (Nodes)Scale Out (Nodes)
The number of task nodes you want to add to the
cluster each time an auto scaling rule is triggered.

Cooldown(Seconds)Cooldown(Seconds)
The interval between two auto scaling activit ies.
Auto scaling is forbidden during the cooldown.

Parameter Description

Configure the specifications of nodesConfigure the specifications of nodes
You can specify the hardware specificat ions of the nodes that are used to scale in or scale out a cluster.
You can configure the specificat ions only before you enable auto scaling. You are not allowed to modify
the specificat ions after you enable auto scaling. If  modificat ions are required due to special
circumstances, disable auto scaling, modify the specificat ions, and then enable auto scaling again.

The system automatically searches for the instance types that match the vCPU and memory
specificat ions you specified and displays the instance types in the Instance Type sect ion. You must
select  one or more instance types in the Instance Type sect ion so that the cluster can be scaled based
on the selected instance types.

You can select  a maximum of three instance types. This prevents auto scaling failures due to
insufficient  Elast ic Compute Service (ECS) resources.

Regardless of whether you select  an ultra disk or a standard SSD, the minimum size of a data disk is 40
GB.

This topic describes how to view auto scaling history after auto scaling is triggered.

PrerequisitesPrerequisites
Auto scaling rules are configured. For more information, see Create a cluster.

ProcedureProcedure
1. Go to the Cluster Overview page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

5.5.5. View auto scaling history5.5.5. View auto scaling history
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iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the left-side navigation pane, choose Aut o ScalingAut o Scaling >  > Hist oryHist ory.

You can view information about each auto scaling act ivity, including the number and status of nodes
after each auto scaling act ivity. An auto scaling act ivity can be in one of the following states:

InProgressInProgress: The auto scaling act ivity is in progress.

Successf ulSuccessf ul: All nodes specified in the auto scaling rule are added or removed during the auto
scaling act ivity.

part Of Successpart Of Success: During the auto scaling act ivity, some of the nodes specified in the auto scaling
rule are added or removed. The other nodes fail to be added or removed because of an
insufficient  disk quota or Elast ic Compute Service (ECS) resources.

FailedFailed: No nodes specified in the auto scaling rule are added or removed during the auto scaling
activity.

Reject edReject ed: The auto scaling act ivity is rejected because the number of nodes in the auto scaling
machine group is larger than the upper limit  or less than the lower limit  if  the auto scaling act ivity is
performed. Another possible cause is that the previous auto scaling act ivity has not been
terminated when the auto scaling rule is triggered.

In the Alibaba Cloud CloudMonitor console, you can configure event alerts for auto scaling act ivit ies in E-
MapReduce (EMR). After you configure an event alert , if  auto scaling fails or is rejected, CloudMonitor
notifies the contacts in the contact  group to handle the issue in a t imely manner.

ProcedureProcedure
1. Log on to the CloudMonitor console.

2. In the left-side navigation pane, click Event  Monit oringEvent  Monit oring.

3. On the Event  Monit oringEvent  Monit oring page, click the Alert  RulesAlert  Rules tab.

4. On the Alert  RulesAlert  Rules tab, click Creat e Event  AlertCreat e Event  Alert .

5. In the Creat e / Modif y Event  AlertCreat e / Modif y Event  Alert  panel, configure the alert  rule parameters for system events.

Section Parameter Description

Basic Inf ormat ionBasic Inf ormat ion Alert  Rule NameAlert  Rule Name
The name of the event alert
rule.

Event  alertEvent  alert

Product  T ypeProduct  T ype Select E-MapReduceE-MapReduce.

Event  T ypeEvent  T ype Select SCALINGSCALING.

Event  LevelEvent  Level Select CRIT ICALCRIT ICAL.

Event  NameEvent  Name
Select All Events or a specific
event.

Resource RangeResource Range
The range of the resources to
which the event alert rule is
applied.

5.5.6. Configure auto scaling monitoring alerts5.5.6. Configure auto scaling monitoring alerts
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For the configuration of other parameters, see Create a system event-triggered alert rule.

6. Click OKOK.

You can view the created rule on the Alarm RulesAlarm Rules tab.

界面上找不到该topic中的部分操作描述，跟需求人沟通，该topic先skip掉不处理，后续修改中文后重新提翻
处理

This topic describes how to add a task node group to an E-MapReduce (EMR) cluster.

PrerequisitesPrerequisites
A Hadoop cluster is created. For more information, see Create a cluster.

ContextContext
You can add node groups to meet your requirements for different instances. For example, you can use
memory optimized instances with 1 vCPU and 8 GiB of memory to support  big data offline processing and
use compute optimized instances with 1 vCPU and 2 GiB of memory to support  model training.

Not ice Not ice If  you want to add a core node group to a Hadoop cluster, submit  a t icket.

LimitsLimits
You can add a maximum of 10 task node groups to a Hadoop cluster.

ProcedureProcedure
1. Go to the Cluster Overview page of your cluster.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. On the Clust er OverviewClust er Overview page, choose Change Conf igurat ionChange Conf igurat ion >  > Scale OutScale Out .

3. In the Scale OutScale Out  dialog box, click the T ASK (T ask Inst ance Group)T ASK (T ask Inst ance Group) tab.

4. On the T ASK (T ask Inst ance Group)T ASK (T ask Inst ance Group) tab, perform the following operations:

i. (Optional)Click the Creat e Node GroupCreat e Node Group tab.

ii. On the Creat e Node GroupCreat e Node Group tab, specify Node Group NameNode Group Name.

Not e Not e The node group name must be unique in the cluster.

iii. Configure other parameters based on your requirements.

iv. Read the terms of service and select  E-MapReduce Service T ermsE-MapReduce Service T erms.

v. Click Creat e Node GroupCreat e Node Group.

5.6. Expand disk capacity5.6. Expand disk capacity

5.7. Add node groups5.7. Add node groups
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After the node group is added, you can view the node group information in the Inst ance Inf oInst ance Inf o
sect ion of the Clust er OverviewClust er Overview page.

When an exception occurs on Elast ic Compute Service (ECS) instances in an E-MapReduce (EMR) cluster
and you do not need to continuously use these instances, you can remove them. For example, you can
remove the ECS instances that are in the Stopped state. This topic describes how to remove an abnormal
ECS instance.

PrerequisitesPrerequisites
An EMR cluster is created. For more information, see Create a cluster.

ProcedureProcedure
1. Go to the Cluster Overview page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the left-side navigation pane of the Cluster Overview page, click Inst ancesInst ances.

3. On the Instances page, find the ID of the ECS instance that you want to remove and click Delet eDelet e in
the Act ion column.

Not e Not e You can remove only abnormal ECS instances.

4. Click OKOK.

The ECS instance is removed.

If  the vCPUs or memory of the master node group or a core node group in an E-MapReduce (EMR) cluster
is insufficient, you can upgrade the node configurations of the node group. This topic describes how to
upgrade node configurations.

PrerequisitesPrerequisites
An EMR cluster is created. For more information, see Create a cluster.

LimitsLimits

5.8. Remove abnormal ECS instances5.8. Remove abnormal ECS instances

5.9. Upgrade node configurations5.9. Upgrade node configurations
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You can upgrade only the node configurations of subscript ion clusters.

Not e Not e If  you use a high-availability cluster, only one of the master nodes is restarted. During
the restart  process, the other master node st ill runs to ensure normal services.

Elast ic Compute Service (ECS) instances with local disks, such as instances of the d1 and i2 instance
families, do not support  configuration upgrade. You can only add nodes when vCPUs or memory is
insufficient.

ECS instances that do not use local disks support  configuration upgrade. However, they do not
support  configuration downgrade.

ProcedureProcedure
1. Go to the Upgrade dialog box.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

iv. On the Clust er ManagementClust er Management  page, find the cluster for which you want to upgrade node
configurations and click Det ailsDet ails in the Act ions column.

v. On the Clust er OverviewClust er Overview page, choose Change Conf igurat ionChange Conf igurat ion >  > UpgradeUpgrade.

2. Upgrade node configurations.

i. In the UpgradeUpgrade dialog box, modify the configurations based on your business requirements.

ii. Read the terms of service and select  E-MapReduce Service T ermsE-MapReduce Service T erms.

iii. Click OKOK.

An order is generated after a short  period of t ime.

iv. Complete the payment.

After you complete the payment, a message that indicates the upgrade is successful and you must
restart  the node group is displayed in the Inst ance Inf oInst ance Inf o sect ion of the Clust er OverviewClust er Overview page.

3. In the Inst ance Inf oInst ance Inf o sect ion of the Clust er OverviewClust er Overview page, click the message T he conf igurat ionT he conf igurat ion
is upgraded. Rest art  t he node group f or t he new conf igurat ion t o t ake ef f ect .is upgraded. Rest art  t he node group f or t he new conf igurat ion t o t ake ef f ect .
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Not ice Not ice When you restart  a cluster, the ECS instances of the cluster are restarted. During
the restart , the big data services deployed on the ECS instances are unavailable. Therefore,
before you restart  the cluster, make sure that the service unavailability does not affect  your
business.

Parameter Description

Rolling Restart

Rolling Restart is selected by default. If you select Rolling Restart, the
system restarts an ECS instance only after the previous ECS instance is
restarted and all big data services deployed on it  are restored.

It  takes about 5 minutes to restart an ECS instance.

If you clear Rolling Restart, the system restarts all ECS instances at the
same time.

Restart Scaled Nodes Only

Restart Scaled Nodes Only is selected by default. If you select Restart
Scaled Nodes Only, the system restarts only the nodes whose disk
space is expanded or configurations are upgraded.

For example, if you have upgraded only the configurations of the
master node group, the system restarts the nodes in the master node
group and do not restart those in core node groups.

If you clear Restart Scaled Nodes Only, the system restarts all the
nodes of the cluster.

4. Click OKOK.

In the Inst ance Inf oInst ance Inf o sect ion of the Clust er OverviewClust er Overview page, the message Rest art ingRest art ing is displayed
for the node group whose node configurations are upgraded.

After the message disappears, the restart  is complete and the configurations have taken effect. You
can log on to the cluster to verify the configurations.
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Not eNot e

If you have upgraded only vCPU configurations, no more operations are required.

If  you have upgraded only memory configurations or both vCPU and memory
configurations, we recommend that you perform steps in Modify configurations for YARN.
This way, the YARN service can use the added resources.

Modify configurations for YARNModify configurations for YARN
1. In the left-side navigation pane, choose Clust er ServiceClust er Service >  > YARNYARN.

2. Modify vCPU configurations.

i. On the YARN service page, click the Conf igureConf igure tab.

ii. In the Conf igurat ion Filt erConf igurat ion Filt er sect ion, search for the yarn.nodemanager.resource.cpu-vcoresyarn.nodemanager.resource.cpu-vcores
parameter. Then, change its value based on your business requirements.

In compute-intensive scenarios, we recommend that you set  this parameter to a value that is
equal to the number of vCPUs of each ECS instance. In scenarios that involve both compute-
intensive and I/O intensive tasks, we recommend that you set  this parameter to a value that
ranges from the number of vCPUs of each ECS instance to twice the number. For example, if  you
use 32-vCPU ECS instances in compute-intensive scenarios, set  this parameter to 32. If  you use
32-vCPU ECS instances in scenarios that involve both compute-intensive and I/O intensive tasks,
set  this parameter to a value that ranges from 32 to 64.

3. Modify memory configurations.

i. On the YARN service page, click the Conf igureConf igure tab.

ii. In the Conf igurat ion Filt erConf igurat ion Filt er sect ion, search for the yarn.nodemanager.resource.memory-mbyarn.nodemanager.resource.memory-mb
parameter. Then, change its value to the memory size of each ECS instance mult iplied by 0.8.
Unit: MiB.

For example, if  the memory size of each ECS instance is 32 GiB, set  this parameter to 2621426214.

4. Save the configurations.

i. Click SaveSave in the upper-right corner of the Service Configuration sect ion.

ii. In the Conf irm ChangesConf irm Changes dialog box, specify Descript ionDescript ion and click OKOK.

5. Issue the configurations.

i. On the YARN service page, choose Act ionsAct ions >  > Conf igure All Component sConf igure All Component s.

ii. In the Clust er Act ivit iesClust er Act ivit ies dialog box, specify Descript ionDescript ion and click OKOK.

iii. In the Conf irmConf irm message, click OKOK.

You can click Hist oryHist ory in the upper-right corner to view the status of the Configure YARN task. After
the task enters the Successf ulSuccessf ul state, perform the following step to restart  the YARN service.

6. Restart  the YARN service.

i. On the YARN service page, choose Act ionsAct ions >  > Rest art  All Component sRest art  All Component s.

ii. In the Clust er Act ivit iesClust er Act ivit ies dialog box, specify Descript ionDescript ion and click OKOK.

iii. In the Conf irmConf irm message, click OKOK.

You can click Hist oryHist ory in the upper-right corner to view the status of the Restart  YARN task. After the
task enters the Successf ulSuccessf ul state, the YARN service is restarted.
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Cluster status listCluster status list

Not e Not e You can view the cluster status in the cluster list  or on the cluster details page.

Status Status code Description

Creating CREATING

The cluster is being created. The
creation task includes two
stages: creating physical ECS
machines and activating Spark
clusters. It  takes a moment for
the clusters to start running.

Failed CREATE_FAILED

An exception occurred during
creation. The ECS instance that
you have created automatically
rolls back. You can click the
question mark (?) to the right of
the status on the cluster list  page
to view exception details.

Running RUNNING The computing cluster is running.

Idle IDLE
The cluster is not running any
execution plan.

Releasing RELEASING

Click Release in the status list  to
set the cluster to this status. This
status indicates that the cluster is
in the releasing process. It  may
take a moment to complete this
process.

Release Failed RELEASE_FAILED

An exception occurred when
releasing the cluster. You can click
the question mark (?) to the right
of the status on the cluster list
page to view the exception
details. When the cluster is in this
status, click Release to release
the cluster again.

Released RELEASED

The computing cluster and the
ECS instance that hosts the
computing cluster have been
released.

Abnormal ABNORMAL

Unrecoverable errors occurred on
one or more nodes in the
computing cluster. Click Release
to release the cluster.

5.10. Status list5.10. Status list
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Job status listJob status list

Not e Not e View job status in the job status list

Status Description

Ready

The creation information is complete, correct, and
successfully saved. The job is ready to be added to
the submission queue. It  may take a moment for the
job to change its status to Submitting.

Submitting
The job is in the submission queue of the computing
cluster. It  has not been submitted to the computing
cluster.

Failed
An exception occurred when submitting the job to
the computing cluster. You need to clone and submit
the job if you want to submit this job again.

Running
The job is running in the cluster. Wait a moment and
click the corresponding log button in the job list  to
view output log entries in real t ime.

Succeeded
The job has been successfully executed in the cluster.
Click the corresponding log button to view the log
entry.

Failed
An exception occurred when executing the job. Click
the corresponding log button to view the log entry.

This topic describes how to view environment variables and how to start  and stop the service processes
of E-MapReduce (EMR) clusters. You can maintain your clusters based on the instruct ions in this topic.

PrerequisitesPrerequisites
An EMR cluster is created. For more information, see Create a cluster.

View environment variablesView environment variables
1. Log on to your cluster in SSH mode. For more information, see Log on to a cluster.

2. Run the  env  command.

The configurations of environment variables are displayed. Example:

5.11. Cluster O&M guide5.11. Cluster O&M guide
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PRESTO_HOME=/usr/lib/presto-current
TEZ_CONF_DIR=/etc/ecm/tez-conf
HUDI_HOME=/usr/lib/hudi-current
XDG_SESSION_ID=35918
SPARK_HOME=/usr/lib/spark-current
HOSTNAME=emr-header-1.cluster-23****
HADOOP_LOG_DIR=/var/log/hadoop-hdfs
SMARTDATA_CONF_DIR=/usr/lib/b2smartdata-current//conf
ECM_AGENT_STACK_CACHE_DIR=/usr/lib/emr/ecm-agent/cache/ecm
TERM=xterm
SHELL=/bin/bash
HUE_CONF_DIR=/etc/ecm/hue-conf
HADOOP_HOME=/usr/lib/hadoop-current
FLOW_AGENT_CONF_DIR=/etc/ecm/flow-agent-conf
HISTSIZE=1000
YARN_PID_DIR=/usr/lib/hadoop-current/pids
ECM_AGENT_CACHE_DIR=/usr/lib/emr/ecm-agent/cache
SSH_CLIENT=1.80.115.185 26289 22
HADOOP_PID_DIR=/usr/lib/hadoop-current/pids
EMR_HOME_DIR=/usr/lib/emr
HADOOP_MAPRED_PID_DIR=/usr/lib/hadoop-current/pids
SQOOP_CONF_DIR=/etc/ecm/sqoop-conf
SQOOP_HOME=/usr/lib/sqoop-current
BIGBOOT_MONITOR_HOME=/usr/lib/b2monitor-current/
HCAT_HOME=/usr/lib/hive-current/hcatalog
DATA_FACTORY_CONF_PATH=/etc/ecm/datafactory-conf
HIVE_HOME=/usr/lib/hive-current
PWD=/root
JAVA_HOME=/usr/lib/jvm/java-1.8.0
EMR_DATA_DIR=/usr/lib/emr/data
B2MONITOR_CONF_DIR=/usr/lib/b2monitor-current//conf
HISTCONTROL=ignoredups
SPARK_PID_DIR=/usr/lib/spark-current/pids
SHLVL=1
HOME=/root
HADOOP_MAPRED_LOG_DIR=/var/log/hadoop-mapred
ALLUXIO_CONF_DIR=/etc/ecm/alluxio-conf
ECM_AGENT_LOG_DIR=/usr/lib/emr/ecm-agent/log
TEZ_HOME=/usr/lib/tez-current
DATA_FACTORY_HOME=/usr/lib/datafactory-current
LOGNAME=root
EMR_LOG_DIR=/usr/lib/emr/log
EMR_TMP_DIR=/usr/lib/emr/tmp
XDG_RUNTIME_DIR=/run/user/0
ECM_AGENT_HOME_DIR=/usr/lib/emr/ecm-agent
B2SDK_CONF_DIR=/usr/lib/b2smartdata-current/conf
HIVE_CONF_DIR=/etc/ecm/hive-conf
_=/usr/bin/env

Log on to the built-in MySQLLog on to the built-in MySQL
1. Log on to your cluster in SSH mode. For more information, see Log on to a cluster.

2. Run the following command to log on to the built-in MySQL:
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mysql -uroot -pEMRroot1234

Not e Not e The username that is used to log on to the built-in MySQL is root and the password
is EMRroot1234.

Start and stop a single service process in the EMR consoleStart and stop a single service process in the EMR console
You can start , stop, or restart  a service process in the EMR console. Operations on all service processes are
similar. This sect ion describes how to start , stop, and restart  the HDFS service process DataNode on the
emr-worker-1 node of your cluster.

1. Go to the Cluster Overview page.

i. 

ii. 

iii. 

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.

2. In the left-side navigation pane, choose Clust er ServiceClust er Service >  > HDFSHDFS.

3. Click the Component  DeploymentComponent  Deployment  tab.

The HDFS service processes of the cluster are displayed.

4. Manage the DataNode process on the emr-worker-1 node.

i. Start  the process.

a. Find the process and click St artSt art  in the Act ionsAct ions column.

b. In the Clust er Act ivit iesClust er Act ivit ies dialog box, specify Descript ionDescript ion and click OKOK.

c. In the Conf irmConf irm message, click OKOK.

ii. Restart  the process.

a. Find the process and click Rest artRest art  in the Act ionsAct ions column.

b. In the Clust er Act ivit iesClust er Act ivit ies dialog box, specify Descript ionDescript ion and click OKOK.

c. In the Conf irmConf irm message, click OKOK.

iii. Stop the process.

a. Find the process and click St opSt op in the Act ionsAct ions column.

b. In the Clust er Act ivit iesClust er Act ivit ies dialog box, specify Descript ionDescript ion and click OKOK.

c. In the Conf irmConf irm message, click OKOK.

Manage multiple service processes at the same time in the EMRManage multiple service processes at the same time in the EMR
consoleconsole
This sect ion describes how to restart  the DataNode processes of HDFS on all the nodes of your cluster at
the same t ime.

1. Go to the Cluster Overview page.

i. 

ii. 

iii. 

iv. On the Clust er ManagementClust er Management  page, find your cluster and click Det ailsDet ails in the Act ions column.
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2. In the left-side navigation pane, choose Clust er ServiceClust er Service >  > HDFSHDFS.

3. Click the Component  DeploymentComponent  Deployment  tab.

The HDFS service processes of the cluster are displayed.

4. Choose Act ionsAct ions >  > Rest art  Dat aNodeRest art  Dat aNode in the upper-right corner.

i. In the Clust er Act ivit iesClust er Act ivit ies dialog box, specify Descript ionDescript ion and click OKOK.

ii. In the Conf irmConf irm message, click OKOK.

Not ice Not ice After you perform a rolling restart , you cannot perform a common restart  on the
same processes. Otherwise, an error is reported.

Start and stop a single service process by using the CLIStart and stop a single service process by using the CLI
YARN

Account: hadoop

ResourceManager (master node)

Start  ResourceManager

/usr/lib/hadoop-current/sbin/yarn-daemon.sh start resourcemanager

Stop ResourceManager

/usr/lib/hadoop-current/sbin/yarn-daemon.sh stop resourcemanager

NodeManager (core node)

Start  NodeManager

/usr/lib/hadoop-current/sbin/yarn-daemon.sh start nodemanager

Stop NodeManager

/usr/lib/hadoop-current/sbin/yarn-daemon.sh stop nodemanager

JobHistory Server (master node)

Start  JobHistory Server

/usr/lib/hadoop-current/sbin/mr-jobhistory-daemon.sh start historyserver

Stop JobHistory Server

/usr/lib/hadoop-current/sbin/mr-jobhistory-daemon.sh stop historyserver

WebProxyServer (master node)

Start  WebProxyServer

/usr/lib/hadoop-current/sbin/yarn-daemon.sh start proxyserver

Stop WebProxyServer

/usr/lib/hadoop-current/sbin/yarn-daemon.sh stop proxyserver

HDFS
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Account: hdfs

NameNode (master node)

Start  NameNode

/usr/lib/hadoop-current/sbin/hadoop-daemon.sh start namenode

Stop NameNode

/usr/lib/hadoop-current/sbin/hadoop-daemon.sh stop namenode

DataNode (core node)

Start  DataNode

/usr/lib/hadoop-current/sbin/hadoop-daemon.sh start datanode

Stop DataNode

/usr/lib/hadoop-current/sbin/hadoop-daemon.sh stop datanode

Hive

Account: hadoop

MetaStore (master node)

// Start MetaStore. You can set the memory size to a larger value based on your business 
requirements. 
HADOOP_HEAPSIZE=512 /usr/lib/hive-current/bin/hive --service metastore >/var/log/hive/met
astore.log 2>&1 &

HiveServer2 (master node)

// Start HiveServer2.
HADOOP_HEAPSIZE=512 /usr/lib/hive-current/bin/hive --service hiveserver2 >/var/log/hive/h
iveserver2.log 2>&1 &

HBase

Account: hdfs

Not ice Not ice You can perform the following operations only if  the HBase service is deployed in
your cluster. Otherwise, an error is reported.

HMaster (master node)

Start  HMaster

/usr/lib/hbase-current/bin/hbase-daemon.sh start master

Restart  HMaster

/usr/lib/hbase-current/bin/hbase-daemon.sh restart master

Stop HMaster

/usr/lib/hbase-current/bin/hbase-daemon.sh stop master
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HRegionServer (core node)

Start  HRegionServer

/usr/lib/hbase-current/bin/hbase-daemon.sh start regionserver

Restart  HRegionServer

/usr/lib/hbase-current/bin/hbase-daemon.sh restart regionserver

Stop HRegionServer

/usr/lib/hbase-current/bin/hbase-daemon.sh stop regionserver

Thrift  Server (master node)

Start  Thrift  Server

/usr/lib/hbase-current/bin/hbase-daemon.sh start thrift -p 9099 >/var/log/hive/thrifts
erver.log 2>&1 &

Stop Thrift  Server

/usr/lib/hbase-current/bin/hbase-daemon.sh stop thrift

Hue

Account: hadoop

Start  Hue

su -l root -c "${HUE_HOME}/build/env/bin/supervisor >/dev/null 2>&1 &"

Stop Hue

ps aux | grep hue     // Find the Hue process. 
kill -9 huepid        // Kill the Hue process. 

Zeppelin

Account: hadoop

Start  Zeppelin

// You can set the memory size to a larger value based on your business requirements. 
su -l root -c "ZEPPELIN_MEM=\"-Xmx512m -Xms512m\" ${ZEPPELIN_HOME}/bin/zeppelin-daemon.sh
start"

Stop Zeppelin

su -l root -c "${ZEPPELIN_HOME}/bin/zeppelin-daemon.sh stop"

Presto

Account: hdfs
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PrestoServer (master node)

Start  PrestoServer

/usr/lib/presto-current/bin/launcher --config=/usr/lib/presto-current/etc/coordinator-
config.properties start

Stop PrestoServer

/usr/lib/presto-current/bin/launcher --config=/usr/lib/presto-current/etc/coordinator-
config.properties stop

PrestoServer (core node)

Start  PrestoServer

/usr/lib/presto-current/bin/launcher --config=/usr/lib/presto-current/etc/worker-confi
g.properties start

Stop PrestoServer

/usr/lib/presto-current/bin/launcher --config=/usr/lib/presto-current/etc/worker-confi
g.properties stop

Manage multiple service processes at the same time by using the CLIManage multiple service processes at the same time by using the CLI
You can manage service processes on all the core nodes of a cluster at  the same t ime by running script
commands. In an EMR cluster, all the worker nodes that are run by the hadoop account or the hdfs
account are interconnected with the master node.

For example, you can run the following command to stop the NodeManager processes of all the core
nodes. In this example, the number of core nodes is 10.

for i in `seq 1 10`;do ssh emr-worker-$i /usr/lib/hadoop-current/sbin/yarn-daemon.sh stop nod
emanager;done

This topic describes how to release an E-MapReduce (EMR) cluster if  it  is no longer needed. You can
release only pay-as-you-go clusters.

PrerequisitesPrerequisites
An EMR cluster is created. For more information, see Create a cluster.

The cluster you want to release is in the Init ializing, Running, or Idle state.

LimitsLimits
You can release only pay-as-you-go clusters. If  you want to release a subscript ion cluster, submit a t icket.

PrecautionsPrecautions
After you confirm the release of a cluster, the system performs the following operations to handle the
cluster:

1. Forcibly terminates all jobs in the cluster.

2. Terminates and releases all ECS instances that are created for the cluster.

5.12. Release a cluster5.12. Release a cluster
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The t ime needed to terminate and release the ECS instances depends on the size of the cluster but
does not exceed 5 minutes. In most cases, the ECS instances can be released in seconds.

ProcedureProcedure
1. Go to the Cluster Management page.

i. 

ii. In the top navigation bar, select  the region where your cluster resides and select  a resource
group based on your business requirements.

iii. Click the Clust er ManagementClust er Management  tab.

2. Find the cluster you want to release and choose MoreMore >  > ReleaseRelease in the Act ions column.

Alternatively, f ind the cluster you want to release and click Det ailsDet ails in the Act ions column. On the
Clust er OverviewClust er Overview page, choose Inst ance St at usInst ance St at us >  > ReleaseRelease in the upper-right corner.

3. In the Clust er Management -ReleaseClust er Management -Release message, click ReleaseRelease.
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This topic provides answers to some frequently asked questions about cluster management.

Error messages

How do I f ix the error "The specified zone is not available for purchase"?

How do I f ix the error "The request  processing has failed due to some unknown error, exception or
failure"?

How do I f ix the error "The Node Controller is temporarily unavailable"?

How do I f ix the error "No quota or zone is available"?

How do I f ix the error "The specified InstanceType is not authorized for use"?

How do I f ix the error "The specified DataDisk Size beyond the permitted range, or the capacity of
snapshot exceeds the size limit  of the specified disk category"?

How do I f ix the error "Your account does not have enough balance"?

How do I f ix the error "The maximum number of Pay-As-You-Go instances is exceeded: create ecs
vcpu quota per region limited by user quota [xxx]"?

How do I f ix the error "FAILED: SemanticException
org.apache.hadoop.hive.ql.metadata.HiveException: java.lang.RuntimeException: Unable to
instantiate org.apache.hadoop.hive.ql.metadata.SessionHiveMetaStoreClient"?

How do I f ix the error "The specified instance Type exceeds the maximum limit  for the PostPaid
instances"?

Billing

Why do I st ill receive renewal notificat ions after I renew my cluster?

Do EMR clusters support  auto-renewal?

How do I apply for a refund for an EMR cluster?

Product features

Do I need to handle a cluster creation failure?

Does EMR support  preemptible instances?

How do I apply for an instance type with advanced configurations?

What do I do if  the disk capacity of an EMR cluster is insufficient?

What do I do if  the disk capacity of an EMR cluster is excessively large?

What do I do if  the computing capability of an EMR cluster is excessively low?

What do I do if  the computing capability of an EMR cluster is excessively high?

What do I do if  the version of a component in an EMR cluster does not meet my business
requirements?

How do I convert  a non-high-availability (non-HA) cluster to an HA cluster?

How do I deploy third-party software or third-party services on EMR?

I upgraded the node configurations of a node group to increase the memory and vCPUs. Why are the
added resources not applied to the YARN service?

How do I log on to a core node?

What is the division of work in an EMR cluster?

How do I handle disk exceptions in a Kafka cluster?

Can I install addit ional software on the master node of an EMR cluster?

6.FAQ about cluster management6.FAQ about cluster management
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Do services on each node automatically start  when I power on the server? Are services automatically
resumed after they are interrupted unexpectedly?

What is the port  number of the HBase Thrift  server?

Why can I not  set  EMR Version to EMR-3.4.3 when I create a cluster?

What are the differences between EMR and MaxCompute?

Does EMR support  automatic storage balancing? How do I manually rebalance storage?

What do I do if  resources for ApplicationMasters of a job that runs on YARN exceed the upper limit
of a YARN queue?

What are the differences between the two job submission modes Worker Node and Header/Gateway
Node?

How do I access the web UIs of open source services?

Metadata management

What do I do if  the "Failed to get schema version" error is reported when the MetaStore client  is
init ialized?

What do I do if  Hive metadata contains Chinese characters, such as Chinese characters in column
comments and part it ion names?

Permissions

How do I allow ECS instances in the classic network and ECS instances of EMR clusters in a virtual
private cloud (VPC) to access each other?

How do I connect EMR clusters that belong to different VPCs of the same account?

How do I isolate the Object  Storage Service (OSS) data of different Resource Access Management
(RAM) users?

How do I fix the error "The specified zone is not available forHow do I fix the error "The specified zone is not available for
purchase"?purchase"?
Pay-as-you-go Elast ic Compute Service (ECS) instances are unavailable in the zone you selected. We
recommend that you select  a different zone.

How do I fix the error "The request processing has failed due to someHow do I fix the error "The request processing has failed due to some
unknown error, exception or failure"?unknown error, exception or failure"?
Try again later. If  the error persists, submit a t icket. You can also submit  a t icket  right after the error is
reported.

How do I fix the error "The Node Controller is temporarilyHow do I fix the error "The Node Controller is temporarily
unavailable"?unavailable"?
Wait  a moment and create a cluster again.

How do I fix the error "No quota or zone is available"?How do I fix the error "No quota or zone is available"?
ECS instances in the zone you selected are insufficient. Create a cluster again, but select  a different zone
or use the default  zone when you create the cluster.

How do I fix the error "The specified InstanceType is not authorizedHow do I fix the error "The specified InstanceType is not authorized
for use"?for use"?
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Submit  applications to use pay-as-you-go instances with advanced configurations (each instance with
more than eight vCPUs). Click submit a t icket  to submit  the applications. The supported specificat ions
include eight vCPUs and 16 GiB of memory, eight vCPUs and 32 GiB of memory, 16 vCPUs and 32 GiB of
memory, and 16 vCPUs and 64 GiB of memory.

How do I fix the error "The specified instance Type exceeds theHow do I fix the error "The specified instance Type exceeds the
maximum limit for the PostPaid instances"?maximum limit for the PostPaid instances"?
Possible causes:

Your quota for pay-as-you-go instances has been reached.

You do not have the permissions to create the current type of instance.

Solut ions:

Submit  an application to increase your quota.

Go to the ECS console and grant your account the permissions to create the current type of instance.

How do I log on to a core node?How do I log on to a core node?
1. On the master node, run the following command to switch to the hadoop user:

su hadoop

2. Log on to the core node in password-free mode.

ssh emr-worker-1

3. Run the following sudosudo command to obtain the root permissions:

sudo su - root

Why do I st ill receive renewal notifications after I renew my cluster?Why do I st ill receive renewal notifications after I renew my cluster?
Cause: You are charged for the E-MapReduce (EMR) service and the ECS instances that are deployed in
your cluster. If  you renew only the ECS instances, you can st ill receive renewal notificat ions for the EMR
service.

Solut ion: Go to the Clust er OverviewClust er Overview page for your EMR cluster. Select  RenewalRenewal from the RenewalRenewal
drop-down list  in the upper-right corner. On the page that appears, check the expirat ion t ime of the ECS
instances and EMR resources.

Do EMR clusters support auto-renewal?Do EMR clusters support auto-renewal?
Yes, both EMR resources and ECS instances can be automatically renewed.

How do I apply for a refund for an EMR cluster?How do I apply for a refund for an EMR cluster?
Submit  a t icket  to apply for a refund.

Do I need to handle a cluster creation failure?Do I need to handle a cluster creation failure?
No, you do not need to handle cluster creation failures. No computing resources are created if  you fail to
create a cluster. The cluster record is automatically removed from the cluster list  in the EMR console after
three days.

What is the division of work in an EMR cluster?What is the division of work in an EMR cluster?
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A standard EMR cluster consists of a single master node and mult iple core nodes. Only core nodes store
data and implement data computing. For example, a cluster consists of three instances. Each instance
has four vCPUs and 8 GiB of memory. One instance serves as the master node and the other two instances
serve as core nodes. The available computing resources of this cluster are two instances, each with four
vCPUs and 8 GiB of memory.

How do I handle disk exceptions in a Kafka cluster?How do I handle disk exceptions in a Kafka cluster?
Cause: The disk is full or damaged.

Solution:

If your disk is full, perform the following operations:

i. Log on to the server.

ii. Find the fully occupied disk and delete unnecessary data to free up some of the disk space. Take
note of the following rules:

Do not delete Kafka data directories. Otherwise, you may lose all of your data.

Do not delete Kafka topics, such as consumer_offsets and schema.

Find the topics that occupy a large space or that you no longer need. Delete historical log
segments and the index and t imeindex files of the segments from some part it ions of the topics.

iii. Restart  the Kafka broker.

If  your disk is damaged, perform the following operations:

If  no more than 25% of disks are damaged on a machine, you do not need to take an act ion.

If  more than 25% of disks are damaged on a machine, submit  a t icket.

How do I fix the error "The specified DataDisk Size beyond theHow do I fix the error "The specified DataDisk Size beyond the
permitted range, or the capacity of snapshot exceeds the size limit ofpermitted range, or the capacity of snapshot exceeds the size limit of
the specified disk category"?the specified disk category"?
The disk size you specified is too small. We recommend that you set  the disk size to a value larger than 40
GB.

How do I fix the error "Your account does not have enough balance"?How do I fix the error "Your account does not have enough balance"?
The account balance is insufficient. Top up your account and try again.

How do I fix the error "The maximum number of Pay-As-You-GoHow do I fix the error "The maximum number of Pay-As-You-Go
instances is exceeded: create ecs vcpu quota per region limited byinstances is exceeded: create ecs vcpu quota per region limited by
user quota [xxx]"?user quota [xxx]"?
Your quota for pay-as-you-go ECS instances has been reached. You can release some exist ing pay-as-
you-go ECS instances or submit  an application to increase your quota.

Can I install additional software on the master node of an EMRCan I install additional software on the master node of an EMR
cluster?cluster?
We recommend that you do not install addit ional software. The installat ion may affect  the stability and
reliability of the cluster.
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Do services on each node automatically start when I power on theDo services on each node automatically start when I power on the
server? Are services automatically resumed after they are interruptedserver? Are services automatically resumed after they are interrupted
unexpectedly?unexpectedly?
Yes, services automatically start  when you power on the server, and services are automatically resumed
after they are interrupted unexpectedly.

What is the port number of the HBase Thrift  server?What is the port number of the HBase Thrift  server?
The port  number of the HBase Thrift  server is 9099.

Does EMR support preemptible instances?Does EMR support preemptible instances?
If  you enable the auto scaling feature for a cluster, you can use preemptible instances. For more
information, see Manage auto scaling.

How do I fix the error "How do I fix the error "  FAILED: SemanticException
org.apache.hadoop.hive.ql.metadata.HiveException: java.lang.RuntimeException: Unable to
instantiate org.apache.hadoop.hive.ql.metadata.SessionHiveMetaStoreClient "?"?
During cluster creation, Unif ied Met abasesUnif ied Met abases is selected for Type. An error is reported during the
execution of a Hive job.

The cluster fails to be created because the cluster does not have an elast ic IP address. submit a t icket.

Why can I not set EMR Version to EMR-3.4.3 when I create a cluster?Why can I not set EMR Version to EMR-3.4.3 when I create a cluster?
EMR is updated periodically. Some earlier versions are deprecated. Check whether the versions of services
such as Hive and Spark in the available EMR versions meet your business requirements. If  you want to use a
deprecated EMR version, submit a t icket.

What are the differences between EMR and MaxCompute?What are the differences between EMR and MaxCompute?
Both of them are big data processing solut ions. EMR is a big data platform that is built  completely based
on open source technologies. It  is fully compatible with open source software. MaxCompute is a platform
developed by Alibaba Cloud and is not open source. It  offers easy-to-use features based on the
encapsulation and low costs of operations and maintenance.

Does EMR support automatic storage balancing? How do I manuallyDoes EMR support automatic storage balancing? How do I manually
rebalance storage?rebalance storage?
Automatic storage balancing is not supported. You can perform the following steps to manually
rebalance the storage of a cluster:

1. 

2. In the top navigation bar, select  the region where your cluster resides and select  a resource group
based on your business requirements.

3. Click the Clust er ManagementClust er Management  tab.

4. Find the cluster whose storage you want to rebalance, and click Det ailsDet ails in the Act ionsAct ions column.

5. In the left-side navigation pane, choose Clust er ServiceClust er Service >  > HDFSHDFS.

6. In the upper-right corner of the page that appears, choose Act ionsAct ions >  > RebalanceRebalance.

7. In the Clust er Act ivit iesClust er Act ivit ies dialog box, specify the related parameters and click OKOK.

8. In the Conf irmConf irm message, click OKOK.
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How do I apply for an instance type with advanced configurations?How do I apply for an instance type with advanced configurations?
Submit  a t icket.

What do I do if the disk capacity of an EMR cluster is insufficient?What do I do if the disk capacity of an EMR cluster is insufficient?
Expand the capacity of a disk or add core nodes to the EMR cluster. You are not allowed to add disks to a
node of an EMR cluster.

What do I do if the disk capacity of an EMR cluster is excessivelyWhat do I do if the disk capacity of an EMR cluster is excessively
large?large?
Purchase a new cluster and release the original one. You are not allowed to scale down the disk capacity
of an EMR cluster. For more information, see Create a cluster.

What do I do if the computing capability of an EMR cluster isWhat do I do if the computing capability of an EMR cluster is
excessively low?excessively low?
Add task nodes to the cluster in the EMR console. For more information, see Scale out a cluster.

What do I do if the computing capability of an EMR cluster isWhat do I do if the computing capability of an EMR cluster is
excessively high?excessively high?
Resolve this issue based on the billing method of your cluster.

For a pay-as-you-go cluster, remove one or more task nodes from the cluster in the EMR console.

For a subscript ion cluster, stop the NodeManager of YARN on a specific task node, change the billing
method of the ECS instance that serves as the task node to pay-as-you-go in the ECS console, and
then release the instance.

What do I do if the version of a component in an EMR cluster does notWhat do I do if the version of a component in an EMR cluster does not
meet my business requirements?meet my business requirements?
Purchase a cluster of a later version. You are not allowed to update a specific component of an exist ing
cluster. For more information, see Create a cluster.

How do I convert a non-high-availability (non-HA) cluster to an HAHow do I convert a non-high-availability (non-HA) cluster to an HA
cluster?cluster?
Non-HA clusters cannot be converted into HA clusters. We recommend that you purchase an HA cluster.

How do I deploy third-party software or third-party services on EMR?How do I deploy third-party software or third-party services on EMR?
We recommend that you use bootstrap act ions to install third-party software or third-party services
when you create a cluster. If  you manually install third-party software or third-party services after you
create a cluster, you must reinstall the software or services when you add nodes.

What do I do if an ECS instance of an EMR cluster reports an alert thatWhat do I do if an ECS instance of an EMR cluster reports an alert that
an error occurred and the instance must be re-deployed?an error occurred and the instance must be re-deployed?
Submit  a t icket.
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I upgraded the node configurations of a node group to increase theI upgraded the node configurations of a node group to increase the
memory and vCPUs. Why are the added resources not applied to thememory and vCPUs. Why are the added resources not applied to the
YARN service?YARN service?
The memory and vCPU resources of the YARN service on an EMR cluster are the sum of the resources of
the NodeManager on each node. However, the memory and vCPU configurations of the NodeManager on
each node do not automatically change after you upgrade the node configurations. You can manually
modify the configurations and restart  the NodeManager on each node. This way, the total memory and
vCPU resources of the YARN service increase. For more information about how to modify the parameters
of a service, see Manage parameters for services.

You must modify the following parameters:

Memory: yarn.nodemanager.resource.memory-mb

vCPU: yarn.nodemanager.resource.cpu-vcores

What do I do if resources for ApplicationMasters of a job that runs onWhat do I do if resources for ApplicationMasters of a job that runs on
YARN exceed the upper limit of a YARN queue?YARN exceed the upper limit of a YARN queue?

Problem descript ion:

The job that runs on YARN remains in the ACCEPTED state.

The error  Application is added to the scheduler and is not yet activated. Queue's AM resour
ce limit exceeded.  is reported.

Solut ion: When you run a job on YARN, an ApplicationMaster starts and applies for the required
resources. However, the yarn.scheduler.capacity.maximum-am-resource-percent parameter is used to
limit  the percentage of YARN resources that an ApplicationMaster can use. By default , the value of this
parameter is 0.25, which indicates 25%. If  your jobs do not consume a large number of resources, we
recommend that you set  the yarn.scheduler.capacity.maximum-am-resource-percent parameter to a
value that ranges from 0.5 to 0.8. After you modify the parameter, you do not need to restart  the
YARN service. You can directly run the  yarn rmadmin -refreshQueues  command on a node. For more
information about how to modify the parameters of a service, see Manage parameters for services.
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What are the differences between the two job submission modesWhat are the differences between the two job submission modes
Worker Node and Header/Gateway Node?Worker Node and Header/Gateway Node?
On the Edit  Job page, click Job Set t ingsJob Set t ings in the upper-right corner. In the Job Set t ingsJob Set t ings panel, click the
Advanced Set t ingsAdvanced Set t ings tab. In the ModeMode sect ion, select  Worker NodeWorker Node or Header/Gat eway NodeHeader/Gat eway Node for Job
Submission.

Worker NodeWorker Node: In this mode, you cannot specify a node to submit  the job. Before your actual task starts
and is monitored, a task named Launcher starts. Therefore, resources for two ApplicationMasters are
required. In most cases, the application IDs of the two tasks are continuous.

Header/Gat eway NodeHeader/Gat eway Node: In this mode, you can specify a node to submit  the job. Only the actual tasks
start . However, if  the number of tasks that you submit  is excessively large, the node may be overloaded.
If  the memory of the node is insufficient, some tasks cannot start .

How do I allow ECS instances in the classic network and ECS instancesHow do I allow ECS instances in the classic network and ECS instances
of EMR clusters in a virtual private cloud (VPC) to access each other?of EMR clusters in a virtual private cloud (VPC) to access each other?
Alibaba Cloud provides two network types: classic network and VPC. EMR clusters run in VPCs, but the
business systems of many users run in the classic network. To connect these two types of networks,
Alibaba Cloud launched the ClassicLink solut ion. For more information, see ClassicLink overview.

To implement this solut ion, perform the following steps:

1. Create a vSwitch for which a specific CIDR is configured. For more information, see ClassicLink
overview.

2. Create an EMR cluster. Select  the created vSwitch when you create the cluster.

3. In the ECS console, connect the required instances of the classic network to the VPC where the EMR
cluster resides.

4. Configure security group rules.

How do I access the web UIs of open source services?How do I access the web UIs of open source services?
You can access the web UIs of open source services on the Public Connect  St ringsPublic Connect  St rings page in the EMR
console. For more information, see Access the web UIs of open source components.

How do I isolate the Object Storage Service (OSS) data of differentHow do I isolate the Object Storage Service (OSS) data of different
Resource Access Management (RAM) users?Resource Access Management (RAM) users?
To isolate the OSS data of different RAM users, perform the following steps in the RAM console:
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1. Log on to the RAM console by using your Alibaba Cloud account.

2. Create a RAM user.

i. In the left-side navigation pane, choose Ident it iesIdent it ies >  > UsersUsers.

ii. On the Users page, click Creat e UserCreat e User.

Not e Not e You can create mult iple RAM users at  the same t ime.

iii. On the Create User page, specify Logon NameLogon Name and Display NameDisplay Name.

iv. In the Access ModeAccess Mode sect ion, select  Console AccessConsole Access or OpenAPI AccessOpenAPI Access.

Console AccessConsole Access: If  you select  this access mode, you must configure the basic sett ings for
logon security. These sett ings specify whether to use a system-generated logon password or
a custom logon password, whether to reset  the password on the next  logon, and whether to
enable mult i-factor authentication (MFA).

OpenAPI AccessOpenAPI Access: If  you select  this access mode, an AccessKey pair is automatically created
for the RAM user. The RAM user can call API operations or use other development tools to
access Alibaba Cloud resources.

Not e Not e To ensure the security of your Alibaba Cloud account, we recommend that you
select  only one access mode for the RAM user. This way, the RAM user cannot use an
AccessKey pair to access Alibaba Cloud resources after the RAM user leaves the
organization.

v. Click OKOK.

3. Create permission policies.

i. In the left-side navigation pane, choose PermissionsPermissions >  > PoliciesPolicies.

ii. Click Creat e PolicyCreat e Policy.

iii. On the Create Policy page, specify Policy NamePolicy Name.

iv. Select  ScriptScript  for Configuration Mode. For more information about how to configure a
permission policy in ScriptScript  mode, see Policy structure and syntax. In this example, two policies
are created based on different environments. You can select  one of the scripts to create a
policy based on your business environment.
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Test environment (test-bucket) Production environment (prod-bucket)

{
"Version": "1",
"Statement": [
{
"Effect": "Allow",
"Action": [
  "oss:ListBuckets"
],
"Resource": [
  "acs:oss:*:*:*"
]
},
{
"Effect": "Allow",
"Action": [
  "oss:Listobjects",
  "oss:GetObject",
  "oss:PutObject",
  "oss:DeleteObject"
],
"Resource": [
  "acs:oss:*:*:test-bucket",
  "acs:oss:*:*:test-bucket/*"
]
}
]
}

{
"Version": "1",
"Statement": [
{
"Effect": "Allow",
"Action": [
  "oss:ListBuckets"
],
"Resource": [
  "acs:oss:*:*:*"
]
},
{
"Effect": "Allow",
"Action": [
  "oss:Listobjects",
  "oss:GetObject",
  "oss:PutObject"
],
"Resource": [
  "acs:oss:*:*:prod-bucket",
  "acs:oss:*:*:prod-bucket/*"
]
}
]
}

After the preceding permission policies are attached to a RAM user, the RAM user is subject  to
the following limits in the EMR console:

When the RAM user creates a cluster, job, or workflow, all buckets are displayed on the OSS
file page. However, the RAM user can access only authorized buckets.

Only the data in authorized buckets can be viewed.

A job can read and write data only from and to an authorized bucket.
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v. Click OKOK.

4. (Optional)Attach policies to the RAM user.

If  the created RAM user is not attached policies, perform the following steps to attach policies to
the RAM user:

i. In the left-side navigation pane, choose Ident it iesIdent it ies >  > UsersUsers.

ii. On the Users page, find the RAM user to which you want to attach policies and click AddAdd
PermissionsPermissions in the Act ions column.

iii. In the Add Permissions panel, click the policies that you want to attach to the RAM user and click
OKOK.

iv. Click Complet eComplet e.

5. (Optional)Grant console logon permissions to the RAM user.

If  you have not granted console logon permissions to the RAM user that you created, perform the
following steps to grant the permissions to the RAM user:

i. In the left-side navigation pane, choose Ident it iesIdent it ies >  > UsersUsers.

ii. On the Users page, find the RAM user to which you want to grant console logon permissions and
click the logon name of the RAM user.

iii. In the Console Logon ManagementConsole Logon Management  sect ion of the page that appears, click Modif y LogonModif y Logon
Set t ingsSet t ings.

iv. In the Modif y Logon Set t ingsModif y Logon Set t ings panel, select  Enabled for Console Password LogonConsole Password Logon.

v. Click OKOK.

6. Log on to the EMR console by using the RAM user.

i. Log on to the Alibaba Cloud Management Console by using the RAM user.

ii. Click the More icon in the upper-left  corner and choose E-MapReduceE-MapReduce.

How do I connect EMR clusters that belong to different VPCs of theHow do I connect EMR clusters that belong to different VPCs of the
same account?same account?
Each VPC is an isolated network environment. You can customize CIDR blocks, create subnets, and
configure route tables and gateways for VPCs. You can create EMR clusters in different VPCs and use
Express Connect to allow the VPCs to communicate with each other.

You must configure the following VPC-related parameters when you create an EMR cluster in a VPC:

VPC: the VPC to which the cluster belongs. If  no VPCs are available, create a VPC in the VPC console.
You can create a maximum of two VPCs by using one account. To create more than two VPCs, .

VSwitch: the vSwitch to which the cluster belongs. The vSwitch is used to support  the communication
of the ECS instances of the cluster. If  no vSwitches are available, log on to the VPC console and click
vSwit chvSwit ch in the left-side navigation pane to create a vSwitch. vSwitches are deployed in zones. When
you create a vSwitch, you must select  the zone in which you want to create a cluster.

Security Group Name: the security group to which the cluster belongs. Security groups in the classic
network cannot be used. Only security groups in the specified VPC can be used. For security purposes,
only the security groups created in EMR are available in the drop-down list . To create a security group,
you need only to enter a name in the Security Group Name field.

The following example describes how to create a Hive cluster and an HBase cluster that belong to
different VPCs and use Cloud Enterprise Network to allow the Hive cluster to access the HBase cluster.

1. For more information about how to create a cluster, see Create a cluster.
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In the EMR console, create Hive cluster C1 and HBase cluster C2 in the China (Hangzhou) region. C1
belongs to VPC 1 and C2 belongs to VPC 2.

2. Connect the two VPCs.

For more information, see Create a CEN instance.

3. Log on to the HBase cluster in SSH mode and run the following command in the HBase shell to create
a table:

create 'testfromHbase','cf'

4. Log on to the Hive cluster in SSH mode and perform the following operations to enable
communication between the clusters:

i. Add the following information to the hosts file:

$zk_ip emr-cluster // $zk_ip specifies the IP address of the ZooKeeper node in the HB
ase cluster. 

ii. Run the following commands in the Hive shell to access the HBase cluster:

set hbase.zookeeper.quorum=172.*.*.111,172.*.*.112,172.*.*.113;
CREATE EXTERNAL TABLE IF NOT EXISTS testfromHive (rowkey STRING, pageviews Int, bytes
STRING) STORED BY 'org.apache.hadoop.hive.hbase.HBaseStorageHandler' WITH SERDEPROPER
TIES ('hbase.columns.mapping' = ':key,cf:c1,cf:c2') TBLPROPERTIES ('hbase.table.name'
= 'testfromHbase');

If  the  java.net.SocketTimeoutException  error appears, add rules to the security group of the
HBase cluster to enable all ports required for the Hive cluster to access the HBase cluster. The
following figure shows an example.

What do I do if the "Failed to get schema version" error is reportedWhat do I do if the "Failed to get schema version" error is reported
when the MetaStore client is init ialized?when the MetaStore client is init ialized?
The following figure shows the error details.
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Check the security group sett ings of your ApsaraDB RDS for MySQL instance. Make sure that the IP
addresses of the ECS instances that are used for your EMR cluster are added to the whitelist  of the
ApsaraDB RDS for MySQL instance. For more information, see Configure an IP address whitelist  for an ApsaraDB
RDS for MySQL instance.

What do I do if Hive metadata contains Chinese characters, such asWhat do I do if Hive metadata contains Chinese characters, such as
Chinese characters in column comments and partit ion names?Chinese characters in column comments and partit ion names?
Perform the following operations in the ApsaraDB RDS for MySQL database to encode the related fields
in the UTF-8 format:

1. Change the data type of the COMMENT column:

alter table COLUMNS_V2 modify column COMMENT varchar(256) character set utf8;

2. Change the data type of the PARAM_VALUE column in the TABLE_PARAMS table:

alter table TABLE_PARAMS modify column PARAM_VALUE varchar(4000) character set utf8;

3. Change the data type of the PARAM_VALUE column in the PARTITION_PARAMS table:

alter table PARTITION_PARAMS modify column PARAM_VALUE varchar(4000) character set utf8;

4. Change the data type of the PKEY_COMMENT column:

alter table PARTITION_KEYS modify column PKEY_COMMENT varchar(4000) character set utf8;

5. Change the data type of the PARAM_VALUE column in the INDEX_PARAMS table:

alter table INDEX_PARAMS modify column PARAM_VALUE varchar(4000) character set utf8;
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