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Legal disclaimer

Alibaba Cloud reminds you to carefully read and fully understand the terms and conditions of this legal
disclaimer before you read or use this document. If you have read or used this document, it shall be deemed
as your total acceptance of this legal disclaimer.

1.

You shall download and obt ain this document from the Alibaba Cloud website or other Alibaba Cloud-
aut horized channels, and use this document for your own legal business activities only. The content of
this document is considered confidential information of Alibaba Cloud. You shall strictly abide by the
confidentiality obligations. No part of this document shall be disclosed or provided to any third party for
use wit hout the prior written consent of Alibaba Cloud.

. No part of this document shall be excerpted, translated, reproduced, transmitted, or disseminated by

any organization, company or individual in any form or by any means without the prior written consent of
Alibaba Cloud.

. The content of this document may be changed because of product version upgrade, adjustment, or

other reasons. Alibaba Cloud reserves the right to modify the content of this document without notice
and an updated version of this document will be released through Alibaba Cloud-aut horized channels
from time to time. You should pay attention to the version changes of this document as they occur and
download and obt ain the most up-to-date version of this document from Alibaba Cloud-aut horized
channels.

. This document serves only as a reference guide for your use of Alibaba Cloud products and services.

Alibaba Cloud provides this document based onthe "status quo", "being defective", and "existing
functions" of its products and services. Alibaba Cloud makes every effort to provide relevant operational
guidance based on existing technologies. However, Alibaba Cloud hereby makes a clear statement that
it in no way guarantees the accuracy, integrity, applicability, and reliability of the content of this
document, either explicitly or implicitly. Alibaba Cloud shall not take legal responsibility for any errors or
lost profits incurred by any organization, company, or individual arising from download, use, or trust in
this document. Alibaba Cloud shall not, under any circumstances, take responsibility for any indirect,
consequential, punitive, contingent, special, or punitive damages, including lost profits arising from t he
use or trust inthis document (evenif Alibaba Cloud has been notified of the possibility of such a loss).

. By law, allthe contents in Alibaba Cloud documents, including but not limited to pictures, architecture

design, page layout, and text description, are intellectual property of Alibaba Cloud and/or its
affiliates. This intellect ual property includes, but is not limited to, trademark rights, patent rights,
copyrights, and trade secrets. No part of this document shall be used, modified, reproduced, publicly
transmitted, changed, disseminated, distributed, or published wit hout the prior written consent of
Alibaba Cloud and/or its affiliates. The names owned by Alibaba Cloud shall not be used, published, or
reproduced for marketing, advertising, promotion, or ot her purposes wit hout the prior written consent of
Alibaba Cloud. The names owned by Alibaba Cloud include, but are not limited to, "Alibaba Cloud",
"Aliyun", "HiChina", and other brands of Alibaba Cloud and/or its affiliates, which appear separately or in
combination, as well as the auxiliary signs and patterns of the preceding brands, or anyt hing similar to
the company names, trade names, trademarks, product or service names, domain names, patterns,
logos, marks, signs, or special descriptions that third parties identify as Alibaba Cloud and/or its
affiliates.

. Please directly contact Alibaba Cloud for any errors of this document.
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Document conventions

Style

/\ Danger

warning

) Notice

@ Note

Bold

Courier font

Italic

(1 or [alb]

{} or {a|b}

Description

A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

A note indicates supplemental
instructions, best practices, tips, and
other content.

Closing angle brackets are used to
indicate a multi-level menu cascade.

Bold formatting is used for buttons ,
menus, page names, and other Ul
elements.

Courier font is used for commands

ltalic formatting is used for parameters
and variables.

This format is used for an optional value,
where only one item can be selected.

This format is used for a required value,
where only one item can be selected.

Example

& Danger:

Resetting will result in the loss of user
configuration data.

warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

p Notice:

If the weight is set to 0, the server no
longer receives new requests.

@ Note:

You can use Ctrl + A to select all files.

Click Settings> Network> Set network
type.

Click OK.

Runthe cd /d C:/window command to
enter the Windows system folder.

bae log list --instanceid

Instance_ID

ipconfig [-all|-t]

switch {active|stand}
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1.0verview

Application Real-Time Monitoring Service (ARMS) is an application performance management (APM)
service. To monitor an application, you only need to install the ARMS agent. You do not need to modify
the code of the application. The ARMS agent helps you identify abnormal and slow APl operations,
view request parameters, and detect system bottlenecks. This improves the efficiency of online
troubleshooting.

Automatically discover the application topology

The ARMS agent can automatically identify the upstream and downstream dependencies of
applications. The ARMS agent can capture, compute, and display the traces that are formed by
different applications in a remote procedure call (RPC) framework, such as Dubbo, HTTP, and HSF. You
can identify performance bottlenecks and abnormal calls in the system by using the application
topology.

View the 3D topology

A 3D topology shows the health status of applications, services, and hosts. It also shows the upstream
and downstream dependencies. The 3D topology helps you detect abnormal services, affected
applications, and related hosts. You can then identify the causes of issues, perform troubleshooting,
and resume services in a timely manner.

Capture abnormal and slow transactions

You can obtain the stack analysis reports of slow SQL queries, accumulated Message Queue (MQ)
messages, or exceptions, and conduct more detailed analysis.

Automatically discover and monitor APl requests

ARMS can automatically discover and monitor common web frameworks and RPC frameworks in
application code. ARMS can also automatically collect statistics on metrics such as the number of calls,
response time, and number of abnormal web APl requests and RPC APl requests.

Perform real-time diagnosis

If you need to monitor the application performance for a short period of time, for example, when you
release an application or perform stress tests on the application, you can use the real-time diagnosis
feature. After real-time diagnosis is enabled for an application, ARMS monitors the application for 5
minutes and reports all the trace data that is generated during this period. If an error occurs on a trace,
you can use call stack waterfall charts and the thread profiling feature to identify the cause of the
error.

Perform multi-dimensional troubleshooting

You can view the details of distributed and local call stacks, and perform analysis based on multiple
dimensions, such as application, IP address, and time consumption. You can also use the comprehensive
troubleshooting feature of ARMS custom monitoring to troubleshoot transactions and tickets.

Integrate with the Alibaba Cloud PaaSs platform

ARMS application monitoring can be integrated with the Alibaba Cloud PaaS platform named Enterprise
Distributed Application Service (EDAS). You can monitor applications that run on EDAS with improved
efficiency.
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2.Quick start
2.1. Overview

Before you use Application Monitoring of Application Real-Time Monitoring Service (ARMS) to monitor
applications, you must install the ARMS agent. Then, you can view a wide variety of metrics in the ARMS
console. This topic lists all the topics about how to install the ARMS agent for different applications.
The applications can be classified fromtwo dimensions: deployment environment and programming
language.

Monitor applications deployed in different environments

<=

Ld

EDAS
» Installthe ARMS agent foran application deploy...

ACK clusters

» Installthe ARMS agent for a Java application dep..

® Ir‘I"rache ARMS agent for a PHP application dep..

Open source Kubernetes clusters
» Installthe ARMS agent foran application deploy...

&

Docker clusters

» Installthe ARMS agentforanapplica

a nli i
agentieranappdcatien

Other environments such as user-created data
centers

Monitor applications developéd in different languages

Install the ARMS agent for a PHP application
llthe ARl f P licati dor ipl i dal d
@"Note " ReSH S ) S 8 fRRE FratHE ARSEae it BaTtvaeed.
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e

Madyii@l Java applications
y install the ARMS agent for a Java application
Automatically install the ARMS agent for a Java application
Install the ARMS agent for an application deployed in EDAS
Install the ARMS agent foran application deployed in a Docker cluster
Monito tiPHRREpplications Java application deployed in an ACK cluster

Installthe ARMS acent fora DHD annlication
Astawthie-ArVis-agenticra Farappdcatien

Install the ARMS agent for a PHP application deployed on multiple servers in standalone mode
Wthe ARMS agent for a PHP application deployed in an ACK cluster
|

P

Monitor Go applications *
s UseJaegertoreport Go-ap

nlication data
Goappicationgata

» Use Zipkin to report Go application data

2

ode.js applications *

rto renort Noda.is annlic
o-repoit-Neg &2

ej4sa

D

atiendata

Monitor .NET applications *
e llco laosaerto reanaort NET annlication data
Use Jaegerto report NET application data

® Use Zipkinto report .NET application data

Monitor C++ applications *
» Use Jaegerto report C++ application data

2.2. Monitor Java applications

2.2.1. Manually install the ARMS agent for a
Java application

Afteryou install the Application Real-Time Monitoring Service (ARMS) agent for a Java application,
ARMS starts to monitor the Java application. Then, you can view the monitoring data of the Java
application, such as the application topology, traces, abnormal transactions, slow transactions, and
SQL analysis. You can install the ARMS agent manually or by using scripts. This topic shows you how to

manually install the ARMS agent for a Java application.
Prerequisites

e Make sure that the security group of your ECS instance has opened the TCP outbound permission of
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ports 8442, 8443, and 8883. For more information about how to open outbound permissions for ECS,
see Add security group rules.

@ Note ARMS can be connected to not only applications on ECS, but also applications on
other servers that can access the Internet.

e Make sure that the third-party components or frameworks you use are within the scope of
application monitoring compatibility lists. See ARMS-compatible components and framewaorks.

e [f the JDK Versionis 1.8.0_25 or 1.8.0_31, you may fail to install the arms Agent. In this case, upgrade
the JDK version to the latest version, which is 1.8.X.

Procedure
1. Log onto the ARMS console .

2. Inthe left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region.

3. Onthe Applications page, click Add Application in the upper-right corner.

4. Onthe Add Application page, performthe following operations:
i. Select Java as the programming language of your application.
ii. Select Default as the environment where your application is deployed.
ii. Select Install Manually as the method to install the ARMS agent.

5. Download the ARMS agent and click Next inthe Download Agent step onthe Add Application
page. You can use one of the following methods to download the ARMS agent:

o Method 1: Manually download the ARMS agent. Inthe Download Agent step, clickDownload
Agent.

o Method 2: Runthe wget command. Download the installation package based on your region.

@ Note Usethe public endpoint. If the download fails, use the VPC endpoint.

Region Download link for the Internet Download link for VPC

e s s e e e wget "http://arms-apm-hangzho

China . u.oss-cn-hangzhou-internal.aliyuncs
u.oss-cn-hangzhou.aliyuncs.com/Ar .
(Hangzhou - . .com/ArmsAgent.zip" -O ArmsAgent.z
) msAgent.zip" -O ArmsAgent.zip ip
wget "http://arms-apm-shangha
wget "http://arms-apm-shangha i.0ss-cn-shanghai-internal.aliyuncs.c
China i.0ss-cn-shanghai.aliyuncs.com/Arms om/ArmsAgent.zip" -O ArmsAgent.zi
(Shanghai) Agent.zip" -O ArmsAgent.zip p
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Region

China
(Qingdao)

China
(Beijing)

China
(Zhangjiak
ou)

China
(Shenzhen)

China
(Hong
Kong)

Singapore
(Singapore
)

Download link for the Internet

wget "http://arms-apm-qingdao.
oss-cn-qgingdao.aliyuncs.com/ArmsA
gent.zip" -O ArmsAgent.zip

wget "http://arms-apm-beijing.o
ss-cn-beijing.aliyuncs.com/ArmsAge
nt.zip" -O ArmsAgent.zip

wget "http://arms-apm-zhangjia
kou.oss-cn-zhangjiakou.aliyuncs.co
m/ArmsAgent.zip" -O ArmsAgent.zip

wget "http://arms-apm-shenzhe
n.oss-cn-shenzhen.aliyuncs.com/Ar
msAgent.zip" -O ArmsAgent.zip

wget "http://arms-apm-hongko
ng.oss-cn-hongkong.aliyuncs.com/Ar
msAgent.zip" -O ArmsAgent.zip

wget "http://arms-apm-ap-sout
heast.oss-ap-southeast-1.aliyuncs.c
om/cloud_ap-southeast-1/ArmsAgen
t.zip" -0 ArmsAgent.zip

Download link for VPC

wget "http://arms-apm-qgingdao.
oss-cn-qingdao-internal.aliyuncs.co
m/ArmsAgent.zip" -O ArmsAgent.zip

wget "http://arms-apm-beijing.o
ss-cn-beijing-internal.aliyuncs.com/A
rmsAgent.zip" -O ArmsAgent.zip

wget "http://arms-apm-zhangjia
kou.oss-cn-zhangjiakou-internal.aliy
uncs.com/ArmsAgent.zip" -O ArmsAg
ent.zip

wget "http://arms-apm-shenzhe
n.oss-cn-shenzhen-internal.aliyuncs.
com/ArmsAgent.zip" -O ArmsAgent.zi
p

wget "http://arms-apm-hongko
ng.oss-cn-hongkong-internal.aliyunc
s.com/ArmsAgent.zip" -O ArmsAgent.

zip

wget "http://arms-apm-ap-sout
heast.oss-ap-southeast-1-internal.al
iyuncs.com/cloud_ap-southeast-1/Ar
msAgent.zip" -0 ArmsAgent.zip

12
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Region

Japan
(Tokyo)

US (Silicon
Valley)

China East
1 Finance

China East
2 Finance

China
South 1
Finance

Download link for the Internet

wget "http://arms-apm-japan.os
s-ap-northeast-1.aliyuncs.com/Arms
Agent.zip" -O ArmsAgent.zip

wget "http://arms-apm-usw.oss-
us-west-1.aliyuncs.com/ArmsAgent.z
ip" -0 ArmsAgent.zip

wget "http://arms-apm-hangzho
u.oss-cn-hangzhou.aliyuncs.com/fin
ance/ArmsAgent.zip" -O ArmsAgent.z

ip

wget "http://arms-apm-sh-finan
ce-1.0ss-cn-shanghai-finance-1.aliyu
ncs.com/ArmsAgent.zip" -O ArmsAge
nt.zip

wget "http://arms-apm-sz-finan
ce.oss-cn-shenzhen-finance-1.aliyun
cs.com/ArmsAgent.zip" -O ArmsAgen
t.zip

Download link for VPC

wget "http://arms-apm-japan.os
s-ap-northeast-1-internal.aliyuncs.c
om/ArmsAgent.zip" -O ArmsAgent.zi
p

wget "http://arms-apm-usw.oss-
us-west-1-internal.aliyuncs.com/Arm
sAgent.zip" -O ArmsAgent.zip

wget "http://arms-apm-hangzho
u.oss-cn-hangzhou-internal.aliyuncs
.com/finance/ArmsAgent.zip" -O Arm
sAgent.zip

wget "http://arms-apm-sh-finan
ce-1l.0ss-cn-shanghai-finance-1-inter
nal.aliyuncs.com/ArmsAgent.zip" -O
ArmsAgent.zip

wget "https://arms-apm-sz-fina
nce.oss-cn-shenzhen-finance-1-inter
nal.aliyuncs.com/ArmsAgent.zip" -O
ArmsAgent.zip

6. Go to the directory of the installation package. Run the following command to decompress the
installation package to a working directory:

unzip ArmsAgent.zip -d /{user.workspace}/

® Note

{user.workspace} is a sample directory. Replace it with an actual directory.

7. Copy the license key in the upper part of the Add Application page.

> Document Version: 20210308
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E (-] Alibaba Cloud Q
<

| Add Application

ST Select in which language your application is programmed. | License Key: b590lhguqs@ & frras pimin

é Java @ PHP C++ @ Go

Select in what kind of environment your application is deployed.

(mlm] Default ACK

8. Use one of the following methods to add the AppName and LicenseKey parameters:

@ Note Replace {LicenseKey} inthe sample code with your license key. Replace {AppNam
e} with vour application name. The application name cannot contain Chinese characters.
Replace {user.workspace} with the directory where the ARMS agent is decompressed. Replace
demoApp.jar with the path to the actual JAR package.

o Method 1: Edit the VM parameters based on the runtime environment of your application.

Runtime

) Procedure
environment

Append the following configurations to the {TOMCAT_HOME}/bin/setenv.shfile:

JAVA_OPTS="$JAVA_OPTS -javaagent:/{user.workspace}/ArmsAgent/arms-boo

Tomcat on tstrap-1.7.0-SNAPSHOT.jar -Darms.licenseKey={LicenseKey} -Darms.appName={
Linux or AppName}"
mac0S

If your Tomcat does not contain the setenv.sh configuration file, open the {TOMCAT
_HOME}/bin/catalina.shfile and append the preceding configurations to the
JAVA_OPTS parameter. For more information, see Row 256 in the catalina.sh file.

Append the following configurations to the {TOMCAT_HOME}/bin/catalina.bat file:

set "JAVA_OPTS=%JAVA_OPTS% -javaagent:/{user.workspace}/ArmsAgent/ar
ms-bootstrap-1.7.0-SNAPSHOT .jar -Darms.licenseKey={LicenseKey} -Darms.app

Name={AppName}"
Tomcat on

Windows If the preceding setting does not take effect, append the following configurations
to the {TOMCAT_HOME}/bin/catalina.bat file:

set "CATALINA_OPTS=-javaagent:/{user.workspace}/arms-bootstrap-1.7.0-SNA
PSHOT .jar -Darms.licenseKey={LicenseKey} -Darms.appName={AppName}"

14 > Document Version: 20210308
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Runtime
environment

Jetty

Spring Boot

Resin

Windows

Procedure

Append the following configurations to the JETTY_HOME}/start.ini configuration
file:

--exec
-javaagent:/{user.workspace}/ArmsAgent/arms-bootstrap-1.7.0-SNAPSHOT .jar
-Darms.licenseKey={LicenseKey}

-Darms.appName={AppName}

When you start the Spring Boot process, append the -javaagent parameter to the
startup command:

java -javaagent:/{user.workspace}/ArmsAgent/arms-bootstrap-1.7.0-SNAPSHO
T.jar -Darms.licenseKey={LicenseKey} -Darms.appName={AppName} -jar demoA
pp.jar

When you start the Resin process, append the following tag to the conf/resion.xm!
configuration file:

<server-default>
<jvm-arg>-javaagent:{user.workspace}/ArmsAgent/arms-bootstrap-1.7.0-SNA

PSHOT.jar</jvm-arg>
<jvm-arg>-Darms.licenseKey={LicenseKey}</jvm-arg>
<jvm-arg>-Darms.appName={AppName}</jvm-arg>

</server-default>

Append the following tag to the conf/app-default.xmlfile:

<library-loader path="{user.workspace}/ArmsAgent/plugin"/>

When you run a CMD command to start the Java process, use a backslash (\) as the
delimiter in the mount path of the ARMS agent.

java -javaagent:\{user.workspace}\ArmsAgent\arms-bootstrap-1.7.0-SNAPSHO
T.jar -Darms.licenseKey={LicenseKey} -Darms.appName={AppName} -jar {user.w
orkspace}\demoApp.jar

To deploy multiple instances of the same application on a server, you can differentiate the VM
processes by setting the -Darms.agentld parameter to a logical number. Example:

java -javaagent:/{user.workspace}/ArmsAgent/arms-bootstrap-1.7.0-SNAPSHOT .jar -Darms.licenseKe
y={LicenseKey} -Darms.appName={AppName} -Darms.agentld=001 -jar demoApp.jar

o Method 2:

a. Append the following configurations to the arms-agent.configfile:

arms.licenseKey={LicenseKey} arms.appName={AppName}
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b. Append the following parameter to the startup script of the Java application:
-javaagent:/{user.workspace}/ArmsAgent/arms-bootstrap-1.7.0-SNAPSHOT .jar

9. Restart the Java application.

Verification
After about 1 minute, if your application is displayed in the application list and some data records are
sent, your application is monitored by ARMS.

Uninstall the ARMS agent
If you no longer need ARMS to monitor your Java application, perform the following steps to uninstall
the ARMS agent.

1. Delete all parameters that you added in Step 8, such as {AppName} and {LicenseKey}.

2. Restart the Java application.

Change the application name

if you forget to change the sample name Java-Demo to a custom name, you can change the application
name by performing a few operations. You do not need to restart the application or reinstall the ARMS
agent. For more information, see How do | modify the name of a common Java application on which the ARMS
agent is manually installed?.

Related information
e FAQ

2.2.2. Install the ARMS agent for a Java
application by using scripts

You can use scripts to install the Application Real-Time Monitoring Service (ARMS) agent for a Java
application. To monitor the application, you do not need to restart the application. We recommend
that you choose this installation method if you are using ARMS for the first time. If you restart the Java
application, ARMS automatically loads the ARMS agent and monitors the application.

Prerequisites

e Make sure that the security group of your ECS instance has opened the TCP outbound permission of
ports 8442, 8443, and 8883. For more information about how to open outbound permissions for ECS,
see Add security group rules.

@ Note ARMS can be connected to not only applications on ECS, but also applications on
other servers that can access the Internet.

e Make sure that the third-party components or frameworks you use are within the scope of
application monitoring compatibility lists. See ARMS-compatible components and framewaorks.

e [f you have manually installed the ARMS agent for the Java application, you must uninstall the ARMS
agent before you can use scripts to install the ARMS agent. For more information, see Manually install
the ARMS agent for aJava application.

e [f the JDK Versionis 1.8.0_25 or 1.8.0_31, you may fail to install the arms Agent. In this case, upgrade
the JDK version to the latest version, which is 1.8.X.
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Procedure
1. Log onto the ARMS console.
2. Inthe left-side navigation pane, choose Application Monitoring > Applications.

3. Onthe Applications page, select a region in the top navigation bar, and click Add Application in
the upper-right corner.

4. Onthe Add Application page, performthe following operations:
i. Select Java as the programming language of your application.
ii. Select Default as the environment where your application is deployed.

iii. Select Install with Script asthe method to install the ARMS agent.

| Add Application

Select in which language your application is programmed. License Key: . " L -
;g; Java @ PHP C++ F@ Go

Select in what kind of environment your application is deployed.

88 Default ﬁ% EDAS @ ACK

Select how to install the agent for your application.

Install Manually 420 Download and install the agent manually.

Install with Script Install the agent with script. Simple and easy. Perfect for beginners.

5. Copy the license key at the top of the Add Application page.

6. Runthe installation script that corresponds to your region.

Region Installation script

wget -0- http://arms-apm-hangzhou.oss-cn-hangzhou.aliyuncs.com/install.sh | s

China h &&~ isor/cli.sh <licenseKey> Java-D

(Hangzhou) /.arms/supervisor/cli.sh <licenseKey> Java-Demo

China wget -O- http://arms-apm-shanghai.oss-cn-shanghai.aliyuncs.com/install.sh | sh
(Shanghai) && ~/.arms/supervisor/cli.sh <licenseKey> Java-Demo

China wget -0- http://arms-apm-qgingdao.oss-cn-gingdao.aliyuncs.com/install.sh | sh &
(Qingdao) & ~/.arms/supervisor/cli.sh <licenseKey> Java-Demo

> Document Version: 20210308 17


https://arms-ap-southeast-1.console.aliyun.com/#/home

Application monitoring- Quick st art

Application Real-time Monitoring Se
rvice

Region

China (Beijing)

China
(Shenzhen)

China (Hong
Kong)

Singapore
(Singapore)

Japan (Tokyo)

US (Silicon
Valley)

China East 1
Finance

® Note

Installation script

wget -0- http://arms-apm-beijing.oss-cn-beijing.aliyuncs.com/install.sh | sh && ~/
.arms/supervisor/cli.sh <licenseKey> Java-Demo

wget -0- http://arms-apm-shenzhen.oss-cn-shenzhen.aliyuncs.com/install.sh | sh
&& ~/.arms/supervisor/cli.sh <licenseKey> Java-Demo

wget -O- http://arms-apm-hongkong.oss-cn-hongkong.aliyuncs.com/install.sh | s
h && ~/.arms/supervisor/cli.sh <licenseKey> Java-Demo

wget -O- http://arms-apm-ap-southeast.oss-ap-southeast-1.aliyuncs.com/cloud_
ap-southeast-1/install.sh | sh && ~/.arms/supervisor/cli.sh <licenseKey> Java-De
mo

wget -O- http://arms-apm-japan.oss-ap-northeast-1l.aliyuncs.com/install.sh | sh &
& ~/.arms/supervisor/cli.sh <licenseKey> Java-Demo

wget -O- http://arms-apm-usw.oss-us-west-1.aliyuncs.com/install.sh | sh && ~/.ar
ms/supervisor/cli.sh <licenseKey> Java-Demo

wget -O- http://arms-apm-hangzhou.oss-cn-hangzhou.aliyuncs.com/finance/inst
all.sh | sh && ~/.arms/supervisor/cli.sh <licenseKey> Java-Demo

o Replace <licenseKey> with your license key.

o Replace Java-Demo withthe name of your application. The application name cannot
contain Chinese characters.

o Afteryou runthe installation script, it automatically downloads the latest ARMS agent.

o If your server has only one Java process, the installation script installs the ARMS agent on
this process by default. If your server has multiple Java processes, select a process to
install the ARMS agent.

Verify the result
After about 1 minute, if your application is displayed in the application list and some data records are
sent, it indicates that your application is monitored by ARMS.
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Uninstall the ARMS Agent

1. If you no longer want to use ARMS to monitor vour lava applications. runthe ins-l command to
view all processes and find the process ID of com.alibaba.mw.arms.apm.supervisor.daemon.Daemon
in the returned results.

In this example, the process ID of com.alibaba.mw.arms.apm.supervisor.daemon.Daemon is
62857.

= ~ jps -1
62800 org.apache.catalina.startup.Bootstrap
62857 com.alibaba.mw.arms.apm.supervisor.daemon.Daemon

5411
62799 org.jetbrains. jps.cmdline.Launcher
67809 sun.tools.jps.Jps

2. Runthe kill-9 <processID> command.
Example: kill-962857 .
3. Runthe rm-rf/.arms /root/.arms command.

4. Restart your application.

Change the application name

If you forget to change the sample name Java-Demo to a custom name, you can change the application
name by performing a few operations. You do not need to restart the application or reinstall the ARMS
agent. For more information, see

FAQ

1. How can | handle the following getcwd error when | run the installation script to install the ARMS
agent?

shell-init: error retrieving current directory: getcwd: cannot access parent directories: No such file or di
rectory Error occurred during initialization of VM java.lang.Error: Properties init: Could not determine ¢
urrent working directory. at java.lang.System.initProperties(Native Method) at java.lang.System.initiali
zeSystemClass(System.java:1119)

The possible cause is that the current directory is deleted by mistake when you run the installation
script. To solve this issue, runthe ¢d command and then run the installation script again.

2. Where do I view logs after I run the installation script to install the ARMS agent?
The default directory of logs is /root/.arms/suvervisor/logs/arms-supervisor.log. If no logs are
available in this directory, runthe ps-ef |grep arms command to view the directory where logs are
stored.

Related information

2.2.3. Enable ARMS to monitor an EDAS
application
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You can use Application Real-Time Monitoring Service (ARMS) to monitor applications that are deployed
in Enterprise Distributed Application Service (EDAS). ARMS allows you to monitor applications based on
various performance metrics, such as topology, APl requests, abnormal transactions, slow transactions,
and SQL analysis. To enable ARMS to monitor an EDAS application, you only need to performa few
operations in the EDAS console.

Prerequisites
If the JDK Version is 1.8.0_25 or 1.8.0_31, you may fail to install the arms Agent. In this case, upgrade the
JDK version to the latest version, which is 1.8.X.

Enable ARMS to monitor an application in the EDAS console
1. Log onto the EDAS console.
2. Inthe left-side navigation pane, choose Application Management > Applications.

3. Onthe Applications page, select a region in the top navigation bar and click the name of the
application to be monitored by ARMS.

4. Inthe left-side navigation pane, choose Application Monitoring > Advanced Monitoring or
Monitoring > Advanced Monitoring. Then, clickEnable Advanced Application Monitoring.

5. Inthe Confirm dialog box, click Confirm.

View the monitoring data of the EDAS application in ARMS

After you enable ARMS to monitor the application, click Go to ARMS Application Monitoring. The
Applications page of the ARMS console appears. On the Applications page, click the name of the
application to view the detailed monitoring data.

Afteryou enable ARMS to monitor the EDAS application, you can use multiple application monitoring
capabilities, as shown in the following examples.

For more information about ARMS application monitoring, see Overview.

2.2.4. Install the ARMS agent for a Java
application deployed in Container Service for
Kubernetes

Afteryou install the Application Real-Time Monitoring Service (ARMS) agent for a Java application that
is deployed in Container Service for Kubernetes, ARMS starts to monitor the Java application. You can
view the monitoring data of application topology, APl requests, abnormal transactions, slow
transactions, and SQL analysis. T his topic describes how to install the ARMS agent for a Java application
that is deployed in Container Service for Kubermetes.

Prerequisites
e (reate a dedicated Kubernetes cluster
e (reate a namespace: The namespace in this example is arms-demo.

e If the JDK Versionis 1.8.0_25 or 1.8.0_31, you may fail to install the arms Agent. In this case, upgrade
the JDK version to the latest version, which is 1.8.X.

Install the ARMS application monitoring agent
Install the ARMS application monitoring components ack-arms-pilot.
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1. Log onto the Alibaba Cloud Container Service for Kubernetes console .

2. Inthe left-side navigation pane, click Latest version > App Catalog . Onthe right page, click
ack-arms-pilot .

3. Logontothe App Catalog-ack-arms-pilot Onthe page, onthe right Creation Panel, select the
cluster created in prerequisites, and click Creation .

Authorize ACK to access ARMS

Grant Alibaba Cloud Container Service for Kubernetes access permissions on ARMS resources.
1. Logontothe Log onto the Container Service console. .

2. Inthe left-side navigation pane, click cluster , in Clusters Page on the right of the target cluster
Action Column click View Details .

Container Service - Kubernetes .
- Clusters View Cluster and Node Quotas v Refresh Cluster Templates Create Kubernetes Cluster

Overview
® Help&Documentation

Name v Labels
Clusters
horitons Cluster Name/ID Labels  Type (All) v Region (All) v g;‘z:’ Nodes  Usage  Created At \Y;‘S“’” Actions
N Lk e Standard Jun 10,
: 2020, 1.16.9- Applications
ibabe Cloud Conta. » m:,g;is China (Shanghai) ~ @Running 3 o 150112 aliyund View Logs
uTC+8 Node Pools More~
3. Inthe destination cluster, Create CDH Cluster Configuration On the page, click Cluster
Resources Tab, and then click Worker RAM Role Link on the right.
E c—) Alibaba Cloud Al Resburces = &% clobal Q Expenses Tickets ICP Enterprise Support Offidal Si 1_3 A=
( Cluster:k8s-daimaTest02 View Applications +  Refresh Open Cloud Shell
Cluster Information Overview Basic Information Connection Information Cluster Resources Cluster Logs
Nodes Resource Orchestration Service kBis-for-co-mm
(ROS) = =
Add-ons
VPC vp
EEE Node Vswitch VEW = .
Upgrade Cluster Security Group sg
Runtime Upgrade Worker RAM Role I KubernetesWorkerRole-= L]
v Security Nginx Ingress SLE |b-
Cluster Auditing
Cluster Topology

4. Inthe Resource Access Management RAM console, RAM Roles Page, click Permission
management The name of the permission policy on the tab.

5. Logonto the Policy Document Onthe tab, clickModify Policy Document , and add the
following to the Policy Document In, finally click OK .

{"Action": "arms:*", "Resource": "*", "Effect": "Allow" }
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(=) Alibaba Cloud Q Biling Management  Enterprise  More & W ® @ Endsh e

Modify Policy Document X

Policy Name:

KBsWorkerRolePolicy =i lume Lig-# g -

62 "cr:Get*",

63 "er:list*”,

64 "cr:PullRepository”

65 1.

66 "Resource”: [

67 e

63 1.

69 "Effect”: "Allow”

70 1

71 1

72 "Action”: "arms:*",

73 e "Resource": "*", g

74 “Effect”: "Allow” E

75 } 3

76 ] E
"

Enable ARMS application monitoring for Java applications
The following steps describe how to enable ARMS application monitoring for a newly created or
existing application.

To enable ARMS application monitoring when you create an application, performthe following steps.

1. Log onto the Alibaba Cloud Container Service for Kubernetes console In the left-side navigation
pane, choose cluster, in Clusters Page on the right of the target cluster Action Column click
Application management .

2. Logonto the Deployment Inthe upper-right corner of the page, clickUse a template to
create .

3. LogontotheUse a template to create Selection on page Sample Template , and in
template (YAML format) the following annotations Add to spec > template > metadata Under
the level.

@ Note Please <your-deployment-name> With the name of your application.

annotations: armsPilotAutoEnable: "on" armsPilotCreateAppName: "<your-deployment-name>"
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Sample Template Resource - basic Deployment

Template

nginx-deployment-basic

nginx

ur-deployment -name>"

Back Save Template

The following YAML template shows how to create a stateless application and enable ARMS for
the application.

To enable ARMS application monitoring for an existing application, perform the following steps.

1. Logontothe In the left-side navigation
pane, choose cluster , in Clusters Page on the right of the target cluster Action Column click
Application management .

2. Logontothe Deployment OrStatefulSet Right side of target application on page Action
Column selection The Hide/Show icon > View Yaml .

Deployments StatefulSets DaemonSets Jobs Cron Jobs Pods
Create from Image Create from Template Refresh
O Name Label Pods Image Created At Actions
S0 U TR Details Edit
O app:mysql 171 =D et Scale | Monitor
’ 11:41:54 UTC+8
More +
View in YAML
0 app:arms-springboot- o Sep 193 2020, Redeploy
demo 11:41:54 UTC+8

1 Edit Label

3. Logonto the Edit YAML Inthe dialog box, the following annotations Add to spec > template >
metadatalevel, and clickUpdate .

@ Note Please <your-deployment-name>With the name of your application.

annotations: armsPilotAutoEnable: "on" armsPilotCreateAppName: "<your-deployment-name>"

Execution result
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Onthe Deployments orStatefulSets tab, ARMS Console appears inthe Actions column of the
application.

Deployments StatefulSets DaemonSets Jobs Cron Jobs Pods
Create from Image Create from Template Refresh
(J Name Label Pods Image Created At Actions
Sep 18, 2020 Details Edit Scale
O app:mysal 1 11:41:54 UTC+8 Monitor | Morev
Details Edit Scale
0 app:arms-springboot- o Sep 18, 2020,
demo 11:4154 UTC+8 Monitor
ARMS Console| More v

@ Note I you cannot find ARMS Console inthe Actions column, check whether you have
authorized Container Service to access ARMS.

Uninstall the ARMS agent

1. Log onto the Alibaba Cloud Container Service for Kubernetes console .

2. Inthe left-side navigation pane, click Clusters. On the Clusters page, click Applications inthe
Actions column corresponding to the cluster that contains the Java application from which you
want to uninstall the ARMS agent.

3. Inthe left-side navigation pane, select Releases.

4. Onthe Helm tab, select the release name arms-pilot of the ARMS agent, and click Delete inthe
Actions column.

5. Inthe Delete dialog box, click OK.

6. Restart your business pod.

Change the application name

You can change the application name without restarting the application or reinstalling the agent. For
example, if you forget to change the sample name Java-Demo to a custom name, you can edit the
armsPilot CreateAppName parameter in the Deployment application and then restart the pod. For more

information, see How can I change the name of aJava application that is deployed in a Container Service for
Kubernetes cluster?

Related information
e (reate a dedicated Kubernetes cluster
e (reate a namespace

e Install the ARMS agent for a PHP application deployed in Container Service for Kubernetes

2.2.5. Install the ARMS agent for Java
applications in Function Compute

Afteryou install the Application Real-Time Monitoring Service (ARMS) agent, you can use it to monitor
Java applications in Function Compute. You can view the monitoring data of application topology, API
requests, abnormal transactions, and slow transactions. T his topic describes how to install the ARMS
agent for Java applications in Function Compute.

Draraniiicitoc
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Create afunction in the Function Compute console

Obtain a License Key

1. Log onto the ARMS console. Inthe left-side navigation pane, choose Application Monitoring >
Applications.

2. Onthe Applications page, select the destination region in the top navigation bar, and click Add
Application in the upper-right corner.

3. At the top of the Add Application page, clickthe copy icon to the right of the License Key and
save the Key.

| Add Application

Select in which language your application is programmed. License Key: mmmm n s ]
$ ™
= PHP
= Java @ C++ ¥l Gco

Select in what kind of environment your application is deployed.

88 Default @% EDAS @ ACK

Procedure
1. Log onto the Function Compute console.
2. Inthe top navigation bar, select a region.

3. Inthe left-side navigation pane, click Service/Function. On the Service/Function page, find the
function, and click Modify Configurations in the Actions column.

4. Onthe Modify Configurations page, set Environment Variables to Key value.

5. Set the key to FC EXTENSIONS ARMS_LICENSE KEY, set the value to the License Key that is
obtained in Obtain a License Key, and then click Submit.
Verify the result

1. Log onto the ARMS console. In the left-side navigation pane, choose Application Monitoring >
Applications.

2. At the top of the Applications page, select the destination region.

If your Java application is displayed in the application list and data is imported after you call the
function multiple times in the Function Compute console, the Java application is connected to ARMS.

Related information

e (reate afunction in the Function Compute console

> Document Version: 20210308 25


https://www.alibabacloud.com/help/doc-detail/51783.htm#multiTask782
https://arms-ap-southeast-1.console.aliyun.com/#/home
https://fc.console.aliyun.com
https://arms-ap-southeast-1.console.aliyun.com/#/home
https://fc.console.aliyun.com
https://www.alibabacloud.com/help/doc-detail/51783.htm#multiTask782

Application Real-time Monitoring Se

Application monit oring- Quick start
PP 90 rvice

2.2.6. Install the ARMS agent for an application
deployed in an open source Kubernetes
environment

You can use Application Real-Time Monitoring Service (ARMS) to monitor applications that are deployed
in open source Kubernetes environments. ARMS allows you to monitor applications based on various
performance metrics, such as topology, APl requests, abnormal transactions, slow transactions, and SQL
analysis. T his topic describes how to enable ARMS to monitor an application that is deployed in an open
source Kubernetes environment.

Prerequisites
e ARMS is activated. For more information, see Activate ARMS.

e Helmis installed. For more information, see Installing Helm.

The version of your Kubernetes api-serveris V1.10 or later.

Your cluster is accessible over the Internet.

If the JDK Versionis 1.8.0_25 or 1.8.0_31, you may fail to install the arms Agent. In this case, upgrade
the JDK version to the latest version, which is 1.8.X.

ARMS can monitor only the following two types of applications: Deployment and StatefulSet. To
enable ARMS to monitor a Deployment application that is deployed in an open source Kubernetes
environment, perform the following steps:

Step 1: Install the ARMS agent
1. Download the arms-pilot installation package by using one of the following methods:
o Method 1: Download arms-pilot installation package.

o Method 2: Runthe following wget command to download the arms-pilot installation package:

wget 'http://arms-apm-hangzhou.oss-cn-hangzhou.aliyuncs.com/arms-pilot/arms-pilot-0.1.1-comm
unity.tgz' -O arms-pilot-0.1.1.tgz

2. Runthe following command to decompress the arms-pilot installation package:
tar zxvf arms-pilot-0.1.1.tgz
3. Runthe following command to install arms-pilot:

helm install ./arms-pilot --namespace arms-pilot-system

Step 2: Obtain the license key

1. Log onto the ARMS console. Inthe left-side navigation pane, choose Application Monitoring >
Applications.

2. Onthe Applications page, select China (Hangzhou) in the top navigation bar, and clickAdd
Application in the upper-right corner.
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) Notice By default, applications that are deployed in open source Kubernetes

environments reside in the China (Hangzhou) region. Therefore, you must obtain the license key
forthe China (Hangzhou) region.

3. Copy the license key at the top of the Add Application page.
| Add Application

Select in which language your application is programmed. License Key: s

é Java @ PHP C++ W Go

Select in what kind of environment your application is deployed.

Qg Default <2 EDAS
00 G

@ ACK

Step 3: Edit the YAML file of the application

1. Runthe following command to view the configurations of the Deployment application:

#i## Run the following command to view the configurations of a specified Deployment application: kube
ctl get deployment {Name of the Deployment application} -o yaml

@ Note If you do not know the {Name of the Deployment application} , run the following

command to view all Deployment applications. Then you can find the target Deployment
application in the results, and view the application configurations.

### Run the following command to view the configurations of all Deployment applications: kubectl
get deployments --all-namespace

2. Runthe following command to edit the YAML file of the Deployment application:

kubectl edit deployment {Name of the Deployment application} -o yaml

3. Inthe YAMLfile, go to the spec -> template -> metadata -> labels directory and append the
following content:

ARMSApmAppName: xxx
ARMSApmLicenseKey: xxx

) Notice

o Replace xxx with your application name and license key. The application name cannot
contain Chinese characters.

o Replace the at sign( @ ) inthe license key with an underscore ( _ ).

The following example shows a complete YAML file for creating a Deployment application in an
open source environment and enabling ARMS to monitor the application.
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apiVersion: apps/vlbetal # for versions before 1.8.0 use apps/vlbetal
kind: Deployment
metadata:
name: arms-springboot-demo
labels:
app: arms-springboot-demo
spec:
replicas: 2
selector:
matchLabels:
app: arms-springboot-demo
template:
metadata:
labels:
app: arms-springboot-demo
ARMSApmLicenseKey: "xxx_xxx"
ARMSApmAppName: "arms-k8s-demo"
spec:
containers:
- resources:
limits:
cpu: 0.5
image: registry.cn-hangzhou.aliyuncs.com/arms-docker-repo/arms-springboot-demo:v0.1
imagePullPolicy: Always
name: arms-springboot-demo
env:
-name: MYSQL_SERVICE_HOST
value: "arms-demo-mysql"
-name: MYSQL_SERVICE_PORT
value: "3306"
apiVersion: apps/vlbetal # for versions before 1.8.0 use apps/vlbetal
kind: Deployment
metadata:
name: arms-demo-mysql
labels:
app: mysql
spec:
replicas: 1
selector:
matchLabels:
app: mysql
template:
metadata:
labels:
app: mysql
spec:
containers:
- resources:
limits:
cpu: 0.5
image: registry.cn-hangzhou.aliyuncs.com/arms-docker-repo/arms-demo-mysql:v0.1
name: mysql
ports:
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- containerPort: 3306
name: mysql
apiVersion: vl
kind: Service
metadata:
labels:
name: mysql
name: arms-demo-mysql
spec:
ports:
#the port that this service should serve on
- name: arms-mysql-svc
port: 3306
targetPort: 3306
# label keys and values that must match in order to receive traffic for this service
selector:

app: mysql

4. Afterthe preceding configurations are saved, the application automatically restarts and then the
configurations take effect.
After 2 to 5 minutes, if your application is displayed on the Application Monitoring >
Applications page in the ARMS console and some data records are sent, it indicates that your
application is monitored by ARMS.

Uninstall the ARMS agent

1. If you no longer want to use ARMS to monitor your Java applications in an open-source Kubernetes
environment, run the following command to uninstall arms-pilot :

helm del --purge arms-pilot
2. Restart your business pod.

Related information

2.2.7. Install the ARMS agent for a Java
application deployed in a Docker cluster

Afteryou install the Application Real-Time Monitoring Service (ARMS) agent for a Java application that
is deployed in a Docker cluster, ARMS starts to monitor the Java application. ARMS automatically adapts
to the environment where the application runs. You do not need to set up the runtime environment for
Tomcat, Jetty, or Spring Boot applications. This topic describes how to install the ARMS agent for a Java
application that is deployed in a Docker cluster.

Prerequisites
o ARMS is activated. For more information, see

e A Java application is deployed in a Docker cluster.
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e [f the JDK Versionis 1.8.0_25 or 1.8.0_31, you may fail to install the arms Agent. In this case, upgrade
the JDK version to the latest version, which is 1.8.X.

Context

ARMS Application Monitoring allows you to monitorJava applications by using the {original-docker-

image:tagjimage. To do so, edit the Dockerfilefile to integrate an existing image. Then, build and start
a new image.

Step 1: Obtain the license key
1. Log onto the ARMS console.

2. Inthe left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region.

3. Onthe Applications page, click Add Application in the upper-right corner.
4. Copy the license key at the top of the Add Application page.

E =) Alibaba Cloud
<

Add Application

| Add Application

Select in which language your application is programmed. | License Key: b590lhguqs@ & frrias nhm

é Java @ PHP C++ @ Go

Select in what kind of environment your application is deployed.

(mlm] Default ACK

Step 2: Integrate an existing image

Edit the Dockerfilefile to integrate the {original-docker-image:tagj image, as shown in the following
example.
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HEH

## H#it#

## ARMS APM DEMO Docker ###

## For Java Hi#

## withAgent V0.1  ###

## Hit#

HAHHHHHH AR R R

# Replace {original-docker-image:tag} with your own image address.

FROM {original-docker-image:tag}

WORKDIR /root/

# Replace the link for downloading the ARMS agent based on your region.

RUN wget "http://arms-apm-hangzhou.oss-cn-hangzhou.aliyuncs.com/ArmsAgent.zip" -O ArmsAgent.zip
RUN unzip ArmsAgent.zip -d /root/

# Obtain the license key, as shown in Step 1.

# {AppName} is the name of the application that is monitored by ARMS. The application name cannot contai
n Chinese characters.

#If allimages are connected to the same application monitoring job, you only need to specify the arms_licen
seKey and arms_appName parameters.

# To connect the image to another application monitoring job, run the docker run command and use the -e p
arameter to specify the arms_licenseKey and arms_appName parameters. This overwrites the configuration
s in the Dockerfile file.

ENV arms_licenseKey={LicenseKey}

ENV arms_appName={AppName}

ENV JAVA_TOOL_OPTIONS ${JAVA_TOOL_OPTIONS} '-javaagent:/root/ArmsAgent/arms-bootstrap-1.7.0-SN
APSHOT.jar -Darms.licenseKey="'${arms_licenseKey}' -Darms.appName="'${arms_appName}

#it# for check the args

RUN env | grep JAVA_TOOL_OPTIONS

### Add custom Dockerfile logic.

Replace the example values in the preceding configuration file based on the following instructions.

e Replace {original-docker-image:tag} with your own image address. If you do not have a custom
image, use a systemimage instead.

e Replace the link for downloading the ARMS agent based on your region.

@ Note Usethe public endpoint. If the download fails, use the VPC endpoint.

Region Download link for the Internet Download link for VPC

wget "http://arms-apm-hangzhou. wget "http://arms-apm-hangzhou.
China oss-cn-hangzhou.aliyuncs.com/ArmsA oss-cn-hangzhou-internal.aliyuncs.co
(Hangzhou) gent.zip" -0 ArmsAgent.zip m/ArmsAgent.zip" -O ArmsAgent.zip
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Region

China
(Shanghai)

China
(Qingdao)

China
(Beijing)

China
(Zhangjiako
u)

China
(Shenzhen)

China (Hong
Kong)

Singapore
(Singapore)

Download link for the Internet

wget "http://arms-apm-shanghai.
oss-cn-shanghai.aliyuncs.com/ArmsAg
ent.zip" -O ArmsAgent.zip

wget "http://arms-apm-gingdao.o
ss-cn-gingdao.aliyuncs.com/ArmsAgen
t.zip" -0 ArmsAgent.zip

wget "http://arms-apm-beijing.oss
-cn-beijing.aliyuncs.com/ArmsAgent.zi
p" -0 ArmsAgent.zip

wget "http://arms-apm-zhangjiako
u.oss-cn-zhangjiakou.aliyuncs.com/Ar
msAgent.zip" -O ArmsAgent.zip

wget "http://arms-apm-shenzhen.
oss-cn-shenzhen.aliyuncs.com/ArmsAg
ent.zip" -O ArmsAgent.zip

wget "http://arms-apm-hongkong.
oss-cn-hongkong.aliyuncs.com/ArmsA
gent.zip" -O ArmsAgent.zip

wget "http://arms-apm-ap-southe
ast.oss-ap-southeast-1.aliyuncs.com/cl
oud_ap-southeast-1/ArmsAgent.zip" -
O ArmsAgent.zip

Download link for VPC

wget "http://arms-apm-shanghai.
oss-cn-shanghai-internal.aliyuncs.com
/ArmsAgent.zip" -O ArmsAgent.zip

wget "http://arms-apm-gingdao.o
ss-cn-gingdao-internal.aliyuncs.com/A
rmsAgent.zip" -O ArmsAgent.zip

wget "http://arms-apm-beijing.oss
-cn-beijing-internal.aliyuncs.com/Arms
Agent.zip" -O ArmsAgent.zip

wget "http://arms-apm-zhangjiak
ou.oss-cn-zhangjiakou-internal.aliyun
cs.com/ArmsAgent.zip" -O ArmsAgent.
zip

wget "http://arms-apm-shenzhen.
oss-cn-shenzhen-internal.aliyuncs.co
m/ArmsAgent.zip" -O ArmsAgent.zip

wget "http://arms-apm-hongkong.
oss-cn-hongkong-internal.aliyuncs.co
m/ArmsAgent.zip" -O ArmsAgent.zip

wget "http://arms-apm-ap-southe
ast.oss-ap-southeast-1-internal.aliyun
cs.com/cloud_ap-southeast-1/ArmsAg
ent.zip" -O ArmsAgent.zip
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Region Download link for the Internet Download link for VPC
wget "http://arms-apm-japan.oss- wget "http://arms-apm-japan.oss-
Japan ap-r?ortheast-l.allyunc.s.com/ArmsAge ap-northeast-1-internal.aliyuncs.com/
(Tokyo) nt.zip" -0 ArmsAgent.zip ArmsAgent.zip" -O ArmsAgent.zip
wget "http://arms-apm-usw.oss-u wget "http://arms-apm-usw.oss-u
UsS (Silicon s-west-1.aliyuncs.com/ArmsAgent.zip" s-west-1-internal.aliyuncs.com/ArmsA
Valley) -0 ArmsAgent.zip gent.zip" -O ArmsAgent.zip
"http://arms-apm-hangzhou.
wget "http://arms-apm-hangzhou. wget "http //é 5-ap ‘a gzhou
. . - oss-cn-hangzhou-internal.aliyuncs.co
China East 1 oss-cn-hangzhou.aliyuncs.com/finance B R s 13y
Finance /ArmsAgent.zip" -O ArmsAgent.zip . gent.zip &
nt.zip
wget "http://arms-apm-sh-finance weet http://a.rn"ls-apm-sh-flnance
. . . -1.0ss-cn-shanghai-finance-1-internal.
China East 2 -l.0ss-cn-shanghai-finance-1.aliyuncs. aliyuncs.com/ArmsAgent.zip" -0 Arms
Finance com/ArmsAgent.zip" -O ArmsAgent.zip y - gent.zlp
Agent.zip
wget "http://arms-apm-sz-finance. weet https://ar.ms-apm-éz-flnanc
. . . e.oss-cn-shenzhen-finance-1-internal.
China South oss-cn-shenzhen-finance-1.aliyuncs.co aliyuncs.com/ArmsAgent.zip" -0 Arms
1 Finance m/ArmsAgent.zip" -O ArmsAgent.zip Sl gent.zlp

Agent.zip

e Replace {LicenseKey} with your license key. Replace {AppName} with the name of your application.
The application name cannot contain Chinese characters.

Step 3: Build and start a new image

1. Runthe docker build command to build animage.

docker build -t registry.cn-hangzhou.aliyuncs.com/arms-docker-repo/arms-springboot-demo:v0.1 -f /{
workspace}/Dockerfile /f{workspace}/

@ Note Replace registry.cn-hangzhou.aliyuncs.com/arms-docker-repo/arms-springboot-demo:
v0.1 with the actual image name.

2. Runthe dockerrun command to start the image. To connect the image to another application
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monitoring job, run the docker run command and use the -e parameter to specify the
arms_licenseKey and arms_appName parameters. This overwrites the configurations in the Dockerfil
efile.

docker run -d -e "arms_licenseKey={LicenseKey}" -e "arms_appName={AppName}" -p 8081:8080 registry
.cn-hangzhou.aliyuncs.com/arms-docker-repo/arms-springboot-demo:v0.1

@ Note Replace {LicenseKey} withyour license key. Replace {AppName} withthe name
of vour anplication. The application name cannot contain Chinese characters. Replace registry.
cn-hangzhou.aliyuncs.com/arms-docker-repo/arms-springboot-demo:v0.1 with the actual image
name.

Verify the result

After about 1 minute, if your application is displayed in the application list and some data records are
sent, it indicates that your application is monitored by ARMS.

Uninstall the ARMS agent

If you no longer need to monitor the Java application in the Docker cluster, performthe following steps
to uninstall the ARMS agent.

1. Delete the configurations that you added to the Dockerfilefile in Step 2: Integrate an existing
image.

2. Runthe dockerbuild command to build animage.

3. Runthe dockerrun command to start the image.

Related information
e FAQ

2.3. Monitor PHP applications

2.3.1. Install the ARMS agent for a PHP
application

Afteryouinstall the Application Real-Time Monitoring Service (ARMS) agent for a PHP application, ARMS
starts to monitor the PHP application. You can view the monitoring data of application topology, API
requests, abnormal transactions, slow transactions, and SQL analysis. The performance of the latest
ARMS agent is optimized. The CPU and memory usage of the agent is reduced to around 5%.

@ Note If you need to try out the new version of PHP Agent, activate it now ARMS Trial Edition
. For more information about the end of the trial period of the new version of the PHP Agent, see
the ARMS console announcement. If you have other questions, you can join the DingT alk Q&A
group: 23328286.

Install the ARMS agent

1. Runthe wget command to download the installation package. Download the installation package
based on your region.
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Region

China (Hangzhou)

China (Shanghai)

China (Qingdao)

China (Beijing)

China (Zhangjiakou)

China (Shenzhen)

Download link for the Internet

wget "http://arms-apm-han
gzhou.oss-cn-hangzhou.ali

yuncs.com/arms-php-agent
.zip" -0 arms-php-agent.zip

wget "http://arms-apm-sha
nghai.oss-cn-shanghai.aliyu
ncs.com/arms-php-agent.zi
p" -0 arms-php-agent.zip

wget "http://arms-apm-qin
gdao.oss-cn-gingdao.aliyun
cs.com/arms-php-agent.zip
" -0 arms-php-agent.zip

wget "http://arms-apm-beij
ing.oss-cn-beijing.aliyuncs.
com/arms-php-agent.zip" -
0 arms-php-agent.zip

wget "http://arms-apm-zha
ngjiakou.oss-cn-zhangjiako
u.aliyuncs.com/arms-php-a
gent.zip" -0 arms-php-agen
t.zip

wget "http://arms-apm-she
nzhen.oss-cn-shenzhen.aliy
uncs.com/arms-php-agent.
zip" -0 arms-php-agent.zip

Download link for VPC

wget "http://arms-apm-han
gzhou.oss-cn-hangzhou-int
ernal.aliyuncs.com/arms-ph
p-agent.zip" -O arms-php-a
gent.zip

wget "http://arms-apm-sha
nghai.oss-cn-shanghai-inte
rnal.aliyuncs.com/arms-ph
p-agent.zip" -O arms-php-a
gent.zip

wget "http://arms-apm-qin
gdao.oss-cn-gingdao-intern
al.aliyuncs.com/arms-php-a
gent.zip" -0 arms-php-agen
t.zip

wget "http://arms-apm-beij
ing.oss-cn-beijing-internal.

aliyuncs.com/arms-php-age
nt.zip" -O arms-php-agent.z
p

wget "http://arms-apm-zha
ngjiakou.oss-cn-zhangjiako
u-internal.aliyuncs.com/ar
ms-php-agent.zip" -O arms-
php-agent.zip

wget "http://arms-apm-she
nzhen.oss-cn-shenzhen-int
ernal.aliyuncs.com/arms-ph
p-agent.zip" -O arms-php-a
gent.zip
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Region Download link for the Internet Download link for VPC

wget "http://arms-apm-hon
gkong.oss-cn-hongkong-int
ernal.aliyuncs.com/arms-ph
p-agent.zip" -O arms-php-a
gent.zip

wget "http://arms-apm-hon
gkong.oss-cn-hongkong.ali
yuncs.com/arms-php-agent
.zip" -0 arms-php-agent.zip

China (Hong Kong)

Run the following command to decompress the installation package and move it to the /usr/local/
arms/arms-php-agent directory:

unzip arms-php-agent.zip
mkdir -p /usr/local/arms
mv arms-php-agent /usr/local/arms/arms-php-agent

. Logontothe ARMS console .

In the left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region.

. Onthe Applications page, clickAdd Application in the upper-right corner.
. Copy the license key at the top of the Add Application page.
. Add the following code to the phAp.iniconfiguration file.

extension=/usr/local/arms/arms-php-agent/arms-x.x.so
[ARMS]

arms.enable=1

arms.app_name=<yourAppName>
arms.license_key=<yourLicenseKey>
arms.sock_path=/arms.sock

@ Note

o xx in arms-x.x.so isthe version of your PHP application. Versions 5.4 to 7.3 are
supported.

o Set <yourAppName> to acustomname. The name is displayed as your PHP application
name in the ARMS console.

o Replace <yourLicenseKey> with the license key that you obtained in Step 6.

o If with-config-file-scan-dir is configured for the version of your PHP application, you can
create the arms.inifile in the /etc/php/7.2/php-fpm/conf.d directory. The content of
this file is the same as that you added to the phAp.inifile.

8. Runthe following command to start the Hercules service to transfer the data of your PHP

application:

cd /usr/local/arms/arms-php-agent/
sudo ./hercules service install
sudo ./hercules service start

9. Restart the service.
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o If you are using an NGINX server, restart the PHP-FPM service.
o If you are using an Apache server, restart the Apache2 service.

Wait for about 1 minute. If ARMS console Of Application Monitoring > Applicationsif your
application is displayed with the name of custom <yourAppName>, the probe is installed.

Uninstall the ARMS agent
1. Delete the content of the php.inior arms.inifile that you added in Step 7.
2. Restart the service.
o [f you are using an NGINX server, restart the PHP-FPM service.
o [f you are using an Apache server, restart the Apache2 service.
3. Runthe following commands to stop and uninstall the Hercules service:

sudo ./hercules service stop
sudo ./hercules service uninstall

4. Runthe following command to delete the directory of the ARMS agent:
sudo rm -rf /usr/local/arms/arms-php-agent
You have uninstalled the ARMS agent for the PHP application.

Related information

e Install the ARMS agent for PHP applications deployed on multiple servers in standalone mode

2.3.2. Install the ARMS agent for PHP
applications deployed on multiple servers in
standalone mode

Afteryou install the Application Real-Time Monitoring Service (ARMS) agent for PHP applications, ARMS
starts to monitor the PHP applications. You can view the monitoring data of application topology, API
requests, abnormal transactions, slow transactions, and SQL analysis. T his topic describes how to install
the ARMS agent for PHP applications that are deployed on multiple servers in standalone mode.

@ Note ff you need to try out the new version of PHP Agent, activate it now ARMS Trial Edition
. For more information about the end of the trial period of the new version of the PHP Agent, see
the ARMS console announcement. If you have other questions, you can join the DingT alk Q&A
group: 23328286.

Install the ARMS agent

1. Install the ARMS agent. For more information, see Install the ARMS agent for a PHP application.
2. Edit the configuration file of Apache or NGINX.

o For PHP applications that are denloved on multiple Apache servers in standalone mode. add oh
p_value arms.app_name "<yourAppNewName>" to each VirtualHost. Replace <yourAppNewName>
with the name of your PHP application. Example:
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<VirtualHost *:80>
ServerName www.example.com
DocumentRoot /home/www/html
php_value arms.app_name "example"
<Directory "/home/www/html">
Options FollowSymLinks
AllowOverride All
Require all granted
</Directory>
</VirtualHost>
<VirtualHost *:80>
ServerName www.test.com
DocumentRoot /home/www/test
php_value arms.app_name "test"
<Directory "/home/www/test">
Options FollowSymLinks
AllowOverride All
Require all denied
Require all granted
</Directory>
</VirtualHost>

o For PHP applications that are deploved on multiole NGINX servers in standalone mode, add fastc
gi_param PHP_VALUE "arms.abp name=<vourAppNewName>" to the PHP-FPM configuration file of
each server. Replace <yourAppNewName> with the name of your PHP application. Example:

38

> Document Version: 20210308



Application Real-time Monitoring Se

Application monit oring-
rvice PP 9

server {

listen 80;

server_name localhost;

location /{

try_files Suri Suri/ findex.php? $query_string;

}

error_page 500502503 504 /50x.html;

location = /50x.html {
root /usr/share/nginx/html;

}

location ~\.php$ {
fastcgi_pass localhost:9000;
fastcgi_index index.php;
fastcgi_param PHP_VALUE "arms.app_name=example"
fastcgi_param SCRIPT_FILENAME /var/www/html/$fastcgi_script_name;
include fastcgi_params;

}

}
server {

listen 80;

server_name www.example.com;

location /{

try_files Suri Suri/ /index.php? $query_string;

}

error_page 500502503 504 /50x.html;

location = /50x.html {
root /usr/share/nginx/html;

}

location ~\.php$ {
fastcgi_pass localhost:9000;
fastcgi_index index.php;
fastcgi_param PHP_VALUE "arms.app_name=test"
fastcgi_param SCRIPT_FILENAME /var/www/test/$fastcgi_script_name;
include fastcgi_params;

}

}

Wait for about 1 minute. If Of Application Monitoring > Applicationslif your
application is displayed with the name of custom <yourAppName>, the probe is installed.

Uninstall the ARMS agent

1. Delete the content of the php.inior arms.inifile. For more information, see in

2. Delete the content that you added to the Apache or NGINX configuration file in of this
topic.

3. Restart the service.
o [f you are using NGINX servers, restart the PHP-FPM service.
o If you are using Apache servers, restart the Apache2 service.

4. Runthe following commands to stop and uninstall the Hercules service:

Document Version: 20210308


https://arms-intl.console.aliyun.com/
https://www.alibabacloud.com/help/doc-detail/161678.htm#task-2472114/step-spb-vdc-0nq
https://www.alibabacloud.com/help/doc-detail/161678.htm#task-2472114

Application Real-time Monitoring Se

Application monit oring- Quick start
PP 90 rvice

sudo ./hercules service stop
sudo ./hercules service uninstall

5. Runthe following command to delete the directory of the ARMS agent:
sudo rm -rf /usr/local/arms/arms-php-agent
You have uninstalled the ARMS agent for PHP applications.

Related information
e Install the ARMS agent for a PHP application

2.3.3. Install the ARMS agent for a PHP
application deployed in Container Service for
Kubernetes

Afteryou install the Application Real-Time Monitoring Service (ARMS) agent for a PHP application that
is deployed in Container Service for Kubernetes, ARMS starts to monitor the PHP application. You can
view the monitoring data of application topology, APl requests, abnormal transactions, slow
transactions, and SQL analysis. T his topic describes how to install the ARMS agent for a PHP application
that is deployed in Container Service for Kubernetes.

Obtain the license key

1. Log onto the ARMS console .

2. Inthe left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region.

3. Onthe Applications page, click Add Application in the upper-right corner.
4. Copy the license key at the top of the Add Application page.

E (-] Alibaba Cloud
<

Add Application

| Add Application

Select in which language your application is programmed. | License Key: b590lhguqs@ & frrias nhm

. { php I C++ % co

=

Select in what kind of environment your application is deployed.

gg Default ACK

Install the ARMS application monitoring agent
Install the ARMS application monitoring components ack-arms-pilot.

1. Log onto the Alibaba Cloud Container Service for Kubernetes console .

2. Inthe left-side navigation pane, click Latest version > App Catalog . On the right page, click
ack-arms-pilot .
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3. Logonto the App Catalog-ack-arms-pilot Onthe page, onthe right Creation Panel, select the
cluster created in prerequisites, and click Creation .

Authorize ACK to access ARMS

Grant Alibaba Cloud Container Service for Kubernetes access permissions on ARMS resources.
1. Logontothe Log onto the Container Service console. .

2. Inthe left-side navigation pane, click cluster , in Clusters Page on the right of the target cluster
Action Column click View Det ails .

Container Service - Kubernetes
- Clusters View Cluster and Node Quotas v Refresh Cluster Templates Create Kubernetes Cluster

Overview

Name v Labels @ Help&Documentation
Clusters
Cluster Name/ID Labels  Type (All) v Region (All) v Cluster Nodes  Usage  Created At Yj‘“” Actions
Authorizations Status @
andar
. Applications
¥ Managed China (Shangha) @Running 3 o 22200' z W"W 69 PP
Alibaba Cloud Contai.. Kubernetes 15011 aliyun.1 View Logs
utc-8 Node Pools  More~

3. Inthe destination cluster, Create CDH Cluster Configuration Onthe page, click Cluster
Resources Tab, and then click Worker RAM Role Link on the right.

E (=) AlibabaCloud aiResources ¥ &% Giobal = Q Expenses Tickets ICP Enterpnse Support Official Si aw
< Cluster:k8s-daimaTest02 View Applications ~  Refresh Open Cloud Shell
Cluster Information Overview Basic Information Connection Information Cluster Resources Cluster Logs
Nodes Resource Orchestration Service [ —
(ROS)
Add-ons
VPC vpciis
BB MNode Vswitch VEW- = .
Upgrade Cluster Security Group 50- .
Runtime Upgrade Worker RAM Role I KubernetesWorkerRole-= .
v Security Nginx Ingress SLB b+
Cluster Auditing
Cluster Topology

4. Inthe Resource Access Management RAM console, RAM Roles Page, click Permission
management The name of the permission policy on the tab.

5. Logonto the Policy Document Onthe tab, clickModify Policy Document , and add the
following to the Policy Document In, finally click OK .

{"Action": "arms:*", "Resource": "*", "Effect": "Allow" }
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=W (- Alibaba Cloud Q Billng Management  Enterprise  More F W ® @ e (@
Modify Policy Document X
Policy Name
kBsWorkerRolePolicy =i B Ay L
Policy Document
62 "criGet*”,
63 "erilist*”,
64 "cr:PullRepository”
65 1.
66 "Resource”: [
67 e
68 1.
69 "Effect”: "Allow”
70 1
71 {
72 “Action": "arms:*",
" . owgn -
73 Resource": "*", =T
74 “Effect”: "Allow” E
75 + 2
76 1 f=
"

Install the Hercules Deploy component to transfer the data of the
PHP application

1. Create a local YAML file, name it hercules.yami, and then copy the following content to the YAML

file:

You must replace the value of the image parameter with one of the following addresses based on
the region.

Region

China
(Hangzhou)

China
(Shanghai)

China
(Qingdao)

China (Beijing)

China
(Zhangjiakou)

China
(Shenzhen)

Download link

registry.cn-hangzhou.aliyuncs.com/arms-docker-repo/arms-hercules:v1.1

registry.cn-shanghai.aliyuncs.com/arms-docker-repo/arms-hercules:v1.1

registry.cn-qingdao.aliyuncs.com/arms-docker-repo/arms-hercules:v1.1

registry.cn-beijing.aliyuncs.com/arms-docker-repo/arms-hercules:v1.1

registry.cn-zhangjiakou.aliyuncs.com/arms-docker-repo/arms-hercules:v1.1

registry.cn-shenzhen.aliyuncs.com/arms-docker-repo/arms-hercules:v1.1
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Region Download link
China (Hong . .
Kong) registry.cn-hongkong.aliyuncs.com/arms-docker-repo/arms-hercules:vi.1

Singapore registry.ap-southeast-1.aliyuncs.com/arms-docker-repo/arms-hercules:v1.1

2. Runthe following command to install the Hercules Deploy component:

kubectl create -f hercules.yaml

@ Note ffa message indicating that the namespace already exists is displayed in the
command output, ignore the message.

Enable ARMS to monitor a PHP application
1. Log onto the Container Service for Kubernetes console. In the left-side navigation pane, click
Clusters. Onthe Clusters page, click Applications in the Actions column of the cluster where
your application is deployed.

2. Onthe Deployments tab, click Create from Template in the upper-right comer.

3. Onthe page that anpears. select a template fromthe Sample Template drop-down list, and add
the following annotations to the spec > template > metadatasection.

annotations:
armsPilotAutoEnable: "on"
armsPilotCreateAppName: "<your-deployment-name>"
armsAppType: PHP

@ Note Replace <your-deployment -name> with the name of your Deployment application.

4. (This step is required only when you install the ARMS agent for the first time.) In the namespace of
your application, create a ConfigMap file named arms-<yourAppName>.iniand copy the following
content to the file:
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apiVersion: vl

kind: ConfigMap

metadata:
name: arms-<yourAppName>.ini
namespace: <yourAppNamespace>

data:

arms.ini: |
extension=/usr/local/arms/arms-php-agent/arms-[x.y].so
[ARMS]
arms.enable=1
arms.app_name=<yourAppName>
arms.license_key=<yourLicenseKey>
arms.agent_env=PHPKS8S
arms.network_type=tcp
arms.tcp_host=arms-hercules-service.arms-pilot
arms.tcp_port=11234

@ Note

o

o

o

Replace <yourAppName> with the name of your application.
Replace <yourAppNamespace> with the namespace of your application.

Replace <yourLicenseKey>with the license key that you obtained on the Add
Application page inthe ARMS console.

Inthe extension=/usr/local/arms/arms-php-agent/arms-[x.y].so configuration, [x.y] in a
rms-[x.y].so is the version of the PHP application. The supported versions are 5.4, 5.5,
5.6,7.0,7.1,7.2,and 7.3.

If vour containerimage is an Alpine Linux system, change arms-[x.y]l.so to arms-[x.y]-al
pine.so . [xy] canbe5.5,5.6,7.0,7.1,7.2,0r7.3.

A ConfigMap file has a one-to-one mapping with an application. To connect to another
application, create another ConfigMap file and delete the file when the application is
no longer needed.

5. Add ConfigMap of arms-<yourAppName>.inito the spec > template > spec > containers section of
the Deployment application. Set mountPath to the path of the PHP configuration file.

volumeMounts:

- mountPath: /etc/php/7.2/fpm/conf.d/arms.ini
name: arms-ini
subPath: arms.ini

In the preceding information, /etc/php/7.2/fpm/conf.d/ is the configuration loading directory of the
PHP application. Add the following content to the spec > template > spec > volumes section:

volumes:
- name: arms-ini
configMap:
name: arms-<yourAppName>.ini
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@ Note If the PHP application does not have a configuration file path, add the content of
arms-<yourAppName>.inito the php.ini configuration file of the application.

Log onto the Container Service for Kubernetes console. Onthe Deployments or StatefulSets
tab, if ARMS Console appears inthe Actions column of the application, the ARMS agent is
installed.

Deployments StatefulSets DaemonSets Jobs Cron Jobs Pods

Q Create from Image Create from Template Refresh

J Name Label Pods Image Created At Actions

Sep 18, 2020, Details Edit Scale
O app:mysgl 1/1 P

11:41:54 UTC+8 Monitor | Morew
Details Edit Scale
0 app:arms-springboot- e Sep 18, 2020,
demo 11:41:54 UTC+8 Monitor
ARMS Console|| More v

@ Note ff you cannot find ARMS Console inthe Actions column, check whether you have
authorized Container Service to access ARMS.

Uninstall the ARMS agent

1. (Optional)if you need to pause the ARMS agent, delete the ConfigMap file that you added in Step
5 and deploy the application again.

2. If you need to uninstall the ARMS agent, delete the Hercules Deploy component that you added in
Step 2 and the ConfigMap file that you added in Step 5.

More information
If you have other questions, you can join the DingT alk Q&A group: 23328286.

2.3.4. Install the ARMS agent for a PHP
application deployed in a Docker cluster

Afteryou install the Application Real-Time Monitoring Service (ARMS) agent for a PHP application that
is deployed in a Docker cluster, ARMS starts to monitor the PHP application. You can view the
monitoring data of application topology, APIrequests, abnormal transactions, slow transactions, and
SQL analysis. T his topic describes how to install the ARMS agent for a PHP application that is deployed
in a Docker cluster.

@ Note If you need to try out the new version of PHP Agent, activate it now ARMS Trial Edition
. For more information about the end of the trial period of the new version of the PHP Agent, see
the ARMS console announcement. If you have other questions, you can join the DingT alk Q&A
group: 23328286.

Procedure

1. Run a Docker container on the host where the ARMS agent needs to be installed.

sudo docker run -d -p 11234:11234 <IMAGE>
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Replace <IMAGE> with one of the following download links based on your region.

Region Download link
China . .
(Hangzhou) registry.cn-hangzhou.aliyuncs.com/arms-docker-repo/arms-hercules:v1.1

China . .

(Shanghai) registry.cn-shanghai.aliyuncs.com/arms-docker-repo/arms-hercules:v1.1
china i ingdao.ali dock hercul
(Qingdao) registry.cn-qingdao.aliyuncs.com/arms-docker-repo/arms-hercules:v1.1
China (Beijing) registry.cn-beijing.aliyuncs.com/arms-docker-repo/arms-hercules:v1.1
China i hangjiakou.ali dock hercules:
(Zhangjiakou) registry.cn-zhangjiakou.aliyuncs.com/arms-docker-repo/arms-hercules:v1.1
China i henzhen.ali dock hercul
(Shenzhen) registry.cn-shenzhen.aliyuncs.com/arms-docker-repo/arms-hercules:v1.1
China (Hong . .

Kong) registry.cn-hongkong.aliyuncs.com/arms-docker-repo/arms-hercules:vi.1
Singapore registry.ap-southeast-1.aliyuncs.com/arms-docker-repo/arms-hercules:v1.1

@ Note Inthis case, port 11234 of the host exposes the Hercules service. If a port conflict
occurs, map port 11234 to another port of the host.

2. Runthe wget command to download the installation package. Select the download link based
on your network environment.

Region Download link for the Internet Download link for VPC

S R T SR e wget "http://arms-apm-hangzhou.oss

China . -cn-hangzhou-internal.aliyuncs.com/a
h -cn-hangzhou.aliyuncs.com/arms-php o
(Hangzhou) agent.zip" -0 arms-php-agent.zip rms-php-agent.zip" -0 arms-php-agen
’ ’ t.zip
. cn-shanghai.aliyuncs.com/arms-php- ghar . -Ayunes.
(Shanghai) ms-php-agent.zip" -O arms-php-agent

agent.zip" -0 arms-php-agent.zip .
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Region

China
(Qingdao)

China
(Beijing)

China
(Zhangjiako
u)

China
(Shenzhen)

China
(Hong
Kong)

Singapore

Alibaba
Gov Cloud

Download link for the Internet

wget "http://arms-apm-qingdao.oss-c
n-gingdao.aliyuncs.com/arms-php-ag
ent.zip" -O arms-php-agent.zip

wget "http://arms-apm-beijing.oss-cn
-beijing.aliyuncs.com/arms-php-agent
.zip" -0 arms-php-agent.zip

wget "http://arms-apm-zhangjiakou.o
ss-cn-zhangjiakou.aliyuncs.com/arms
-php-agent.zip" -O arms-php-agent.zi
p

wget "http://arms-apm-shenzhen.oss
-cn-shenzhen.aliyuncs.com/arms-php
-agent.zip" -O arms-php-agent.zip

wget "http://arms-apm-hongkong.oss
-cn-hongkong.aliyuncs.com/arms-php
-agent.zip" -O arms-php-agent.zip

wget "http://arms-apm-ap-southeast.
oss-ap-southeast-1.aliyuncs.com/clou
d_ap-southeast-1/arms-php-agent.zi
p" -0 arms-php-agent.zip

wget "http://arms-apm-gov.oss-cn-no
rth-2-gov-1l.aliyuncs.com/arms-php-a
gent.zip" -O arms-php-agent.zip

Download link for VPC

wget "http://arms-apm-qingdao.oss-c
n-gingdao-internal.aliyuncs.com/arm
s-php-agent.zip" -O arms-php-agent.z
ip

wget "http://arms-apm-beijing.oss-cn
-beijing-internal.aliyuncs.com/arms-p
hp-agent.zip" -0 arms-php-agent.zip

wget "http://arms-apm-zhangjiakou.o
ss-cn-zhangjiakou-internal.aliyuncs.c
om/arms-php-agent.zip" -O arms-php
-agent.zip

wget "http://arms-apm-shenzhen.oss
-cn-shenzhen-internal.aliyuncs.com/a
rms-php-agent.zip" -O arms-php-agen
t.zip

wget "http://arms-apm-hongkong.oss
-cn-hongkong-internal.aliyuncs.com/
arms-php-agent.zip" -O arms-php-age
nt.zip

wget "http://arms-apm-ap-southeast.
oss-ap-southeast-1-internal.aliyuncs.
com/cloud_ap-southeast-1/arms-php
-agent.zip" -0 arms-php-agent.zip

wget "http://arms-apm-gov.oss-cn-no
rth-2-gov-1-internal.aliyuncs.com/ar
ms-php-agent.zip" -0 arms-php-agent
.zip

3. Decompress the installation package and move it to the /usr/local/arms/arms-php-agent

directory.

> Document Version: 20210308

47



Application monitoring- Quick st art

Application Real-time Monitoring Se
rvice

unzip arms-php-agent.zip
mkdir -p /usr/local/arms
mv arms-php-agent /usr/local/arms/arms-php-agent

4. Log onto the ARMS console .

5. Inthe left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region.

6. Onthe Applications page, click Add Application in the upper-right corner.

7. Copy the license key in the upper part of the Add Application page.

8. Add the following code to the php.iniconfiguration file.

extension=/usr/local/arms/arms-php-agent/arms-x.x.so

[ARMS]

arms.enable=1
arms.app_name=<yourAppName>
arms.license_key=<yourLicenseKey>
arms.network_type=tcp
arms.tcp_host=<host>
arms.tcp_port=<port>

® Note

o

x.x in arms-x.x.so isthe version of your PHP application. Versions 5.4 to 7.3 are
supported.

If vour container image system s Alpine Linux, change arms-x.x.so to arms-[x.y]-alpine.
so ,where [xy] canbe5.5,5.6,7.0,7.1,7.2,0r7.3.

Set <yourAppName>to a custom name. The name is displayed as your PHP application
name in the ARMS console.

Replace <yourlicenseKey>with the license key that you obtained in Step 7.

<host>and <port>indicate the IP address and port number that are used by the
container to access the host. The default port numberis 11234. If you update the port
number in Step 1, you must also update it in this step.

If with-config-file-scan-dir is configured forthe version of your PHP application, you can
create the arms.inifile inthe /etc/php/7.2/php-fpm/conf.d directory. The content of
this file is the same as that you added to the phAp.inifile.

9. (Optional)Add the commands in Step 2 to Step 8 to the dockerfilefile for auto running.

10. Restart your PHP application.

Related information

e Install the ARMS agent for a PHP application

2.4. Monitor other applications
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Application Real-Time Monitoring Service (ARMS) can monitor Java and PHP applications. Tracing
Analysis can be used to monitor applications written in other programming languages such as C++, Go,
Node.js, and NET. After you prepare for application monitoring, Tracing Analysis can provide features
such as query and diagnostics of distributed traces, real-time integration of performance data, and
dynamic discovery of distributed topologies. These features can help you monitor applications.

Background information

Tracing Analysis provides a set of tools for distributed application development. These tools include
trace mapping, call request statistics, trace topology, and application dependency analysis. You can
use these tools to analyze and diagnose performance bottlenecks in a distributed application
architecture and make microservice development and diagnostics more efficient. Tracing Analysis
provides the following features:

e Query and diagnostics of distributed traces: This feature tracks microservice user requests in the
distributed architecture and summarizes these requests into distributed traces.

e Real-time collection of application performance data: This feature tracks all user requests for an
application and collects and analyzes in real time the performance data of the services and resources
that constitute the application.

e Dynamic discovery of distributed topologies: This feature collects information about distributed calls
to your distributed microservice applications and Platform as a Service (PaaS) products.

e Multi-language development program: Tracing Analysis is fully compatible with open source
communities such as Jaeger and Zipkin based on the OpenTracing standard.

e Integration with various downstream analysis platforms: This feature uses collected traces for log
analysis and allows Tracing Analysis to connect to downstream analysis platforms such as
MaxCompute.

Monitor multi-language applications
Check documents based on the language of your application.
e Integrate your application with Tracing Analysis - Go

e Use Zipkin to report Go application data

e Integrate your application with Tracing Analysis - Python

e Instrument Node.js applications

e Use Jaegerto report .NET application data

e Use Zipkinto report .NET application data

e Integrate your application with Tracing Analysis - C++

What to do next

Afteryou complete the preparations, you can use the following features of Tracing Analysis:
e View the key metrics of an application, such as the health score, number of requests today, and
number of errors today. For more information, see View application list.

o View the key performance metrics and topology of an application. For more information, see View
application performance metrics and topology.

e View the key performance metrics, call topology, and traces of an application on each host where
the application is deployed. For more information, see View application details.

e View the API calls of an application. For more information, see View interface invocation information.

e Query traces by using the multi-dimensional query feature. For more information, see Query
invocation traces.
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e View the application traces, trace topologies, real-time aggregate trace tables, and waterfall plots
of traces. For more information, see Analyze traces.

e Specify whether to display the host name and whether to collect application data, manage custom
tags of an application, and delete an application. For more information, see Manage applications and
tags.
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3.Console functions
3.1. 3D topology

3D topology of Application Real-Time Monitoring Service (ARMS) can show the health condition of
applications, services, and hosts, in addition to the upstream and downstream dependencies of the
applications. 3D topology helps you identify the services that caused failures, applications affected by
the failures, and associated hosts. This way, you can thoroughly diagnose the root cause of failures
and troubleshoot these failures.

Procedure
1. Logonto the ARMS console .

2. Inthe left-side navigation pane, choose Application Monitoring > Applications. In the upper
part of the Applications page, select the required region.

3. Onthe Applications page, click 3D Topology of the required application in the Actions column.

Overview

On the Overview page that is displayed by default, you can view all content of the service layer,
application layer, and host layer. In the upper-right corner of the page, you can find the number of
hosts, applications, and services.

On the overview layer, you can performthe following operations:

e Inthe upper-left corner, click the time range section, and select specific start and end time in the
pop-up time picker.

e Inthe timeline onthe top of the page, drag the slider to change the time range of the current view.

e Inthe search box in the upper-right corner of the page, enter your keywords and press the Enter key
to search.

e Drag with your pointer to view the data on all three layers from different angles.
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e Click any object in the view to check metrics related to that object on the right-side panel.

Service
The service layer shows the services that your applications depend on.

{ hitp://guide-acs.m.xyz.com/gw/mtop.xyz.need.graphqgl.gate/1.0/

Services under each application are grouped into a block. The more the services are called, the bigger
their block is. Different statuses of the services are displayed in different colors.

e : Service calls are normal.
e : The errorrate of the service is relatively high.

e : No datais returned fromthe service.ll

@ Note The response time threshold of the service is configurable. In the left-side navigation
pane, click the triangle icon next to Service to open the threshold setting box. Drag the slider inthe
setting box to set the threshold.

Afteryou click a service, the right-side panel shows the following information:

e The name of the service
e QPS: the queries per second
e RT(ms): the response time in milliseconds

e ErrQps: the error queries per second

@ Note Inthe QPS, RT(ms), and Error sections, the left-side numbers are the average value
wit hin the selected time range, and the corresponding line chart is on the right side.

Application

The application layer shows the applications and their upstream and downstream dependencies,
including the middleware that the applications and their upstream and downstream depend on. Follow
the direction of the connecting lines. You can view the direction in which a call is made.
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Afteryou click an application, the right-side panel shows the following information of the application:
e Application name

e QPS: the queries per second

e RT(ms): the response time in milliseconds

e ErrQps: the error queries per second

©) Note Inthe QPS,RT(ms), and Error sections, the left-side numbers are the average value
wit hin the selected time range, and the corresponding line chart is on the right side.

Docker/ECS

The Docker/ECS layer shows the hosts of your applications.
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Each cube indicates a host. All hosts are grouped by application. Different statuses of the hosts are
displayed in different colors.

e : Normal
e :Slow
e : Alerting

e : Abnormall
e : Offline

Afteryou click a host, the right-side panel shows the following information of the host:

e |P address and basic information of the host:
o Response time
o Number of requests

o Number of errors

CPU: CPU utilization

MEM: memory usage

DISK: disk usage

GCTIME: the total GC time
GC COUNT : the count of GC

@ Note Inthe CPU, MEM, and Disk sections, the left-side numbers are the average value within
selected time range, while the corresponding line chart is on the right side.

3.2. Trace query

Onthe Call link query page, you can query the details about a specific trace based on the trace ID or
query traces by using multiple filter conditions. You can also perform aggregation analysis on multiple
traces.
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Query traces
1. Log onto the ARMS console.

2. Inthe left-side navigation pane, choose Application Monitoring > Invocation Trace Query. In

the top navigation bar, select a region.

3. Onthe Call link query page, select a parameter fromthe Parameter type drop-down list, enter a
customtag in the Parameter value field, and then click Add to query criteria.
You can set Parameter type to Traceld for exact match.

Parameter description

Parameter

Traceld

Interface name

Client application name
Server application name

Time-consuming greater

Call type

Abnormal call

Only thread profiling snapshots are included.

Client IP

Server IP

Business primary key

Response code

Description
Enter a trace ID.

Enter an operation name. Fuzzy match is not
supported.

Enter the name of an application on the client.
Enter the name of an application on the server.
Specify a number of milliseconds to query calls
that take longer than the specified number of

milliseconds.

Select a call type.

Set this parameter to true to search for all traces
that contain abnormal calls.

Set this parameter to true to search for all traces
that contain thread profiling snapshots.

Enter the IP address of an application that
initiates the call.

Enter the IP address of an application that is
called.

Enter a business primary key to search for
business events.

Enter a response code.

4. Clickthe ID of the trace that you want to view to go to the Trace Det ails page.

28ack

Distributed Invocation Trace Aissshi

& tomcat-demo 21/05/2018, 10:32:10 r HTTPAD

The following section describes the parameters on the Trace Det ails page:

o Application Name: the name of the application to which the trace belongs.
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o Log generation time: the time when the log was generated.

o Status: Red indicates that an exception exists in the local trace called by the service. Green

indicates that the trace is normal.

o IP Address: the IP address of the application.

o Call Type: the type of the call, which corresponds to the call type of the ad hoc query.

o Service Name: the name of the service operation that is called.

o Timeline: the time consumed by each service to call the trace and the proportion of time
consumed by each service in the time consumed to call the entire trace.

Analyze traces

Onthe Call link query page, select all the traces that you want to analyze and click Analyze the

selected call link.

In the Call Chain Analysis panel, you can view the span name, application name, call type, number of
requests, proportion of requests, number of exceptions, proportion of exceptions, average self -
consumed time, and average consumed time of all the selected traces.

Call Chain Analysis

Applicati Number of
Span name pplication HRER requests/proportion
Name ~
of requests@
Jcart frontend HTTP entry 22 /100.00%
com.alibabacloud.hipstershop.carts
erviceapi.service.CartService@view cart Provide DUBBO 18  /68.18%
Cart
com.alibabacloud.hipstershop.carts
erviceapi.service.CartService@addlt cart Provide DUBBO 5 /2272%
emToCart
com.alibabacloud.hipstershop.cartservi . o
ceapi.service.CartService@viewCart cart Provide DUBBO 12 /100.00%
/ frontend HTTP entry 8 / 100.00%

0

Number of
exceptions/proportion
of exceptions@

/0.00%

/0.00%

/0.00%

/0.00%

/12.50%

X

Average self-

wverage se PeaRgEE

consumed . .

- . time Operation

time/proportion .

consumption

16.2ms 18.2ms Statistical an:
1.7ms 1.7ms Statistical an:
3ms 3ms Statistical an:
2.08ms 2.08ms Statistical an:
270.6ms 281ms Statistical an:

e Move the pointer over a span name to view the trace ID that contains the span.

e Click an application name to go to the Application Overview page of the application.

e C(lickStatistical analysis inthe Actions column corresponding to a span to view details about the
span. The details include the proportions of different call types for each operation, total consumed
time, operation name, number of requests, recommended samples, the number of times that each
calling method is used, as well as the name, type, execution time, and time percentage of each

calling method.
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Call Chain Analy  /cartreturn X
Method o Number of Execution Time
calls time percentage
HTTP: 26.8% org.apache.http. protocol HttpRequestEx

/ ecutor.execute(org.apache http HttpReq
uest request,
org.apache.http.HitpClientConnection HTTP 685 2.5s 26.8%

conn,
org.apache.http.protocol HttpContext
context)

- 73.2%"
PP 1ethods: 73.2%

® HTTP @ Time consumed by local methods

Total time ~ 9.4s
consumed

Interface fcart
name

Number of ~ 1000Times

requests

Related operations
Onthe Trace Details page, clickthe line chart in the Metric Monitored column to view the number of
requests, response time, and number of errors during different periods of time.

Onthe Trace Details page, clickthe @ iconinthe Method Stack column. The Method Stack dialog

box appears.

Method Stack

Service: com.alibabacloud.hipstershop.cartserviceapi.service.C IP Address:

Application: cart
artService@viewCart

Traceld: Log Generated At: 2020-12-04 16:00:26.241 Time Consumption: 68ms

Method Stack

Methods Line Expanded Info Timeline (ms)

org.apache.dubbo.rpc.proxy. AbstractProxylnvoker.invoke(org.apach
84 68ms
e.dubbo.rpc.Invocation invocation)

com.alibabacloud.hipstershop.cartserviceprovider.repository.Redi N 28ms
sRepository.getUserCartltems(java.lang String userld)

io.lettuce.core.FutureSyncinvocationHandler.handlelnvocatio . N |
- Parameter: io. lettuce.core.Future!
n(java.lang Object proxy, java lang.reflect Method method, jav 56 ) 10ms
alang.Object(] args)

The following section describes the parameters in the Method Stack dialog box:

e C(Calling Method: the method used to call the local method stack. When the Calling Method section is
shown, the next calls of the method are displayed.

e Line Number: the number of the line where the code of the local method is located.

e Extended Information:
o Parameter: input parameters of the call
o SQL: SQL statements to call the database

o Exception: exception details

e Timeline: the distribution of time consumed by each method call of the local trace.

3.3. Application overview

> Document Version: 20210308 57



Application monitoring- Console func Application Real-time Monitoring Se
tions rvice

Onthe Application Overview page, you can view the health metrics of an application. You can view
the upstream and downstream dependent components of an application in an application topology
graph. You can also view the health status of the application, services, and hosts in a 3D topology.The
health metrics of an application include general metrics such as Total Requests and Average Response
Time, metrics related to the application services and dependent services, and system information such
as the CPU utilization and memory usage.

Procedure
1. Log onto the ARMS console.

2. Inthe left-side navigation pane, choose Application Monitoring > Application, and select a
region in the top navigation bar.

3. Onthe Applications page, clickthe application that you want to view to go to the Application
Overview page.
Onthe Application Overview page, view information on the Overview, Topology, and 3D
Topology (Beta) tabs.

Overview
The following key metrics are displayed on the Overview tab:

e Total Requests, Average Response Time, Errors, Real Time Instance Count, Full GC, Slow SQL,
Exceptions, Thread Profiling. You can also check how the values of these metrics have changed since
the last week or last day on this tab.

e Application Events: application events, such as 0-1 alerts, application monitoring alerts, and
Kubernetes cluster events.

e Application Support Services: time sequence curves for Application Service Request and Application
Service Average Response Time.

e Application Dependent Services: time sequence curves for Application Dependent Service Request,
Application Dependent Service Average Response Time, App Instance Count, and HTTP - Status
Code.

e SystemInfo: time sequence curves for CPU, MEM, and Load.
e Thread Profiling: time sequence curves and details about Slow Calls.
e Statistical Analysis: analysis on Interface with Slow Calls and Exception.
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Application topology

Onthe Topology tab, you can obtain a better view of the upstream and downstream components of
your application and the call relationship between the components and the application. Then, you can

identify the bottlenecks of your application.

E =) Alibaba Cloud
<

Application Overview

| amsk@sdemo-subcomponent v @

Applicatio:

Interface

Database Invocation
External Calls S

0031 HTTR

Real-time Diagnosis

Exceptions Diagnosis

Threads Profiling

73ms
Application Settings

S

Requests / 1 Min
© HTTP entry

pcomnnnonts S0 oons AN

Q Biling  Ticket ICP  Enterprise

Overview Topology g;ﬂ,zmopa\ogy Beta)

0.0FR/535h HTTP

O,

D tomkmseTTe

2y 1074 40ms

200M35 MYSQL 4420700435 UNKNOWN

)

Response Time /1 Min
 HTTP entry

Support  Alibaba Cleud A w o @

Last 30 min =]

] Instance Health: @

Normal: 0 Warning: 2 Critical: 0

P Numberof  Average Response Error
= L Calls Time/Call Rate
HTTPentyy 904 11s 01%
Tnvoke local

139 07ms 10%
AP
Invoke N ) N
iy 8 451.8ms 0%
Invoke s ooms e
MysQL < e e
Instance 1P Process M
e Running Duration o

21Days LiHoursd L5010

Mins

Error Rate / 1 Min
© HTTP entry

3D Topology

Onthe 3D Topology (Beta) tab, the health status of an application, services, and hosts, and the
upstream and downstream dependencies of the application are displayed. You can use the 3D
topology to identify the services that caused failures, applications affected by the failures, and
associated hosts. The 3D topology helps you diagnose the root causes of failures and troubleshoot
these failures. For more information about 3D topology, see 3D topology.
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3.4. Application details

3.4.1. Overview

T his topic shows you how to obtain an overview of an application. On the Overview tab of the
application, you can view the application topology, number of requests, response time, number of
errors, and HTTP status codes.

Prerequisites
The Application Real-Time Monitoring Service (ARMS) agent is installed for an application. For more
information, see Overview.

Procedure
1. Log onto the ARMS console.
. Inthe left-side navigation pane, Select Application monitoring > Applications .

. Inthe top navigation bar of the MNS console, select the region where your cluster is deployed.

. Logonto the Applications Page, click the application name.

u b W N

. Logonto the Left-side navigation pane Place place your cursor over the vertical dots next to
Application details .

6. Onthe Application Details page, select an instance where the application is deployed and set
the time period. The Overview tab appears by default.
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@ Response Time / Requests / Erors / Exceptions S Overview  JVM monitoring®  HOST Monitoring®  SQL Analysis

Application topology

The application topology section displays the topology of call relationships between internal services
of the application in the specified time period.

§

USER

2.96Querigs/Minute HTTP

1. (Optional)in the application topology section, perform the following operations as required:

o Clickthe ¢33 icon to configure the display settings of the application topology.

@ Note The settings are stored in the browser and remain effective the next time you
access the Overview tab.

o Clickthe plus sign or scroll the mouse wheel up to zoomin the application topology.
o Click the minus sign or scroll the mouse wheel down to zoom out the application topology.

o Clickthe RESET iconto restore the application topology to the default size.

Number of requests
The Requests section displays the time series curve that indicates the number of requests of the

application in the specified time period.
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Requests / 1 Days )

& HTTP enfry

1. (Optional)in the Requests section, performthe following operations as required:

(e]

(e]

o

Move the cursor over the statistics chart to view the statistics.

Select a period of time to view the statistics for the specified period.
Click|~Icon to view the statistics of the metric in a certain time period or compare the statistics
of the same time period on different dates.

Click gglcon to view the API details for this metric.

Click -a-lconto create an alarmfor the metric. For more information, see Create an alert.

Response time
The Response Time section displays the time series curve that indicates the response time of the

application in the specified time period.

Response Time / 1 Days -~ &= g 5

# HTTP entry

1. (Optional)inthe Response Time section, performthe following operations as required:

(e]

(e]

(e]

Move the cursor over the statistics chart to view the statistics.
Select a period of time to view the statistics for the specified period.

Click the spike point of the curve for deep analysis.

@ Note Only the Pro Edition supports this feature.

Click|~Icon to view the statistics of the metric in a certain time period or compare the statistics
of the same time period on different dates.

Click malcon to view the API details for this metric.

Click ‘&-lcon to create an alarm for the metric. For more information, see Create an alert.
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Number of errors
The Errors section displays the time series curve that indicates the number of errors of the application

in the specified time period.

v
(1
»

Errors / 1 Days

& HTTP entry

1. (Optional)in the Errors section, performthe following operations as required:
o Move the cursor over the statistics chart to view the statistics.
o Select a period of time to view the statistics for the specified period.

o Clickthe spike point of the curve for deep analysis.
@ Note Only the Pro Edition supports this feature.

o Click|~Iconto view the statistics of the metric in a certain time period or compare the statistics
of the same time period on different dates.

o Click gglcon to view the APl details for this metric.

o Click -arlconto create an alarm for the metric. For more information, see Create an alert.

HTTP status code
The HTTP - Status Code section displays the time series curve that indicates the HTTP status code

statistics of the application in the specified time period.

HTTP - Status Code l~ B3

o300 =2XX = 3XX eLXX e 5XKX

1. (Optional)lnthe HTTP - Status Code section, performthe following operations as required:

Move the cursor over the statistics chart to view the statistics.

(e]

Select a period of time to view the statistics for the specified period.

(e]

Click legend to hide or show the data.

(e]

Click|~Icon to view the statistics of the metric in a certain time period or compare the statistics

(e]

of the same time period on different dates.
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o Click gglcon to view the APl details for this metric.

3.4.2. JVM monitoring

The Java Virtual Machine (VM) monitoring feature allows you to monitor critical JVM metrics. The critical
metrics include heap metrics, non-heap metrics, direct buffer metrics, memory-mapped buffer metrics,
garbage collection (GC) details, and JVM thread count. This topic describes the JVM monitoring feature

and how to monitor JVM metrics.

| v

@ Response Time / Requests / Errors / Exceptions =k Overview

Instantaneous Count / 1 Min
 FUllGC Count YoungGC Count

f/\_/\/\/

Application Groups  All V|  please input Q
easybug

368.9ms / 399 / 324 / 1296

Heap Memory Details / 1 Min l~

® Used Total ® Old Generation & Survivor Space of Young Generation

® Eden Space of Young Generation

YA VA
YAV

Features

JVM monitoring®  HOST Monitoring SQL Analysis NoSql Analysis >

Last 15 minutes =}

LECUEIENSSS el Create Memory Snapshot

Instantaneous Duration / 1 Min I~ Accumulated

© FUllGC Duration e YoungGC Duration

NZAVAN,

//\/\,—

Metaspace Details / 1 Min I~
® Metaspace

oo
oo

The JVM monitoring feature allows you to monitor the following metrics:

e Instantaneous and accumulated GC details
o Totaltimes of GC
o Times of young GC
o Totaltime consumption of GC

o Time consumption of young GC

e Heap memory details
o Total heap memory
o Bytes of old heap memory
o Bytes of young heap memory (Survivor)
o Bytes of young heap memory (Eden)
e Non-heap memory
o Submitted bytes of the non-heap memory
o Initial bytes of the non-heap memory
o Maximum bytes of the non-heap memory
e Metaspace
Bytes of metaspace
e Direct buffer
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o Total bytes of direct buffer
o Used bytes of direct buffer

e Number of VM threads
Total number of threads
Number of deadlocked threads

o

o

o

Number of new threads
Number of blocked threads

Number of runnable threads

Number of terminated threads

Number of threads in timed waiting

Number of waiting threads

View JVM metrics

1.
2.

Log onto the ARMS console .

In the left-side navigation pane, choose Application Monitoring > Applications. At the top of
the Applications page, select a region.

. Onthe Applications page, clickthe application that you want to view.
. Inthe left-side navigation pane, click Application Details.

. Onthe Application Details page, select the node and clickJVM monitoring tab on the right side

of the page.On the JVM monitoring tab, the time sequence curves of the instantaneous GC count,
instantaneous GC duration, heap memory details, metadata details, non-heap memory details,
direct buffer, and JVM threads are displayed.

(e]

ClickInstantaneous and Accumulated in the upper-right corner of Instantaneous Count / 1
Min and Instantaneous Duration / 1 Min panels. You can view the time sequence curves of
the instantaneous GC count or accumulated GC count. You can also view the time sequence
curves of instantaneous GC duration.

Click a metric name (for example, the total times of GC) on a monitoring panel to enable or
disable the visibility of the metric in the chart.

@ Note Each chart must contain at least one visible metric. If only one metric is displayed
in the chart, you cannot disable the visibility of the metric.

Click View API in the upper-right corner of Heap Memory Details / 1 Min, Metadata Details /
1 Min, Non-Heap Memory / 1 Min, Direct Buffer / 1 Min, and JVM Threads / 1 Min panels
to view the APl details of the monitoring metric.

3.4.3. Host monitoring

The host monitoring feature is used to monitor the metrics of CPU, memory, disk, load, network traffic,
and network packets. This topic describes the host monitoring feature and how to view host
monitoring metrics.
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Node se... ResTime / Requests / Erors / Exceptions = Qverview JVM monitoring HOST Monitoring SQL Analysis Exception Ar >

arms-console-hz CPU / EachMin ‘E’ g

193.19ms / 25572 1 15 1 177 eiotal ®cpu_sys e cpu_user ecpu_iowait
e 220002 s NS N N\ NN
955.77ms 20917 1 121 144 129

177.86ms /13137070

Memory / EachMin '_é;' g

» total mem_free mem_used e mem_cach e mem_buff

Features
The host monitoring feature can monitor the following metrics:
e CPU

o Total CPU usage

o System CPU usage

o User CPU usage

o Usage of CPUwaiting forl/O

e Memory
o Total memory
o Free memory
o Used memory
o Memory in PageCache
o Memory in BufferCache

e Disk
o Total disk space (bytes)
o Free disk space (bytes)
o Used disk space (bytes)
e |oad
System load
e Networktraffic
o Received network traffic (bytes)
o Sent networktraffic (bytes)

o Network packets
o Received packets per minute
o Sent packets per minute

o Received errors per minute
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o

Discarded packets per minute

View host monitoring metrics

1.
2.

3.

Log onto the ARMS console .

In the left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region.

. Onthe Applications page, click the application that you want to monitor.
. Inthe left-side navigation pane, click Application Det ails.

. Onthe Application Details page, click the node that you want to view, and then click the HOST

Monitoring tab on the right side.
Onthe HOST Monitoring tab, you can view the time sequence curves of metrics including CPU,
memory, disk, load, network traffic, and network packets.

o You can click the name of a metric such as cpu_sys on each monitoring panelto toggle the
visibility of this metric.

@ Note Each chart must contain at least one visible metric. Therefore, if only one metric
is displayed on a monitoring panel, it cannot be set to invisible.

o You can clickthe line chart icon in the upper-right corner to view the metrics by range or compare
the metrics.

o You can clickthe View APlicon in the upper-right corner to view the detailed information about
the APl operations related to the metric.

o You can clickthe oricon in the upper-right corner of the monitoring panelto create an alert or
view the existing alert points. For more information about how to create an alert, see Create an
alert.

4.4. Pod monitoring

This topic shows you how to view the monitored metrics of a pod, including the metrics of CPU, physical
memory, network traffic, and network packets.

Prerequisites
The Application Real-Time Monitoring Service (ARMS) agent is installed for an application. For more
information, see Overview.

@ Note Pod metrics are available only for applications that are deployed in pods.

Procedure

1.

u A W N

Log onto the ARMS console .

. Inthe left-side navigation pane, Select Application monitoring > Applications .
. Inthe top navigation bar of the MNS console, select the region where your cluster is deployed.
. Logontothe Applications Page, click the application name.

. Logonto the Left-side navigation pane Place place your cursor over the vertical dots next to

Application details .

. Onthe Application Details page, select a pod where the application is deployed, set the time
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period, and then click the Pod Monitoring tab.

| IDU-Consumer last three months =]
®  Response Time / Requests / Errors / Exceptions =h Overview  JVMmonitoring@®  HOST Monitoring ~ Pod Monitoring ~ SQL Analysis ~ NoSgl Analysis  Exception Analysis  Error Analysis  Upstream application4ll ~ Downstrean >
plesse input Q cPU
pod_cpu e container_spec_cpu_quota
IDU-Consumer

idu-consume

idu-consumer-|
0.7ms /139/13/0

Memory
© pod_memory_uiorking_set s container_spec_memory_limit_bytes

Network Traffic (Bytes) Network Packets (Count)
‘» container_network_receive_bytes_total e container_network_transmit_bytes_totel  container_network_transmit_packets_diopped_total e container_network_transmit_packets_total
container_network_receive_packets_dropped_total e container_network_transmit_errors_total

» container_network receive_errors_total

=

CPU
The CPU section displays the CPU metrics of the pod where the application is deployed in the specified

time period, including the following metrics:
e Cumulative CPU usage
e (CPUquota

CPU

» pod_cpu container_spec_cpu_guota

1. (Optional)in the CPU section, perform the following operations as required:
o Move the cursor over the statistics chart to view the statistics.
o Select a period of time to view the statistics for the specified period.
o Clicklegend to hide or show the data.

Physical memory
The Memory section displays the physical memory metrics of the pod where the application is

deployed in the specified time period, including the following metrics:
e Memory usage
e Memory quota

Memory
= pod_memory_working_set container_spec_memory_limit_bytes
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1. (Optional)in the Memory section, performthe following operations as required:
o Move the cursor over the statistics chart to view the statistics.
o Select a period of time to view the statistics for the specified period.

o Click legend to hide or show the data.

Network traffic
The Network Traffic section displays the network traffic metrics of the pod where the application is

deployed in the specified time period, including the following metrics:
e Received network traffic (bytes)

e Sent networktraffic (bytes)

Metwork Traffic (Bytes)
# container_network_receive_bytes_total container_network_transmit_bytes_total

1. (Optional)inthe Network Traffic section, performthe following operations as required:
o Move the cursor over the statistics chart to view the statistics.
o Select a period of time to view the statistics for the specified period.
o Clicklegend to hide or show the data.

Network packets
The Network Packets section displays the network packet metrics of the pod where the application is

deployed in the specified time period, including the following metrics:

Number of discarded network packets among the sent network packets

Number of sent network packets
Number of discarded network packets among the received network packets

Number of errors that occur when network packets are sent
Number of errors that occur when network packets are received

MNetwork Packets (Count)
» container_network_transmit_packets_dropped_total container_network_transmit_packets_total

container_network_receive_packets_dropped_total e container_network_transmit_errors_total

# container_network_receive_errors_total

1. (Optional)in the Network Packets section, performthe following operations as required:
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o Move the cursor over the statistics chart to view the statistics.
o Select a period of time to view the statistics for the specified period.

o Clicklegend to hide or show the data.

3.4.5. SQL analysis

This topic shows you how to view the SQL analysis of an application.

Prerequisites
The Application Real-Time Monitoring Service (ARMS) agent is installed for an application. For more
information, see Overview.

Procedure
1. Log onto the ARMS console .
. Inthe left-side navigation pane, Select Application monitoring > Applications .

. Inthe top navigation bar of the MNS console, select the region where your cluster is deployed.

Log onto the Applications Page, click the application name.

. Logontothe Left-side navigation pane Place place your cursor over the vertical dots next to
Application details .

6. Onthe Application Details page, select an instance where the application is deployed, set the
time period, and then click the SQL Analysis tab.

@ ResporseTime / Reauests / Erors / Exceptions 5L Ovenview  JVM monitoring®  HOSTMonitoring®  SQLAnalysis  NoSql Analysis  Exception Analysis  Error Analysis  Upstream application 40 Downstream applications 4 Interface Snapshot

ease input Q SQL Calls / 1 Days (A=)

arms-kBs- ubcomponen
172! o
7.5ms / 76.6K/ 191K/ 0
)
01-0100:00 01-16 0000 012700

AAAAA

0

SQL call statistics
The SQL Calls section displays the time series curve that indicates the SQL call statistics of the
application in the specified time period.

SQL Calls / 1 Days B

01-0100:00 01-14 00:00 01-27 00:00

1. (Optional)in the SQL Calls section, performthe following operations as required:
o Move the cursor over the statistics chart to view the statistics.
o Select a period of time to view the statistics for the specified period.
o Click|~Iconto view the statistics of the metric in a certain time period or compare the statistics

of the same time period on different dates.
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o Click gglcon to view the API details for this metric.

SQL statement list

The SQL statement list displays all SQL statements that are executed in the application in the specified
time period.

socisted Application Database type SOL Statement

arms-kBs-demo-subcomponent selact ® from "user_notExist where id = 0% 14ms 191k

1. (Optional)inthe SQL statement list, performthe following operations as required:

o To view the time series curve of the SQL call statistics of an SQL statement, clickInvocation
Statistics inthe Actions column of the SQL statement.

o To view the snapshots of the operation that is called by an SQL statement, clickInterface
Snapshot inthe Actions column of the SQL statement.
For more information, see Operation snapshot.

3.4.6. NoSQL analysis

T his topic shows you how to view the NoSQL analysis of an application.

Prerequisites
The Application Real-Time Monitoring Service (ARMS) agent is installed for an application. For more

information, see Overview.
Procedure
1. Log onto the ARMS console .
. Inthe left-side navigation pane, Select Application monitoring > Applications .
. Inthe top navigation bar of the MNS console, select the region where your cluster is deployed.

. Logontothe Applications Page, click the application name.

u A W N

. Logontothe Left-side navigation pane Place place your cursor over the vertical dots next to
Application details .

6. Onthe Application Details page, select aninstance where the application is deployed, set the
time period, and then click the NoSQL Analysis tab.

®  Response Time / Requests / Erors / Exceptions Sb  Overview  JVM monitoring®  HOST Monitoring® ~ SQL Analysis ~ NoSql Analysis  Exception Analysis  Error Analysis  Upstream application 4l Downstream applications 4l Interface Snapshot

Q Call statistics / 1 Days [Z4=]

RPUSH

LLEN 03ms

LINDEX 02ms
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NoSQL call statistics
The SQL Calls section displays the time series curve that indicates the NoSQL call statistics of the
application in the specified time period.

Call statistics / 1 Days |~

1. (Optional)inthe SQL Calls section, performthe following operations as required:

(e]

(e]

(e]

Move the cursor over the statistics chart to view the statistics.

Select a period of time to view the statistics for the specified period.

Click|~Icon to view the statistics of the metric in a certain time period or compare the statistics

of the same time period on different dates.

Click galcon to view the API details for this metric.

Operation command list
The operation command list displays all operation commands that are run in NoSQL calls of the
application in the specified time period.

Spring-Redis

Spring-Redis

Spring-Redis

Spring-Redis

Spring-Redis

Number of

NoSQL type Redis operation

RPUSH 0.7ms 21

LLEN 03ms

LINDEX 02ms 21

EVAL 04ms it

1. (Optional)in the operation command list, perform the following operations as required:

o To view the NoSQL call statistics of an operation command, clickInvocation Statistics inthe

Actions column of the operation command.

o To view the snapshots of the operation that is called by an operation command, click Interface

Snapshot inthe Actions column of the operation command.
For more information, see Operation snapshot.

3.4.7. Exception analysis

T his topic shows you how to view the exception analysis of an application.

Prerequisites
The Application Real-Time Monitoring Service (ARMS) agent is installed for an application. For more
information, see Overview.

Procedure

1. Log onto the ARMS console.

72
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In the left-side navigation pane, Select Application monitoring > Applications .
In the top navigation bar of the MNS console, select the region where your cluster is deployed.

Log onto the Applications Page, click the application name.

v W

. Logonto the Left-side navigation pane Place place your cursor over the vertical dots next to
Application details .

6. Onthe Application Details page, select an instance where the application is deployed, set the
time period, and then click the Exception Analysis tab.

s/ frors £ Diceptions Sb Ovendew VM monitoring®  HOST Monitoring(®  SQL Anaysis  NoSl Analysis  Exception Analysis  Error Analysis  Upstream application 41 Dovnstream applications @0 Interface Snapshot

Exception statistics
The Exceptions section displays the stacked column chart of the exception statistics of the
application in the specified time period and the exception list.

B

Exceptions / 1 Days

1. (Optional)in the Exceptions section, performthe following operations as required:
o Move the cursor over the statistics chart to view the statistics.
o Select a period of time to view the statistics for the specified period.
o Click|~Iconto view the statistics of the metric in a certain time period or compare the statistics
of the same time period on different dates.

o Click gglcon to view the API details for this metric.

Exception list
The exception list displays all exceptions of the application in the specified time period.

1. (Optional)in the exception list, performthe following operations as required:
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@ Note To filter exceptions, performthe following steps: In the left-side navigation pane,
clickApplication Settings. Onthe page that appears, clickthe Custom Configuration tab.
Inthe Advanced Settings section, set the Whitelist field.

o To view the stacked column chart of an exception, clicklInvocation Statistics inthe Actions
column of the exception.

o To view the snapshots of the operations that are called when an exception occurs, click
Interface Snapshot inthe Actions column of the exception.
For more information, see Operation snapshot.

o To view the details of an exception, click Details inthe Actions column of the exception.

3.4.8. Error analysis

T his topic shows you how to view the error analysis of an application.

Prerequisites
The Application Real-Time Monitoring Service (ARMS) agent is installed for an application. For more

information, see Overview.
Procedure
1. Log onto the ARMS console .
. Inthe left-side navigation pane, Select Application monitoring > Applications .
. Inthe top navigation bar of the MNS console, select the region where your cluster is deployed.

. Logonto the Applications Page, click the application name.

u A wWw N

. Logonto the Left-side navigation pane Place place your cursor over the vertical dots next to
Application details .

6. Onthe Application Details page, select aninstance where the application is deployed, set the
time period, and then clickthe Error Analysis tab.
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Sl Oveview WVMmonitoing®  HOSTMonitoring®  SQLAnalysis  NoSql Analysis  Exception Analysis  Error Analysis  Upstream application 4B Downstream applications 48 Interface Snapshot

Q Errors /1 Days 2 B3 HTTP - Status Code =4 =]

20095/ 618K/ 515€/ 0

30.95/412K/ 08K /0

©200 2XX ©3XX ®4XX ®5XX

£

2140113160943 View Logs

Number of errors
The Errors section displays the time series curve that indicates the number of errors of the application
in the specified time period.

Errors / 1 Min I~ =

# HTTP entry

1. (Optional)in the Errors section, performthe following operations as required:
o Move the cursor over the statistics chart to view the statistics.
o Select a period of time to view the statistics for the specified period.
o Click|~Iconto view the statistics of the metric in a certain time period or compare the statistics

of the same time period on different dates.

o Click gglcon to view the API details for this metric.

HTTP status code
The HTTP - Status Code section displays the time series curve that indicates the HTTP status code
statistics of the application in the specified time period.

HTTP - Status Code l~ B

8200 @ 2K e 3K e4xXX e5KX
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1. (Optional)lnthe HTTP - Status Code section, performthe following operations as required:

o

o

o

Move the cursor over the statistics chart to view the statistics.

Select a period of time to view the statistics for the specified period.

Click legend to hide or show the data.

Click|~Icon to view the statistics of the metric in a certain time period or compare the statistics

of the same time period on different dates.

Click gglcon to view the API details for this metric.

Error list
The error list displays all errors of the application in the specified time period.

Interface Associated Application Consumption Status Traceld Actions

demo/invokeCanpanent arms-kBs-demao 2c14011316118:

[ ]

o

L ]
demo/queryException/12 arms-k8s-demo 14ms @ =106

L ]

[ ]

demo/invokeConpanent arms-kgs-demeo 2c14011316118:

1. (Optional)in the error list, performthe following operations as required:

o To view atrace of an error, clickthe trace ID inthe Traceld column of the error.

o To view the logs of an error, click View Logs inthe Actions column of the error.

3.4.9. Upstream applications

An upstream application of a specific application is an application that sends data to the specific
application. T his topic shows you how to view the information about upstream applications, including
the response time, number of requests, and number of errors.

Prerequisites
The Application Real-Time Monitoring Service (ARMS) agent is installed for an application. For more
information, see Overview.

Procedure

1. Log onto the ARMS console .

u A W N

. Inthe left-side navigation pane, Select Application monitoring > Applications .
. Inthe top navigation bar of the MNS console, select the region where your cluster is deployed.
. Logonto the Applications Page, click the application name.

. Logonto the Left-side navigation pane Place place your cursor over the vertical dots next to

Application details .

6. Onthe Application Details page, select an instance where the application is deployed, set the
time period, and then clickthe Upstream application tab.
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SQLAnalysis  NoSal Analysis  Exception Analysis  Error Analysis  Upstream application 4 Downstream application:

Q. Number of resuits: 1

nnnnn

Response time

The Response Time section displays the time series curve that indicates the response time of the
upstream applications of the application in the specified time period.

Response Time

# Response Time

1. Inthe Response Time section, performthe following operations as required:

o Move the cursor over the statistics chart to view the statistics.
o Select a period of time to view the statistics for the specified period.

Number of requests

The Requests section displays the time series curve that indicates the number of requests of the
upstream applications of the application in the specified time period.

Requests

# Requests

1. Inthe Requests section, performthe following operations as required:

o Move the cursor over the statistics chart to view the statistics.
o Select a period of time to view the statistics for the specified period.

Number of errors

The Errors section displays the time series curve that indicates the number of errors of the upstream
applications of the application in the specified time period.
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Errors

® Emors

. Inthe Errors section, performthe following operations as required:

o Move the cursor over the statistics chart to view the statistics.

o Select a period of time to view the statistics for the specified period.

3.4.10. Downstream applications

A downstream application of a specific application is an application that receives data fromthe

specific application. This topic shows you how to view the information about downstream applications,
including the response time, number of requests, and number of errors.

Prerequisites

The Application Real-Time Monitoring Service (ARMS) agent is installed for an application. For more
information, see Overview.

Procedure

1.

u b~ W N

Log onto the ARMS console .

. Inthe left-side navigation pane, Select Application monitoring > Applications .
. Inthe top navigation bar of the MNS console, select the region where your cluster is deployed.

. Logontothe Applications Page, click the application name.

. Logontothe Left-side navigation pane Place place your cursor over the vertical dots next to

Application details .

Onthe Application Details page, select an instance where the application is deployed, set the
time period, and then click the Downstream applications tab.

sis Upstream application @ Downstream applications

Q' Number of resuits: 1

Requests: 388422 / Response Time: 20065 / Erfors: 388422 \/

« Response Time

Response time

The Response Time section displays the time series curve that indicates the response time of the
downstream applications of the application in the specified time period.
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Response Time

# Response Time
1. Inthe Response Time section, performthe following operations as required:
o Move the cursor over the statistics chart to view the statistics.
o Select a period of time to view the statistics for the specified period.
Number of requests

The Requests section displays the time series curve that indicates the number of requests of the
downstream applications of the application in the specified time period.

Reguests

= Requests
1. Inthe Requests section, performthe following operations as required:
o Move the cursor over the statistics chart to view the statistics.
o Select a period of time to view the statistics for the specified period.

Number of errors

The Errors section displays the time series curve that indicates the number of errors of the downstream
applications of the application in the specified time period.

Errors

# Emrors

1. Inthe Errors section, performthe following operations as required:
o Move the cursor over the statistics chart to view the statistics.

o Select a period of time to view the statistics for the specified period.
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3.4.11. Operation snapshots

T his topic shows you how to view the snapshots of all operations that are called in an application. You
can view the time when snapshots are created, the time that is consumed for calling each operation,
and the status of each operation.

Prerequisites
The Application Real-Time Monitoring Service (ARMS) agent is installed for an application. For more
information, see Overview.

Procedure
1.

u b W N

Log onto the ARMS console .

. Inthe left-side navigation pane, Select Application monitoring > Applications .
. Inthe top navigation bar of the MNS console, select the region where your cluster is deployed.
. Logonto the Applications Page, click the application name.

. Logonto the Left-side navigation pane Place place your cursor over the vertical dots next to

Application details .

. Onthe Application Details page, select an instance where the application is deployed, set the

time period, and then clickthe Interface Snapshot tab.

Operation snapshot
The Interface Snapshot tab lists all operations that are called in the application in the specified time

period.
Q
meCon g

Created At4F Interface Associated Application sumption " d Actions

2021.01-03 16:3347 Jdemo/queryNGtEXIStDB/11 arms kBs-demo ic'::é“ ® act4011 Logs
20210120 1819:00 ‘Gema/queryNoEXistDB/ 11 arms-kBs-demo 2000mt g 21401131671 Logs
2021-01-04 03:2548 ‘demo/queryNotExistDE/11 arms-kds-demo 20004m g acl40113 Logs
2021.01-05 06:38:53 Jdemo/quenyNotEx stDE/11 arms-kds-demo f"'s"’“” ® actdp113 Logs
2021-01-20 18:19:00 /demo/queryNotEXiStDB/11 arms-k8s-demo f"‘cc“' ® ac1401131611 Logs
202101 Jdemo/queryNotExistDB/11 arms-kfis-demo ; @ acTAnTI3IeT0e. Logs
2021-01-27 054328 ‘Gema/queryNoEXistDB/ 11 arms-kBs-demo 2000mt g 21401131671 Logs
2021-01-25 10:17:20 ‘demo/queryNotExistDE/11 arms-kds-demo 20004m g ac1401131611 Logs
2021.01-27 213731 Jdemo/quenyNotEx stDE/11 arms-kds-demo f‘m‘" ® 1401131611 Logs
2020-12-31 1643:34 /demo/queryNotEXiStDB/11 arms-k8s-demo f"‘cc“' ® ac14113 Logs
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1. (Optional)On the Interface Snapshot tab, performthe following operations as required:

o To view the snapshots of an operation, enter the operation name in the search box and click the
icon.

o To view atrace of an operation, clickthe trace ID in the Traceld column of the operation.

o To view the logs of an operation, clickView Logs inthe Actions column of the operation.

3.4.12. Logs

T his topic shows you how to view the pod logs of an application.

Prerequisites
The Application Real-Time Monitoring Service (ARMS) agent is installed for an application. For more
information, see Overview.

@ Note Pod logs are available only for applications that are deployed in pods.

Procedure
1. Log onto the ARMS console .
. Inthe left-side navigation pane, Select Application monitoring > Applications .
. Inthe top navigation bar of the MNS console, select the region where your cluster is deployed.

. Logonto the Applications Page, click the application name.

u A W N

. Logonto the Left-side navigation pane Place place your cursor over the vertical dots next to
Application details .

6. Onthe Application Details page, select a pod where the application is deployed, set the time
period, and then click the Log tab.

|| st v a

SQUAnalysis  NoSal Analysis  Exception Analysis  Eror Analysis  Upstream application 4l Downstream applications 4Bl Interface Snapshot  Log <

d

Logs
The Log tab displays the latest logs of the pod where the application is deployed.

@ Note You can view up to 5,000 latest logs.
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INFO 1 —
INFO 1 —
INFO 1 —
INFO 1 —
INFO 1 —

INFO 1 —
INFO 1 —
INFO 1 —

INFO 1 —

1. Onthe Log tab, enter a keyword in the search box and click the ficon to filter logs.

3.4.13. Memory snapshot

JVM monitoring can display multiple memory metrics within a specified period of time. However,
although the charts can reflect excessive memory usage, specific information cannot be displayed.
Therefore, it cannot help you to troubleshoot problems. You can create a memory snapshot and view
detailed memory usage in logs. This can help you troubleshoot memory problems such as memory
leakage and memory waste.

Create memory snapshot
1. Log onto the ARMS console.

2. Inthe left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region.

3. Onthe Applications page, click the name of the application that you want to manage.

4. Inthe left-side navigation pane, click Application Details, and clickJVM Monitoring tab onthe
right side.

| v Last 15 minutes &=

@ Response Time / Requests / Errors / Exceptions =l Overview JVM monitoring(® HOST Monitoring SQL Analysis NoSqgl Analysis > Historical Snapshots

Application Groups ~ All ease input Q Instantaneous Count / 1 Min I~ Aceumulated Instantaneous Duration / 1 Min l~ Accumulated
 FUIGC Count e YoungGC Count o FUllGC Duration  ® YoungGC Duration
easybug

i /\/M/

Heap Memory Details / 1 Min I~ Metaspace Details / 1 Min ~ 23
® Used Total @ Old Generation  © Survivor Space of Young Generation ® Metaspace

 Eden Space of Young Generation

oo
oo
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5. Inthe upper-right corner of the JVM Monitoring tab, click Create Memory Snapshot.

@ Note When you click Create Memory Snapshot, if the previous snapshot taskis still
running, an error message is prompted. Wait until the previous snapshot task is finished. You
can only create memory snapshots for the Linux system.

6. Inthe Create Memory Snapshot dialog box, select an IP address and click Save.

warning The running time of a snapshot task varies from a few minutes to half an hour.
The application stops responding during a dump. Proceed with caution.

@ Note I you have selected an instance on the left side of the Application Details page,
the IP address of the instance is selected by default inthe IP field.

View memory snapshot details

1. Inthe upper-right corner of the JVM Monit oring tab, click Historical Snapshots.
The Number of Snapshot Jobs section displays the task execution status. Green indicates that
the snapshot taskis successful, blue indicates that the snapshot taskis executing, and red
indicates that the snapshot task fails.
The name of a snapshot task contains the following information:

o Memory analysis status
o The ID of the snapshot task. It consists of an IP address and a timestamp.

o Snapshot creation time

NMumber of Sna pshot Q 1lnit (Last 90 days) . Successful '. Running . Failed

Note: Memory Dump is not available for Alphine,
05  Delete Detaill72. 2019-12-21 21:32:00

I 005

2. ClickStart Analysis. Inthe Note message, click OK.

3. Click Analysis Results. On the memory analysis page that appears, you can view memory analysis
details. This can help you troubleshoot memory leaks and reduce memory waste.

o Clickthe Overview tab to view the heap usage, the number of classes, the number of objects,
the number of class loaders, and the number of root objects. You can also view the memory
usage displayed in a circular bar.

o Clickthe Leakage Report tab to view suspicious memory-consuming objects. Click Problem
Suspect at the lower part of the page to view the corresponding instances, memory usage, and
class loading information of a suspect object.

o Clickthe GC Root Object tab to view all root objects classified by root type and Java class type.
Root objects are objects referenced by the GC root, such as static variables or threaded stacks

o Clickthe Dominator Tree tab to view the dominator relationships among objects in a heap. You
can identify objects that consume large amounts of memory and their object dependencies.

o Clickthe Class View tab to view the heap usage and the number of instances for each heap
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o Clickthe Unreachable Class View tab to view the size and type of objects that are not
referenced in the heap.

o Clickthe Duplicate Class View tab to view the type of objects loaded by multiple class loaders.

o Clickthe Class Loader View tab to view all class loaders used by the application and the
loaded classes, such as the types of loaded classes and the number of instances in a class.

o Clickthe Off-heap Memory View tab to view all java.nio.Direct ByteBuffer and off-heap
memory information used by applications. You can use this information to troubleshoot
excessive physical memory consumption caused by the off-heap memory.

o Clickthe System Properties tab to view system parameters and environment variables.

o Clickthe Thread Information tab to view thread information such as thread name, heap usage,
call stackinformation, and local variables. You can use this view to analyze problems such as too
many threads, deadlocks, and deep call stacks.

o Clickthe OQL tab to view heap information such as all strings greater than 2,000 characters in
length.

3.5. APl monitoring

The API monitoring feature is used to monitor the details of APIcalls of an application. This feature
allows you to monitor the SQL analysis, NoSQL analysis, exception analysis, error analysis, upstream and
downstream services, and API call snapshots.

Procedure
To go to the Interface Invocation page, perform the following steps:
1. Log onto the ARMS console.

2. Inthe left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region.

3. Onthe Applications page, clickthe application that you want to view.

4. Inthe left-side navigation pane, clickInterface Invocation.

Framework
T his feature module can automatically detect and monitor the APIs provided in the following web
frameworks and remote procedure call (RPC) frameworks:

e Tomcat 7+

e Jetty 8+

e Resin 3.0+

e Undertow 1.3+

e Weblogic 11.0+
e SpringBoot 1.3.0+
e HSF 2.0+

e Dubbo 2.5+

View the details of an API

On the Overview tab, you can view the detailed call topology of an APl and the time sequence curves
of the request count, response time, error count, and HTTP status codes.
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E -] Alibaba Cloud
| o

ds-demo-subcomponznt (1

Response Time / Requests / Emors / Exceptions =1 Overview  SQLAnalysis  Exception Analys

please input Q

/demo/queryException/12 17ms /58758 /135
Jdemo/queryNotExistDB/11 31ms/58/0/ 58

/demo/queryUser/10 1203ms /175/0/0

/demo/invokeConponent 145/205/0/0

/demo/randomRT/12 465/116/0/0

250K WITP
4 11450ms

Requests /1 Min

JWWWWWIWL

* HTTP entry

View SQL and NoSQL analysis

Q Biling Tkt 1P  Enterprise  Support  Alibaba Cloud A w o an @
Last 30 min =]
s Error Analysis ~ Upstream Services 4l Downstream Services €El nterface Snapshot
6 83X HTTP
i 1429.25ms
oS S HITP "0/ HTTP
P31 P4 4366.3 #9200ms
[ %  Response Time/1Min =3
W\A/V\/\/\N\/\ =

© HTTP entry

Onthe SQL Analysis and NoSQL Analysis tabs, you can view the SQL and NoSQL requests that are
initiated within the code of the selected APIs in the left-side navigation pane. On this tab, you can find

the SQL statements or NoSQL statements that
Interface Snapshot inthe Actions column of

cause slow responses of a service. You can also click
an SQL or NoSQL statement to view the complete code

trace where the SQL or NoSQL execution logic resides.

E () Alibaba Cloud

| armskes-demo-subcomponent v

a

Response Time / Requests / Errors / Exceptions =1 Overview  SQL Analysis

please input Q

SQL Calls / 1 Min
/demo/queryException/12 17ms /58758 /136

/demo/queryNotEXiStDB/11 3ams/58/0/58

/demofaqueryUser/10 1205ms /178 /0.0

=
JdemofinvokeConponent 14s/205/0/0 '
/demo/randomRT/12 475/119/0/0 02-17 19:58

Associated Application

arms-kBs-demo-subcomponent

View exception analysis
On the Exception Analysis tab, you can view

Exception Analysis

Q Biling Ticket ICP  Enterprise  Support  Alibaba Cloud -] &
Last 30 min =]
Error Analysis  Upstream Services§Bl  Downstream Services€Bll  Interface Snapshot
02-17 20108
SQL Statement fumberof Ao

select * from ‘user_notExist  where id = 0%

the Java exceptions that are thrown fromthe code of

the selected APIs in the left-side navigation pane. You can also click Interface Snapshot inthe

Actions column of an exception to view the co

mplete trace where the exception stack resides.
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H (- Alibaba Cloud Q Bling Ticket 1P  Enterprise  Support  Alibaba Cloud A w o oa O
| arms-k@s-demo-subcomponent v.a Last 30 min a
Response Time / Requests / Errors / Exceptions =1 Overview  SQLAnalysis  Exception Analysis  Ermor Analysis  Upstream Services 4l Downstream Services €l Interface Snapshot
please input Q Exceptions / 1 Min e}
* /demo/queryException/12 17ms /56 /58 /136
# /demo/queryNotExistDB/11 31ms/58/0/ 5 L
* /demo/queryUser/10 120.5ms /178 /0/0
demo/mvokeconponent Las 208040 I I I I I l I I I I I I I I I
Jdemo/randomRT/12 475/110/0/0 217 19:59 2-17 2 02-17 2 2-17 2020 2-17 2028
Errors ¢ Exception Details Actions.

com.mysql.jdbe . exceptions. jdbca. HySQLSyntaxErrorException: Table *arms_apm_demo_db.user_notexist’ doesn't exist

at sun.reflect.GeneratedC newl Source)

Details

at sun.reflect.DelegatingConstructorAccessor! 1 tr pl.java:45)

View error analysis
Onthe Error Analysis tab, you can view the errors and HTTP status codes of the application. You can
also click a value in the Traceld column to view the trace information on a new page.

E () Alibaba Cloud Q Bling Ticket I Enterprise  Support  Albaba Cloud A2 W ow @O
| amsés-demo-subcomponent A Last 30 min =]
Response Time / Requests / Errors / Exceptions = Overview  SQLAnalysis  Exception Analysis  Emor Analysis  Upstream Services €Il Downstream Services €l Interface Snapshot
please input Q Errors / 1 Min 0 HTTP - Status Code [l
* /demo/queryException/12 18ms /58758 /135 -
© /demo/queryUser/10 120ms /175/0/0
/demofinvokeConponent 156/202/0/0
/demo/randomRT/12 485/117/0/0 7 7 Ea— emn 20 e300 e0x oK
Time
Created At Interface Associated Application Conmmpen e Trasad
2020-02-17 20.01:12 1 Sms. [ ]
2020-02-17 2001:12 1 3ms °
2020-02-17 20:01:43 B/11 iBs-dl 2ms [ ]
2020-02-17 200202 H 2ms )
2020-02-17 20:03:12 B/11 k8s-cl 3ms. [ ]
2020-02-17 2003:12 1 2ms °
2020-02-17 200343 1 2ms Y =
2020-02-17 20:04:02 11 2ms. [ ]

View upstream and downstream services

On the Upstream Services and Downstream Services tabs, you can view the APIs and performance
metrics of the upstream services that call the application and downstream services that are called by
the application. The performance metrics include the response time, request count, and error count.

Upstream Services tab

86 > Document Version: 20210308



Application Real-time Monitoring Se

rvice

Application monitoring- Console func

tions

E () Alibaba Cloud

no-subcomponent

Response Time / Requests / Errors / Exceptions Sl

please input Q
/demo/queryException/12 18ms /58/58 /135
Jdemo/queryNotExistDB/11 32ms/58/0/ 58
/demo/queryUser/10 120ms /175400
/demo/invokeCanpanent 155/202/0/0
/demo/randomRT/12 485/117/0/0

Overview  SQL Ana

Collapse/Expand All

arms-k8s-demo.

Response Time

arms-k8s-demo

Biling  Tidket 1CP

alysis  Exception Analysis  Eror Analysis  Upstream Services 40l

Response Time v | S| Enter your application name or API name.

-subc... /demo/invokeConponent

= Response Time:

/demofinvokeConponent

Requests

 Requests

Enterpriss

Downstream Services €EI

Support  Alibaba Cloud A w = @

Last 30 min =]

nterface Snapshot

Q Number of results: 2

Requests: 28 / Response Time: 3.4ms / Errors: 0\

Errors

o Errors

Requests: 30/ Response Time: 3.0ms / Erors: 0 A

Onthe Upstream Services and Downstream Services tabs, you can performthe following
operations based on your business requirements:

e Onthe tabs, click Collapse/Expand All to collapse or expand all APIs.

e Onthe tabs, enter an application name or an APl (span) name in the search box, and click the Search
icon to search the APIs that meet corresponding conditions.

e Clickthe collapse panel where the APl information resides, or click the up or down arrow at the end of
the row. You can then expand or collapse the performance metric information of the API.

View interface snapshots
OntheInterface Snapshot tab, you can view the parameters of the selected APIs. You can click the

trace ID to view the tra

E ) Alibaba Cloud

| amsés-demo-subcomponent A

ce.

Response Time / Requests / Errors / Exceptions =l

please input Q
/demo/queryException/12 18ms /58

/demo/queryNotExistDB/11 32ms/58/0/ 58
/demo/queryUser/10 120ms /175400
/demo/invokeConponent 155/202/0/0
Jdemo/randomRT/12 485/117/0/0

Ov

SQL An

Created At &b

2020-02-17 20:07:43
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3.6. View event details in the event center
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The event center is the feature module that centralizes, stores, analyzes, and shows the event data
generated by some cloud services. The event center can manage the change events of Enterprise
Distributed Application Service (EDAS) and alert events of Application Real-Time Monitoring Service
(ARMS). The center can also manage 0 to 1 events such as deadlock, out-of-memory (OOM), and
application startup, microservice management events of Microservice Engine (MSE), and Kubernetes
cluster events. If your application uses one of the related services, the events under this service can be
managed by the event center for easy view and analysis.

Event model

An event inthe event center is defined by the following five parameters: source, type, level, time, and
data . Typically, the data parameter is a JSON string. When you search for, demonstrate, and subscribe
to events, the five parameters are used.

Some optional parameters such as PID, IP, Clusterld, and PodName can also be associated with an event.

Go to the event center
1. Log onto the ARMS console .

2. Inthe left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select the region where your application is located, and then click the application
name.

3. Inthe left-side navigation pane, click Event Center.

Overview

The Event Center page appears in non-application mode or application mode, based on whether an
application page is opened. The non-application mode displays all events of the account, whereas the
application mode displays only the events that are related to a specified application of the account.

The Event Center page consists of typical events and the Normal View, Topology View, and
Subscription Rules tabs.

e Typical events: displays the number of typical events that are preset by the system. For more
information, see Typical events.

e Onthe Normal View tab, all events associated with the current application are simply analyzed and
displayed in multiple dimensions. For more information, see Normal view.

e OntheTopology View tab, the events associated with the application and the resource topology
of the application are displayed together. For more information, see Topology view.

e Onthe Subscription Rules tab, subscription rules that you create are displayed in a list. For more
information, see Subscription rules.

Typical events

Typical events: displays the number of times that each type of typical event preset by the system
occurred within the last 30 minutes. You can adjust the time range in the upper-right corner. Click
Subscribe below an event to edit subscription rules of the event. For more information about
subscription rules, see Subscription rules.

Normal view

Onthe Normal View tab, you can specify filter conditions to search for events. The search results are
displayed in four views: Heat Map of Events in Last Two Weeks, Proportion Of Events From
Different Sources, Trends In The Number Of Events From Different Sources, and Event
Details.
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Normal View Topology View Subscription Rules

Event Source: All v Events Type: All v Event Level: All v Event keyword: Show Advanced Filte! Expand Advanced Options | )

| Proportion Of Events From Differe... | Trends In The Number Of Events From Different Sources

® Monitor Event

® Monitor Event 11 I I
| I I I

Time Source Type Level Summary Detail

| Events Details

2020-12-22 01:03:24 Monitor Event Warning  javalang.OutOfMemoryError View Subscription

2020-12-22 01:03:19 Monitor Event Warning  javalang.OutOfMemoryError View Subscription

e The Heat Map of Events in Last Two Weeks section shows the heat map for hourly occurrences
of events that meet the filter conditions in the last two weeks. The darker color indicates more
events in the hour.

e The Proportion Of Events From Different Sources section displays the proportions of events
fromdifferent sources.

e TheTrends In The Number Of Events From Different Sources section displays the trends of
events from different sources within a specified period.

e The Event Details section displays details about all current events.
Performthe following steps to view information on the Normal View tab:

e Inthe Heat Map of Events in Last Two Weeks section, click each heat blockto view event details
in the hour.

e IntheTrends In The Number Of Events From Different Sources section, clickeach columnto
view all the events that occurred in the corresponding period in the Event Det ails section.

e Inthe Event Details section, click View on the right side of an event to view details of the event.

e Inthe Event Details section, click Subscription on the right side of an event to subscribe to the
event. For more information, see Subscription rules.

Topology view

Onthe Topology View tab, the resource topology of the application is displayed. The resources include
the Elastic Compute Service (ECS) instances used by the application, pods deployed with the
application, the ApsaraDB RDS and ApsaraDB for Redis middleware used by the application, and the
Server Load Balancer (SLB) and NAT Gateway resources mounted to the application. After the resource
topology is displayed, the obtained correlated events, ActionTrail events, and Cloud Monitor events are
associated with topology nodes. If you click a node, the events associated with the node are displayed
in the Event Details section in the upper-left corner.

e Application-side events: the events in the event center.

e Events related to cloud resources: the events that are related to Cloud Monitor.

e Action-related audit: the audit records from ActionTrail.

The topology view can help you troubleshoot the associated resources when an application error
occurs. For example, in a large enterprise, an employee mistakenly restarts an ApsaraDB RDS instance in

the production environment, which leads to an online service failure. The topology view helps you find
out the restart operation onthe ApsaraDB RDS instance that is accessed by the application.
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Subscription rules

On the Subscription Rules tab, all your existing subscription rules are displayed. You can enable,
disable, or modify subscription rules on this tab.

) Notice Youcan modify only the rules that you create in the console. You cannot modify the
rules that are automatically created by the system.

A subscription rule is used as a basis for you to subscribe to events that meet specified criteria and send
the events to a specified webhook URL. You can use one of the following methods to create a
subscription rule:

e Method 1: Onthe Subscription Rules tab, click Create a subscription rule in the upper-right
corner.

e Method 2: Onthe Normal View tab, click Subscription in the Operation column of an event inthe
Event Details section.

1. Clickthe Subscription Rules tab. Onthis tab, click Create a subscription rule in the upper-right
corner.

2. Inthe Create a subscription rule pane, set Rule name and Rule description, and then click
Next inthe Enter basic information step.

3. Inthe Select event mode step, set the event rule parameters and click Next.
Parameter Description

Event Source Select an event source from the drop-down list.
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Parameter Description
Event Type Select an event type from the drop-down list.
Event Level Select an event level from the drop-down list.
Event Keywords Enter an event keyword in the field.

By default, this feature is disabled. After you
enable this feature, you can configure the filter
conditions such as Cluster ID, Interface/service
name, Host IP, and POD name.

Show advanced filtering options

A custom filter condition is used to specify the
condition that must be met by a field in the JSON
data of the event body. The root node of a

Custom filter conditions custom filter condition is data. The root node
drills down to a field in the JSON data in the
format of . .Enter custom filter conditions. You
can enter up to six filter conditions.

Enter a valid field in the format of data.x.y. Then,
enter an alias for the field. The alias can be used

Select a valid field as a placeholder when you enter the POST
request body of webhook information. You can
set up to six valid fields.

In the Notification Template field, enter the
content that will be notified to you when the
specified message occurs. If the notification
object is a DingT alk chatbot webhook, include the
keyword used to create the DingTalk chatbot in
the notification template.

Notification Template

4. Fromthe Select Contact drop-down list, select a contact. Then, click Submitted.if no contact is
available in the Select Contact drop-down list, click Create Contact on the right side to create a
contact. Afteryou create it, select it fromthe Select Contact drop-down list.

1. Onthe Normal View tab, click Subscription in the Operation column of an event in the Event
Det ails section.If you create a subscription rule by using this method, the source, type, and level
filter conditions are automatically selected based on the selected event.

2. Enteravalue inthe Valuefield in the JSON file of the event. This way, you can specify customfilter
conditions and valid fields. A filter condition and a valid field are automatically generated each
time you click a field. You can manually modify or delete the fields to adjust the subscription rule.
Afteryou select an event mode, click Next.

3. Fromthe Select Contact drop-down list, select a contact. Then, click Submitted.If no contact is
available in the Select Contact drop-down list, click Create Contact onthe right side to create a
contact. Afteryou create it, select it fromthe Select Contact drop-down list.

Create a subscription rule

Subscribe to events on the Normal View tab
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3.7. Database calls

This topic shows you how to view the information about calls to the database of an application. You
can obtain an overview of the database calls of the application and view the information about SQL
calls, exceptions, call sources, and operation snapshots.

Prerequisites
The Application Real-Time Monitoring Service (ARMS) agent is installed for an application. For more
information, see Overview.

Procedure
1. Log onto the ARMS console .
. Inthe left-side navigation pane, Select Application monitoring > Applications .
. Inthe top navigation bar of the MNS console, select the region where your cluster is deployed.
. Logonto the Applications Page, click the application name.

. Inthe left-side navigation pane, clickDatabase Invocation.

o A~ W N

. Onthe page that appears, select a database and set the time period.

7. Afteryou complete the settings, performthe following operations as required:
o Onthe Overview tab, obtain an overview of the database calls of the application.
o Clickthe SQL Analysis tab to view the SQL analysis of the application.
o Clickthe Exception Analysis tab to view the database call exceptions of the application.

o Clickthe Call source tab to view the information about the applications that call the database
of the application.

o Clickthe Interface Snapshot tab to view the snapshots of the database operations that are
called in the application.

Overview

The Overview tab displays the information about the database. You can view the call relationship
topology, time series curve of the number of requests, time series curve of the response time, and time
series curve of the number of errors.
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1. (Optional)On the Overview tab, performthe following operations as required:

o Clickthe ¢33 icon to configure the display settings of the application topology.

@ Note The settings are stored in the browser and remain effective the next time you
access the Overview tab.

o Clickthe plus sign or scroll the mouse wheel up to zoom in the application topology.

o Clickthe minus sign or scroll the mouse wheel down to zoom out the application topology.
o Clickthe RESET iconto restore the application topology to the default size.

o Move the cursor over the statistics chart to view the statistics.

o Select a period of time to view the statistics for the specified period.

o Click|~Iconto view the statistics of the metric in a certain time period or compare the statistics

of the same time period on different dates.

o Click gglcon to view the APl details for this metric.

o Click -#rlconto create an alarm for the metric. For more information, see Create an alert.

SQL analysis
The SQL Analysis tab displays the column chart of the number of SQL calls, the time series curves of
the response time, and a list of SQL statements that are executed in the database.
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1. (Optional)On the SQL Analysis tab, performthe following operations as required:
o Move the cursor over the statistics chart to view the statistics.
o Select a period of time to view the statistics for the specified period.
o Click|~Iconto view the statistics of the metric in a certain time period or compare the statistics
of the same time period on different dates.

o Click gglcon to view the API details for this metric.

o To view the SQL call statistics of an SQL statement, clickInvocation Statistics inthe Actions
column of the SQL statement.

o To view the snapshots of the operation that is called by an SQL statement, clickInterface
Snapshot inthe Actions column of the SQL statement.

Exception analysis
The Exception Analysis tab displays the information about exceptions of the database.

Exceptions / 1 Days

Errors & Exception Details{Note: To ignore certain exceptions, navigate to Application Settings > Custom Configuration > Advanced Settings, and add your rules in the Whitelist field.) Actions

commpzal. jdbe. . ddbod My
21.9K Invocation Statistics
‘ Detalls

Inpl. java:5)

Invocation Statistics
Detalls

218K

Iupl. java:45)

1. (Optional)On the Exception Analysis tab, performthe following operations as required:

@ Note Tofilter exceptions, performthe following steps: In the left-side navigation pane,
clickApplication Settings. On the page that appears, click the Custom Configuration tab.
Inthe Advanced Settings section, set the Whitelist field.

o Move the cursor over the statistics chart to view the statistics.

o Select a period of time to view the statistics for the specified period.
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o Click|~Iconto view the statistics of the metric in a certain time period or compare the statistics
of the same time period on different dates.

o Click gmlcon to view the API details for this metric.

o To view the statistics of an exception, clickInvocation Statistics inthe Actions column of the
exception.

o To view the details of an exception, click Details in the Actions column of the exception.

Call source
The Call source tab displays the information about the call sources of the database.

Collapse/Expand Al Response Time v | Sl Enter your application name or APl name Q. Number of results: 6
I arms-kBs-deme  /demo/queryNotExistDB/11 @view details Requests: 59079 / Response Time: 3.2ms / Errors: 59079 W

Response Time Requests Errors

A M —_——
‘-\/\/\—"\/\/ "'.‘\«II‘V\J \ |

® Response Time # Requests # Erors

1. (Optional)On the Call source tab, performthe following operations as required:

o To view the information about an application that calls the database or information about a
database operation that is called, enter the application or operation name in the search box and

clickthe < icon.

o To view the snapshots of a database operation that is called by a call source, click view det ails
next to the operation.

o Move the cursor over the statistics chart to view the statistics.

o Click|~Iconto view the statistics of the metric in a certain time period or compare the statistics

of the same time period on different dates.

Operation snapshot
The Interface Snapshot tab displays the snapshots of all operations that are called in the database.

Q
R status
Created At 4t Interface Associated Appiication sumption | Traceid Actions

2021-01-2215:37:19 com.alibabacioud.hipstershap.checkol checkout

2021-01-2215:37:19 com.alibabacioud.hipstershap.checkol checkout

checkout

1. (Optional)On the Interface Snapshot tab, performthe following operations as required:

o To view the snapshots of an operation, enter the operation name in the search box and click the

icon.
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o To view a trace of an operation, clickthe trace ID in the Traceld column of the operation.

o To view the logs of an operation, clickView Logs in the Actions column of the operation.

3.8. External call

You can use the external call feature of Application Real-Time Monitoring Service (ARMS) application
monitoring to locate slow calls or errors during the external calls of an application.

Procedure
1. Log onto the ARMS console.

2. Inthe left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region.

3. Onthe Applications page, click the name of the application you want to monitor.

4. Inthe left-side navigation pane, click External Calls.All external calls of the application are listed
onthe left of the External Calls page. You can sort the calls by response time, request count,
error count, or exception count.

Overview
You can click an external call in the left-side call list to view the request count, response time, error
count, and HTTP status code of the external call on the Overview tab.

Response Time / Requests / Errors / Exceptions =k Overview Call source 4l Interface Snapshot 4EM

CallType Al | please input Q
localhost:8888 21ms /16/0/0

® Invoke HTTP ® Invoke HTTP

Errors / 1 Min I~ i 3 HTTP - Status Code 4

o Invoke HTTP ©200 82XX ©3XX ®4XX ®5XX
oo

Call source
You can click an external call in the left-side call list to view the request count, response time, and error
count of all interfaces related to the external call on the Call Source tab.
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{1 Enter your applic: Q. Number of results: 1
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Response Time Requests Errors

® Response Time ® Requests e Erors
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You can performthe following operations on the Call Source tab:

Click Collapse/Expand All to collapse or expand all interf aces.

Enter the keyword of an application name or an interface (span) name in the search box on the top
of the tab, and then click the search icon to filter out the interfaces that meet the conditions
specified by the keyword.

Click the collapse panel where the interface information is located, or click the up or down arrow at
the end of the row to expand or collapse the performance metric information of this interf ace.

Interface snapshot
You can click an external call in the left-side call list to view the parameters of the call onthe Interface
Snapshot tab.

3.9. MQ monitoring

The MQ monitoring page in application monitoring of Application Real-Time Monitoring Service (ARMS)

sh

ows the message publishing and topic subscription in Message Queue for Apache Rocket MQ.

Procedure

1.

Log onto the ARMS console .

2. Inthe left-side navigation pane, choose Application Monitoring > Applications. Inthe top

navigation bar, select a region.

3. Onthe Applications page, click the name of the application.

4. Inthe left-side navigation pane, click MQ Monitoring.

5. Click a search result link on the right of the page.

Features

On the Overview tab, the message publishing and subscription relationship between your
application and MQ data source is displayed in the topological graph.

On the Publishing Statistics tab, the statistics of message publishing are displayed. The statistics
include the request count, response time, and error count.

Onthe Subscription Statistics tab, the statistics of subscription are displayed. The statistics
include the request count, response time, and error count.

OntheInterface Snapshot tab, the interface snapshots of message publishing and subscription
are provided. You can view the complete trace by using the trace ID and diagnose the issues.
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3.10. Application diagnosis

3.10.1. Real-time diagnostics

The real-time diagnostics feature is suitable for scenarios where you want to monitor application
performance and identify the cause of problems within a short period of time. This topic describes how
to use the real-time diagnostics feature.

Context

If you want to monitor the performance of an application for a short period of time, such as releasing
an application or performing stress tests on an application, you can use the real-time diagnostics
feature. After the real-time diagnostics feature is enabled for an application, ARMS continuously
monitors the application for 5 minutes and reports all the data of the traces during this period. Then,
you can use the method stack waterfall chart and thread profiling to identify the causes of exceptions
based on the trace that shows performance problems.

Procedure
1. Log onto the ARMS console .

2. Inthe left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region.

3. Onthe Applications page, click the name of the application.

4. Inthe left-side navigation pane, choose Application Diagnosis > Real-time Diagnosis.

Enable and disable real-time diagnostics

The first time you access the Real-time Diagnosis page, real-time diagnostics is automatically
enabled. To enable real-time diagnostics in other cases, clickEnable real-time diagnosis inthe
upper-right corner.

Real-time diagnostics is automatically enabled for 5 minutes and then disabled. To disable real-time
diagnostics, click Terminate Real-time Diagnaosis in the upper-right corner.

View real-time monitoring data
In the Real-time Requests Distribution and Requests by Response Time sections, you can view
the statistics of the last 1,000 requests captured as of the current point in time.
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In the chart of the Real-time Requests Distribution section, select a time range. Data of the
selected time range can be set as visible. The chart shows data only within this time range. Click Reset
in the upper-right corner of the chart and the default view can be restored.
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You can filter request monitoring data displayed on the page by operation name or IP address.

1. Clickthe + icon above the Real-time Requests Distribution section.

2. Select an APl operation or IP address fromthe drop-down list and click Search.
Only the request monitoring data of the selected operation is displayed on the page.

View information of traces

Onthe Traces and Interfaces Aggregated tabs, you can view information of all traces captured in
the corresponding period. Click a trace ID to access the Link Invocation page. Use the local method
stack waterfall chart and thread profiling to identify the causes of exceptions.
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Related information

e Trace query

e Analyze errors in code by using ARMS thread profiling

3.10.2. Thread profiling

The thread profiling feature provides statistics on the CPU time consumption at the thread level and
the number of threads pertype. ARMS records and aggregates the method stacks of threads every 5
minutes, which helps you review the code execution process and find out thread problems. When the
CPU utilization of a cluster is high or a large number of slow methods are detected, the thread profiling
feature can be used to find out the thread or method that consumes the most CPU resources.

Procedure
1. Log onto the ARMS console.

2. Inthe left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region.

3. Onthe Applications page, click the name of the application.

4. Inthe left-side navigation pane, choose Application Diagnosis > Threads Profiling.

Perform thread profiling

Onthe Threads Profiling page, all threads of the application are listed on the left. You can detect
abnormal threads based on statistics in the CPU Time Consumption (ms) section. Select an abnormal
thread and analyze the changes of the CPU time consumption and thread count based on the graphs in
the CPU Time Consumption (ms) and Thread Count sections. For example, you can analyze whether
the total number of threads per minute is overlarge.
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Enter Host IP to search, View Important IPs

Threads Thread Count / CPU Time Consumption | CPU Time Consumption (ms)
EBA Q
440
All Threads
480
m.taobao.diamond.cli default Stack
Thread Count 2 CPUTime
Consumption 227.89 ms 30
Pinpoint-PinpointClientHandler-Timer(*-) Method Stack 160

CPU Time
Consumption 60.37 ms

Thread Count 4

> 0
. 02-2017:15 02-2017:2 02-201727 02-20 17:33 02-2017:39
http-nio-*-exec- Method Stack +CPU Time Consumption
Thread Count 10 CPUTime
Consumption 56.14 ms
Thread Count
profile-schedule-worker-thread-* Method Stack
Thread Count 2 CPUTime
Consumption 49.94 ms 4“8
Pinpoint-SocketFactory-Timer(*-*) Method Stack 3
Thread Count 3 CPUTime
Consumption 40.92 ms
%
Pinpoint-TcpDataSender(Default)-Timer... Mathod Stack
oo
Thread Count 2 CPUTime 12

Consumption 22.46 ms

Abandoned connection cleanup thread  Method Stack
CPU Time

02-20 17:15 02-2017:2 02-20 17:27 02-2017:33 02-2017:39
Thread Count 1

anan ® RUNNABLE » TIMED_WAITING = WAITING

You can also clickMethod Stack to view the method stack that is actually running within a specified
period of time. For example, you can view the method stack of the threads in the BLOCKED state and
optimize the specified code blockto reduce CPU utilization.

Method Stack http-nio-*-exec-* X

ALL: 480 RUNMNABLE: 18 BLOCKED: 0 WAITING: 462 TIMED_WAITING: 0

[RUNNABLE] 6/18(R) - HH:33.33%
at java.net.PlainSocketimpl.socketConnect (Native Method)
at java.net. AbstractPlainSocketlmpl.doConnect (AbstractPlainSocketimpl.java:350)
at java.net.AbstractPlainSecketlmpl.connectToAddress (AbstractPlainSocketimpl java:206)
at java.net. AbstractPlainSocketlmpl.connect (AbstractPlainSocketlmpl java:188)
at java.net.SocksSocketlmpl.connect (SocksSocketimpl java:392)
at java.net.Socket.connect (Socketjava:589)
at org.apache.http.conn.socket.PlainConnectionSocketFactory.connectSocket (PlainConnectionSocketFactory.java:75)
at org.apache.http.impl.conn.DefaultHttpClientConnectionOperator.connect (DefaultHttpClientConnectionOperator,java:142)
at org.apache http.impl.conn.PoolingHttpClientConnectionManager.connect (PoolingHttpClientConnectionManager.java:374)
at org.apache.http.impl.execchain.MainClientExec.establishRoute (MainClientExec java:393)
at org.apache.http.impl.execchainMainClientExec.execute (MainClientExec java:236)
at org.apache.http.impl.execchain ProtocolExec.execute (ProtocolExec java: 185)
at org.apache http.impl.execchainRetryExec.execute (RetryExec java:80)
at org.apachehttpimpl.execchainRedirectExec.execute (RedirectExec.java:110)
at org.apache.http.impl.clientInternalHttpClient.doExecute (InternalHttpClient,java:185)
at org.apache.http.impl.client.CloseableHttpClient.execute (CloseableHttpClientjava:83)
at org.apache.http.impl.client.CloseableHttpClient.execute (CloseableHttpClient.java:108)
at com.alibaba.arms.demao.util Util.sendGet (Util java:95)
at com.alibaba.arms.dema.TestComponentinvodeControllerinvekeComponent (TestComponentlnvedeCentroller java:31)
at sun.reflect.GeneratedMethodAccessor3Binvoke (MNative Method)
at sun.reflect DelegatingMethodAccessorlmplinvoke (DelegatingMethodAccessorlmpl java:43)
at javalang.reflect.Method.invoke (Method,java:498)
at org.springframework.web.method.supportInvocableHandlerMethod.dolnvoke (InvocableHandlerMethod java:205)
at org.springframework.web.method.supportInvocableHandlerMethod.invokeForRequest (InvocableHandlerMethod java:133)
at org.springframework.web.serviet mve.method. annotation.ServletinvocableHandlerMethod.invokeAndHandle (ServietinvocableHan
dlerMethod.java:97)
at org.springframework.web.serviet.mvemethod.annotation.RequestMappingHandlerAdapterinvokeHandlerMethod (RequestMappi
ngHandlerAdapter.java:827)
at org.springframework.web.servletmvcemethod.annotation.RequestMappingHandlerAdapter.handlelnternal (RequestMappingHan

dlerAdapterjava:738) oo
at org.springframeworkweb.servletmvemethod AbstractHandlerMethodAdapter.handle (AbstractHandlerMethod Adapter,javaggals]
at org.springframework.web.servlet DispatcherServlet.doDispatch (DispatcherServiet.java:063)
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@ Note If nodata appears afteryou click Method Stack, click Application Settings inthe
left-side navigation pane. On the page that appears, clickthe Custom Configuration tab and
check whether T hread Profiling Method Stack inthe Thread settings section is turned on. If
Thread Profiling Method Stack is turned off, the method stack information cannot be recorded. If
Thread Profiling Method Stackis turned on, the method stack information is collected every 5
minutes.

Related information
e Analyze errors in code by using ARMS thread profiling

3.11. Application Settings

3.11.1. Custom configuration

Some common settings of application monitoring, such as the sampling rate of traces, agent switch,
and slow SQL threshold, can be directly configured on the Custom Configuration tab.

Prerequisites
Create an application monitoring job

Procedure
1. Log onto the ARMS console.

2. Inthe left-side navigation pane, choose Application Monitoring > Applications and select a
region in the top navigation bar.

3. Onthe Applications page, click the name of the application.

4. Inthe left-side navigation pane, click Application Settings. On the page that appears, clickthe
Custom Configuration tab.

5. Configure the custom parameters and click Save in the lower part of the page.

Configure trace sampling settings

Inthe Invocation Trace Sampling Settings section, you can turn on or off the sampling, and set the
sampling rate. You need to enter only the number of the percentile in the Sampling Rate Settings
field. For example, if you enter 70, the sampling rate is 10%.

£} Notice The modification takes effect immediately. You do not need to restart the
application. If sampling is turned off, the trace data is not captured. Proceed with caution.

Invocation Trace Sampling Settings@

Enable Sampling: ()

Note: The madification takes effect immediately without restarting the application. Disabling this configuration prevents the invocation trace data from being

collected. Please be cautious!

* Sampling Rate Settings: 100 Note: The sampling rate is 10 by default.sampling rate may result in consumption of extra system resources. Please Current limit

threshold

Configure the agent switch and log level
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Inthe Agent Switch Settings section, you can turn on or off the probe master switch and other
plug-in switches, and configure the log level.

£} Notice The modifications to the master switch of the agent and log level take effect
immediately and do not require you to restart the application. If the master switch of the agent is
turned off, Application Real-Time Monitoring Service (ARMS) cannot monitor your applications.
Proceed with caution. To make changes to each plug-in switch take effect, you must manually
restart the application.

Apgent Switch Settings

Probe Master Switch:

Plugin Switches:

Log-Level

Configuration:

«©

dubbo-plugin
jdk-http-plugin

oracle-plugin

tomcat-plugin

Caution: Modification takes effect after manually restarting the application.

DEBUG

Note: The modification takes effect immediately without restarting the application. Disabling this

configuration prevents the system from monitoring your application. Please be cautious!

mongodb-plugin ali-hsf-plugin hittpclient3-plugin httpclient4-plugin
Jjetty-plugin mybatis-plugin mysql-plugin okhttp-plugin
postgresgl-plugin redis-plugin spring-plugin springboot-plugin

google-httpclient-

lettuce-plugin grpc-plugin thrift-plugin plugin

Note: The log-level modification to Agent takes effect immediately without restarting the application

Configure threshold settings
Inthe Threshold Settings section, you can set the slow SQL query threshold, interf ace response time
threshold, and throttling threshold.

Thresheld Settings

*Slow SQL Query

Threshold:

*Interface Response

Time Threshold:

*Throttling Threshold:

500

500

100

Note: The unit is millisecond. The default value is 500 ms. If the time consumption of SQL query is longer than this threshold,

then this guery is marked as slow SQL.

Note: The unit is millisecond. The default value is 500 ms. If the interface response time is longer than this threshold, then

this interface is marked as slow calling.

Note: Maximum number of requests that can be processed by the Agent per second, which by default is 100. Any invocation

trace that exceads this threshold won't be collected.

Configure advanced settings
Inthe Advanced Settings section, you can set the interface to be filtered and the maximum length of

the method stack.
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Advanced Settings
Invalid Interface
Invocation Filtering
* Method stack | 128 Note: The default is 128, setting range (64-400).

maximum length

Collect the maximum 1024 Note: The default is 1024, setting range (256-4096)
length of SQL
EESOLEITEE: ] WEA: #8IK PrepareStatement 2¥ErTeH, LRESNATE.
4
Whitelist:
el EEEBEER TEAHS, RESWER. HERETHREENHTHE. EEREER

Error Code Filter

EREAEES: )
ERASBEAKERE: | 512 HE: BRARS12, HREAKE2048,
B REEFRS IR,

. e
FiE =l i )

F RS S S () HE: EREEE, 0OMZESIEE, Agent 2.5 85iALLE S5,

e Invalid Interface Invocation Filtering: Enter an interface whose call status does not need review.
Then, this interface is hidden fromthe Interface Invocation page.

e Method stack maximum length: Default value: 128. Maximum value: 400. Unit: entry.

e Stack Depth to Distinguish Exceptions: The stack depth that is used to distinguish exceptions of
a same type. This parameter is typically set to the call depth of the first difference.

e Collect the maximum length of SQL: Default value: 1024. Minimum value: 256. Maximum value:
4096. Unit: character.

e Capture SQL Bound Variables: Specifies whether to capture the variable value bound with
PrepareStatement. This parameter t akes effect without restarting the application.

e Original SQL: SQL statements are only truncated.

e Exception Filtering: The exception that you enter is not displayed in the chart on the Application
Details and Exception Analysis tabs.

e Errors Filtering: By default, HTTP status codes greater than 400 are counted as errors. You can
specify the error codes that are greater than 400 but that you do not want to be counted as errors.

e New Trace Format: Specifies whetherto use a new storage format that sort traces by time. This
parameter is enabled by default.

e Trace Compression: Specifies whether to simplify duplicated calls such as for loops. This parameter
takes effect without restarting the application.

e Maximum Request Parameter Length: Default value: 512. Maximum value: 2048. Unit: character.

e Show Percentiles: Specifies whetherto turn on quantile statistics.
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e Enable application emergency alert: Specifies whetherto enable alerts for emergencies such as
thread deadlocks and out-of-memory (OOM). The agent version must be 2.5.8 or later.

e RabbitMQ Consumer: Specify the class name of a consumer or the name of the class that contains

an anonymous internal consumer. You can then view the trace of the customer. Separate multiple
names with commas (,).

Configure thread settings

Inthe Thread Settings section, you can enable or disable thread diagnosis method stack and thread
profiling master. You can also set the trigger threshold of the slow call listener.

Thread settings

Thread profiling Method (I Note: It samples method stack data every five minutes after enabled
Stack
Thread profiing totsl @) Automatically save slow call local method stack after opening

control switch:

Slow call listen trigger | 2000 (Unit: ms) Thread profiling is started when the time consumption is greater than this value. The 99th percentile of time consumption is recommended,

A value less than 2000ms will increase CPU usage. The minimum value allowed is 500ms.
threshold:

@ Note The listeneris started only when the service call response time exceeds the threshold
(1,000 ms by default) and lasts until the call ends or the consumed time exceeds 15 seconds. We
recommend that you set the threshold to the 99th percentile of the call response time. For

example, if 100 calls are listed in ascending order by response time, the time consumed by the 99th
one is the 99th percentile.

Configure memory snapshot settings

Inthe Memory Snapshot Settings section, you can enable or disable memory snapshots. If you
enable it, a memory dump (at most one time a day) is created when memory leaks occur.

Memory snapshot settings

Memory snapshot ) Memory leaks after opening will automatically dump memory, up to once a day
switch

Associate a business log with the trace ID
Inthe Business Log Association Settings section, you can set whether to associate the business log
of an application with the trace ID. For more information, see Associate trace IDs with business logs.

Business Log Linking Settings @

Link Business Logs with »

After enabled, Traceld of the 1

enerated automatically for business logs. This setting applies after restarting the application. Supported log components include Log4j/Log4j2/Logback. Your
Traceld

applications must decla D} in the layout to output Traceld

Log service binding( :

Authorized, Please bind the corresponding project and logstore and associate the index to support the specified field index and full-text index differencec?, if not configured, please go ahead log service

console configure.

Project Name: proj-arms-prom etheus-1023061619523653-cn-hangzhou-v1 v Create Project§?
* Logstore Name: logstore-arms-prometheus-c3d2ea8821f814bb7987bea8797fc6 18e Vv Create Logstore®
Association index: Full-text index ~ Creste associsted index

Configure URL convergence rules
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In the URL Convergence Settings section, you can enable or disable the convergence feature. You
can also set the convergence threshold, convergence rules and troubleshooting rules. URL convergence
means that similar URLs are displayed together as a single object. For example, URLs prefixed with
/service/demo are displayed as an object. The convergence threshold is the minimum number of URLs to

trigger URL convergence. For example, when the threshold is 100, URLs converge only when 100 URLs
meet the regular expression of the rules.

URL Aggregation

Aggregate URL: ()

Aggregation Threshold: 100 Mote: Aggregate when it exceeds the threshold

Aggregation Rule Regular
Expression:

Example: /service/(.*?)/demo. notice: multiple rules should be separated by commas.
Exclude Rule Regular

Expression:

Example: /service/\d+/demo. notice: multiple rules should be separated by commas

Business monitoring settings

In the Business Monitoring Settings section, you can enable or disable business monitoring and
configure HTTP encoding.

Scenario settings

Scenario switch: ()

HTTP encoding: UTF-&

Related information
e Trace query
e APImonitoring

e Analyze errors in code by using ARMS thread profiling
e Memory snapshot

3.11.2. Add custom methods for monitoring

To monitor any methods or APIs that are not automatically detected by the Application Real-Time

Monitoring Service (ARMS) agent, you can add custom methods for monitoring in ARMS Application
Monitoring.

Prerequisites
Create an application monitoring job
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Portal

1. Log onto the ARMS console.

2. Inthe left-side navigation pane, choose Application Monitoring > Applications.
3. Onthe Applications page, clickthe name of the target application.
4

. Inthe left-side navigation pane, click Application Settings. Onthe page that appears, click the
Monitoring Method Customization tab.

Add custom methods for monitoring
1. Onthe Monitoring Method Customization tab, click Add Method in the upper-right corner.
2. Inthe Add Custom Method dialog box, create a custom method and click OK.

Parameter Description

The name of the method to be monitored. It
Method ;

must be unique.

After you enable this feature, you can monitor

this method and the method is displayed in the

local method stack. For more information, see

Related operations. By default, the feature is

enabled.
Enable

@ Note ARMS can dynamically enable or
disable this feature, without restarting the
application.

After this feature is enabled, you can query
businesses based on traces, and the

Call Entrance corresponding APIs are displayed in the API call
module. For more information, see API
monitoring. By default, this feature is disabled.
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Add Custom Method X

1. It will be dispatched immediately and take effect in about two minutes.

2. If it's not working, check if the method has been executed and if the method is
spelled correctly. If the issue persists, please contact DingTalk suppeort arms160804 and
provide the Agent log.

* Method: For example: com.alibaba.arms.Demo.login
Enable: ()
MNote: It takes effect immediately without restarting your

appplication.

Call Entrance: '/)

MNote: If you turn this on, then statistics can be generated
accordingly in interface call monitoring data. If not. then it

will only be displayed in the method stack of the traces.

After a custom method is added for monitoring, it is automatically displayed in the method list.

Related information

e Trace query

e APImonitoring

3.11.3. Delete an application

When you no longer use Application Real-Time Monitoring Service (ARMS) to monitor your application
and want to delete the application from ARMS, you can delete it on the Application Settings page.

Procedure
1. Logonto the ARMS console .

2. Inthe left-side navigation pane, choose Application Monitoring > Applications. In the upper
part of the Applications page, select a region.

3. Onthe Applications page, click the name of the required application.

4. Inthe left-side navigation pane, click Application Settings. On the page that appears, click the
Custom Configuration tab.
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5. Onthe Custom Configuration tab, turn off Probe Master Switch inthe Agent Switch
Settings section. Click Save.

) Notice The modification takes effect immediately without the need to restart the
application. After you turn off Probe Master Switch, the system cannot monitor your
application, and no fees are incurred. Proceed with caution when you perform this operation.

6. Uninstall the ARMS agent. For more information, see FAQ about ARMS agent uninstallation.

7. Afterthe ARMS agent is uninstalled, click the Delete tab onthe Application Settings page.

Q Warning This operation clears all monitoring data of the application, and the monitoring
data cannot be restored.

Agent Custom Configuration Tags Monitoring Method Customization Custom parameters 48 Delete

Delete Application

This will erase all monitoring data of the application.

Caution: the data cannot be restored after being deleted!

Delete Application

8. Onthe Delete tab, clickDelete Application. Inthe Delete Application dialog box, set Reasons
and click OK to permanently delete the application.
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Delete Application X

Could you please tell us why you decide to leave? We will try our best to improve.

* Reasons: It cannot help me identify the root cause.
The Agent is unstable and would impact the performance of my
application.
The service is unstable. | cannot access the user interface from time to
time.
The alerts do not work as | expected.
Too expensive

Others

* Click the links below for instructions on uninstalling.
Automatically installed Agent: How to uninstall
Manually installed Agent: How to uninstall
https://help.aliyun.com/document_detail /63797 html#title-w7y-kp7-9az
You must uninstall the Agent or turn off the master switch of the Agent before you can delete

your application. [Proceed Now]

Result
You can find that the deleted application no longer appears on the Applications page.

Related information
e FAQ
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4.Tutorials
4.1. Use trace sampling policies

This topic describes a variety of trace sampling policies that are supported by Application Real-Time
Monitoring Service (ARMS). You can select appropriate trace sampling policies based on your scenarios
so that you can obtain the trace data that you want at a low cost.

Trace sampling is suitable for high-traffic applications that have a large number of visits. Trace
sampling can help you record the most valuable trace data at a low cost and a low performance
overhead. The basic principle of trace sampling is to preferentially record the traces that you are most
concerned about and most likely to access. ARMS provides the following trace sampling policies:

e Trace feature-based sampling

e Business feature-based sampling

o O&M feature-based sampling

Time feature-based sampling

@ Note Youcan use the preceding trace sampling policies in combination to fully meet your
personalized sampling requirements.

Trace feature-based sampling

Trace feature-based sampling refers to the sampling based on the attributes of traces, such as time
consumption and status. ARMS supports fixed-rate sampling and sampling based on thread profiling
for slow calls.

Fixed-rate sampling records a specific proportion of trace data based on the ordinal number of Traceld.
For example, if the fixed rate is 10%, one out of every 10 pieces of trace data is recorded. Fixed-rate
sampling avoids incomplete trace data. The data of an entire trace is retained or discarded.

Fixed-rate sampling applies to the following scenarios:

e During the peak hours of stress testing or big promotions, the traffic volume is high. If full trace logs
are reported, the client performance may be degraded. To avoid this situation, we recommend that
you reduce the fixed sample rate to a value between 1% and 10%.

e Onregulardays, the cost of network bandwidth is high because full trace logs are reported. In this
case, you can consider adjusting the fixed sample rate as needed.

The following figure shows how fixed-rate sampling works.
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You can performthe following steps to configure fixed-rate sampling:

1. Log onto the ARMS console .

2. Inthe left-side navigation pane, choose Application Monitoring > Applications and select a
region in the top navigation bar.

3. Onthe Applications page, click the name of the application.

4. Inthe left-side navigation pane, click Application Settings. On the page that appears, clickthe
Custom Configuration tab.

5. Inthe Invocation Trace Sampling Settings section, turn on orturn of f the switch of trace
sampling and specify a sample rate. In the Sampling Rate Settings field, enter the number of the
percentile. For example, if you enter 70, the sample rate is 10%.

C) Notice The modification takes effect immediately. You do not need to restart the
application. If sampling is turned off, the trace data is not captured. Proceed with caution.

Sampling based on thread profiling for slow calls records data of traces in which thread profiling is
triggered to listen on slow calls. After thread profiling is enabled, ARMS transfers a sampling mark to
the downstream at the same time when ARMS records a slow call. ARMS also retains the downstream
traces of this slow call. However, the number of listening threads of thread profiling is limited to avoid
compromised client performance. if multiple slow calls occur at the same time, only some slow calls
that meet the conditions and their downstreamtraces are recorded.

Sampling based on thread profiling for slow calls applies to the following scenarios:

e The system encounters occasional slow calls. For example, the response time of services surges from
0.5sto 10s at night. Assume that you enable thread profiling in advance (the default trigger
threshold is 2s). ARMS automatically records the native method stacks of slow calls that are
complete within 2s to 10s in the request and the downstream traces of the slow calls.

e The systemresponds at a slow speed during the peak hours of flash sales or periodic big promotions.
In this case, thread profiling records the native method stacks of slow calls that reach the trigger
threshold and the downstream traces of the slow calls.

The following figure shows how sampling based on thread profiling for slow calls works.
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The consumed time for the call of Service A is more than 2s, triggering thread
analysis slow call monitoring. ARMS records the local method stack while
/marking the downstream link (sample=1) and recording the trace.
- 2s > 8s >
Service B

You can performthe following steps to configure sampling based on thread profiling for slow calls:

1. Log onto the ARMS console .

2. Inthe left-side navigation pane, choose Application Monitoring > Applications and select a
region in the top navigation bar.

3. Onthe Applications page, clickthe name of the application.

4. Inthe left-side navigation pane, click Application Settings. On the page that appears, clickthe
Custom Configuration tab.

5. Inthe Thread settings section, turn on or turn off the switch of the thread diagnostics method
stack and the master switch of thread profiling. Specify a threshold to trigger slow call listening.

Thread settings

Thresd Profilng Method (D) Note: It samples method stack data every five minutes after enabled
Stack:
Thread profiling total () Automatically save slow call local method stack after opening
control switch:

Slow call listen trigger 2000 (Unit: ms) Thread profiling is started when the time consumption is greater than this value. The 99th percentile of time consumption is recommended.

Avalue less than 2000ms will increase CPU usage. The minimum value allowed is 500ms.
threshold:

@ Note The listeneris started only when the service call response time exceeds the
threshold (1,000 ms by default) and lasts until the call ends or the consumed time exceeds 15
seconds. We recommend that you set the threshold to the 99th percentile of the call response
time. For example, if 100 calls are listed in ascending order by response time, the time
consumed by the 99th one is the 99th percentile.

Fixed-rate sampling
Sampling based on thread profiling for slow calls

Business feature-based sampling
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Business feature-based sampling refers to the sampling based on the business traffic features of
applications. ARMS allows you to configure rules based on the HTTP traffic features of entry
applications. You can filter Header, Method, Cookie, and Parameter information when you extract
business features so that the conditions for matching business features can be met in various scenarios.
Afterthe switch of full collection is turned on, the trace data that meets the business conditions is
given priority to be fully collected. The configuration immediately takes effect, and can be dynamically

modified during runtime.

Business feature-based sampling applies to the following scenarios:

The following figure shows how business feature-based sampling works.

Customer Environment Config Center
Service A
ARMS e eeeeeseemmemeteSIaIIIIITIITIII ieaerm\ev ACM
agent gubSCﬂbe ‘DUS\ne'SS . 4
Service B
Publish business feature rule
ARMS
agent
\Othertraﬁc \
without signature
spans sent using
other sampling ;
[ ARMS data plane ’ ( ARMS control plane ]

You can performthe following steps to configure sampling based on business features:

1. Log onto the ARMS console .

2
3.
4

. Inthe Basic information section on the New business monitoring page, set related parameters.

Click Advanced Settings. Inthe Advanced Settings section, set related parameters. Then, click

Save.
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I New business monitoring (DingTalk support chat group: 30004969)
Basic information
* Business Name: Business feature test
* Entry application: mall-center v
Note:Support Agent version 2.6.2+, Modify this configuration to reset the service name and rule parameters
* Service type: (@) HTTPentry () Kubernetes pod metadata Note:Modifying this configuration will reset the rule parameters
* Service name: Equal v fapifbuy Note: You can manually medify the service name.
Filter rule (@ Meet the following rules at the same time () Meet the following rule
relationships:
Filter rules: Parameter v brand == v
Alibaba w
+ Add rules
Grouping Rules: 4+ Add rules
' Advanced Settings
Pass through to C’
q . Description: Indicates whether the dye mark is passed through to downstream application nodes in the call chain
lownstream:
Dump business C)
. Description: Whether to record the business parameters on the call chain marked with staining
parameters:
Whether full (> Description: Whether to collect all the call chains with dyeing marks.
collection:
Note: When you save this, the Business Monitoring switch will be turned on automatically for the corresponding application.Can be closed here
Parameter Description Example

Required. The name of the
business transaction task.

Business Name Business feature test
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Parameter Description Example

Required. The Entry
application drop-down list
displays all the Java
applications that have the ARMS
agent installed. After you select
the required application, ARMS
automatically detects the
version number of the agent.

Q) Note Youcanuse

Entry application the business transaction mall-center
feature only after you
upgrade the ARMS agent to
a version later than 2.6.2. If
the detected agent version
is not later than 2.6.2,
upgrade the agent first.
For more information, see
Update the ARMS agent for
Java applications.

Required. The type of the
service. ARMS supports only
HTTP entry. This service type
is suitable for scenarios where
business traces are dyed based
on HTTP traffic features.

Service type HTTP entry
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Parameter

Service name

Description Example

Required. The APl name that is
provided by the application.
ARMS automatically detects a
list of APIs that are recently
provided by this application
based on the entry
application you specify for
your choices. If the
recommended APIs do not
meet your requirements, you
can edit the APIs.

The following four types of
matching patterns of Service
name are supported:

o Equal: matches the business
API that uses the value of the
Service name parameter as
the APl name. This pattern is
the default matching
pattern.

o Start equal: matches the
business APIs whose names
are prefixed with the value of
the Service name
parameter. If you need to
monitor the business APIs
that have the same prefix,

select this pattern. Equal /api/buy

o Contains: matches the
business APIs whose names
contain the value of the
Service name parameter. If
your application provides a
large number of business
APIs, you can select this
pattern to quickly monitor
the business APIs that you
need.

o End =: matches the business
APIs whose names are
suffixed with the value of the
Service name parameter.
This patternis suitable for
typical web frameworks that
end with the .do and .action
configurations.

o Pattern matching:
matches dynamic URI paths
and supports matching rules
for Ant-style path patterns.
This allows you to monitor
and analyze the URIs of a
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specific type of patterns.
Parameter Description Example

You can select Meet the

following rules at the same Meet the following rules at
time or Meet the following the same time

rule.

Filter rule relationships

Optional. Further filter the
business APIs that you specify.
To specify Filter rules, you
must specify a parameter to be
matched (Parameter, Cookie,
Method, PathVariable, or
Header), a key value to be
matched, a matching pattern
(==, !=, orcontains), and a
threshold. Among the
preceding information, the
Filter rules PathVvariable option appears
for the parameter to be
matched only if you select
Pattern matching for the
Service name parameter and
the input string includes braces
{} as placeholders. You can set
multiple filter rules. The logical
relationship between multiple
filter rules is determined by the
Filter rule relationships
parameter that you specify.

Assume that your application
provides the /api/buy?
brand=*** URL and you want to
monitor the API calls of
brand=Alibaba. You can set the
Filter rules parameter to
Parameter brand == Alibabain
the form.

Specifies whether to collect all

the traces that have dye labels. ves

Whether full collection

O&M feature-based sampling

0&M feature-based sampling refers to the sampling based on the O&M features of applications, such
as the deployment environment and the network environment. ARMS supports sampling based on the
Kubernetes Pod Metadata features of applications. ARMS allows you to configure O&M feature rules
based onthe Kubernetes Pod Metadata features of entry applications. ARMS can automatically
identify the metadata information of pod instances of applications, such as the label, annotation, pod
name, and namespace, and filter the metadata information. T his meets the conditions for matching
0&M features in various scenarios. After the switch of full collection is turned on, the trace data that
meets the 0&M feature conditions is given priority to be fully collected. The configuration immediately
takes effect, and can be dynamically modified during runtime.

0&M feature-based sampling applies to the following scenarios:

e Specific sampling settings are required based on the difference of information about application
agents, such as languages, versions, environment variables, and startup parameters.

e Specific sampling settings are required based on the difference of information about servers where
applications are deployed, such as specifications, models, regions, and zones.

e Specific sampling settings are required based on the difference of application deployment
environments, such as the development, testing, pre-release, and production isolation requirements.

e Specific sampling settings are required based on the difference between deployment modes of
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network environments where applications reside, such as physical machines, virtual machines, and

containers. Alternatively, specific sampling settings are required based on the difference between
the classic network and a VPC.

The following figure shows how 0&M feat ure-based sampling works.

I Customer Environment Config Center
Pod(env=dev)
biz-container
Service A . ! e,
ARMS agent SuhSCr\be Operaﬂon feaJ

Pad(env=prod)

biz-container

Service A
ARMS agent

Other traffic
without signature
spans sent using
! other sampling !

( ARMS data plane ’

Publish operation feature rule

t ARMS control plane J

You can performthe following steps to configure O&M feature-based sampling:
1. Log onto the ARMS console .
2.

3.

4. Inthe Basic information section on the New business monitoring page, set related parameters

Click Advanced Settings. Inthe Advanced Settings section, set related parameters. Then, click
Save.
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I New business monitoring (DingTalk support chat group: 30004969)
Basic information
* Business Name: O&M feature test
* Entry application: product-center v
Note:Support Agent version 2.6.2+, Modify this configuration to reset the service name and rule parameters
" Service type: (1) HTTPentry (@) Kubernetes pod metadata Note:Modifying this configuration will reset the rule parameters.
Filter rule @) Meet the following rules at the same time () Meet the following rule
relationships:
Filter rules:  podLabel v stage == v
dev o]
+ Add rules
Grouping Rules: 4 Add rules
' Advanced Settings
Pass through to C’
d § Description: Indicates whether the dye mark is passed through to downstream application nodes in the call chain.
lownstream:
Dump business C)
. Description: Whether to record the business parameters on the call chain marked with staining.
parameters:
Whether full () Description: Whether to collect all the call chains with dyeing marks.
collection:
Note: When you save this, the Business Monitoring switch will be turned on automatically for the corresponding application.Can be closed here EE
Parameter Description Example

Required. The name of the

Business Name . .
business transaction task.

0O&M feature test

120 > Document Version: 20210308



Application Real-time Monitoring Se

rvice

Application monitoring- T ut orials

Parameter

Entry application

Service type

Filter rule relationships

Filter rules

Description

Required. The Entry
application drop-down list
displays all the Java
applications that have the ARMS
agent installed. After you select
the required application, ARMS
automatically detects the
version number of the agent.

@ Note Youcanuse
the business transaction
feature only after you
upgrade the ARMS agent to
a version later than 2.6.2. If
the detected agent version
is not later than 2.6.2,
upgrade the agent first.
For more information, see
Update the ARMS agent for
Java applications.

Required. The type of the
service. ARMS supports only
Kubernetes Pod Metadata.
This service type is suitable for
scenarios where business traces
are dyed based on the
environment features of
Kubernetes pods.

You can select Meet the
following rules at the same
time or Meet the following
rule.

Optional. Further filter the
business APIs that you specify.
To specify Filter rules, you
must specify a parameter to be
matched (podLabel,
podAnnotation, podName,
podNamespace, podUID,
podip, nodeName, hostlp, or
podServiceAccount), a
matching pattern (==, I=, or
contains), and a threshold.
You can set multiple filter rules.
The logical relationship
between multiple filter rules is
determined by the Filter rule
relationships parameter that
you specify.

Example

product-center

Kubernetes Pod Metadata.

Meet the following rules at
the same time

Assume that your application is
deployed in the dev, test,
staging, and prod
environments. The Pod label
stage is used for environment
differentiation. You want to
monitor the dev environment
and collect all traces. In this
case, you can set the Filter
rules parameter to podLabel
stage == dev inthe form.
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Parameter Description Example

if i hether t llect all
Whether full collection specifies whether to collect a Yes
the traces that have dye labels.

Time feature-based sampling

Time feature-based sampling refers to the sampling based on the time features of applications, such
as online diagnostics and offline analysis. Requirements on sample rates vary based on diagnostic
scenarios. ARMS supports temporary full collection in online diagnostic scenarios and helps you quickly
locate online problems. After real-time diagnostics is enabled, ARMS continuously monitors the
application for 5 minutes and reports all the trace data during this period. Then, you can start fromthe
trace that has performance problems, and use features, such as the waterfall charts of method stacks
and thread profiling, to identify the causes of the problems.

Time feature-based sampling applies to the following scenarios:

You need to closely monitor the application performance for a short period of time, for example, when
you release an application or perform stress testing on the application.

The following figure shows how time feature-based sampling works.

X% sampling x% sampling X% sampling
e 0 _ _ q
Agent | , | Collecton | . Storage | = . Display
100% sampling 100% sampling 100% sampling

— » x% sampling before real-time diagnosis enabled
------------------- + 100% sampling after real-time diagnosis enabled

You can performthe following steps to configure time feature-based sampling:
1. Log onto the ARMS console .

2. Inthe left-side navigation pane, choose Application Monitoring > Applications and select a
region in the top navigation bar.

3. Onthe Applications page, clickthe name of the application.

4. Inthe left-side navigation pane, choose Application Diagnosis > Real-time Diagnosis.
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The first time you go to the Real-time Diagnosis page, real-time diagnostics is automatically
enabled. To enable real-time diagnostics in other cases, click Activate Real-time Diagnosis in
the upper-right corner of the page.

Real-time diagnostics is automatically enabled for 5 minutes and then disabled. To disable real-
time diagnostics before it is automatically disabled, click Pause Auto-Refresh in the upper-right
corner.

4.2. Analyze errors in code by using ARMS
thread profiling

Application Real-Time Monitoring Service (ARMS) thread profiling is a code-level diagnosis tool. It can
automatically capture stack snapshots of slow calls and restore the code execution process.

Scenario

e ARMS thread profiling can quickly locate problematic code during periods of high traffic such as sales
events.

e [f large amounts of slow calls occurin the system, ARMS thread profiling can automatically save the
first scene.

e [f occasional slow calls cannot recur because the business is too complex, ARMS thread profiling can
restore the real code execution process.

Set thread profiling parameters
1. Log onto the ARMS console .

2. Inthe left-side navigation pane, choose Application Monitoring > Applications and select a
region in the top navigation bar.

3. Onthe Applications page, click the name of the application.

4. Inthe left-side navigation pane, click Application Settings. On the page that appears, click the
Custom Configuration tab.

5. Inthe Thread Settings section, you can turn on or turn off the thread profiling total control
switch and set the slow call listen trigger threshold.

@ Note

o The listener starts only when the service call response time exceeds the threshold (2,000
ms by default) and it lasts until the call ends orthe consumed time exceeds 15 seconds.

o We recommend that you set the threshold to the 99th percentile of the call response
time. For example, if 100 calls are listed in ascending order by response time, the time
consumed by the 99th one is the 99th percentile.

View thread profiling details by using interface snapshots
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1. Inthe left-side navigation pane, choose Application Monitoring > Applications and select a
region in the top navigation bar.

2. Onthe Applications page, clickthe name of the application.

3. Inthe left-side navigation pane, click Interface Invocation, select the interface on the right side
of the page, and clickthe Interface Snapshot tab.

4. Onthe Interface Snapshot tab, click a Traceld link.
The Traces tab appears.

5. Inthe Thread Profiling column, clickthe magnifier icon.
The T hread Profiling dialog box appears.

Method Stack X
Application: spring-data-redis Service: /api/getAndSet IP Address:
Traceld Log Generated At: 2020-12-21 22:55:57.781 Time Consumption: 12ms
Method Stack
Methods Line  Expanded Info Timeline {ms)

v Tomc 12ms

Parameter: id=heduTesténane=chafi9d
1

) 12ms

a4 a.. 3ms
>

@ Note

o The actual response time is the amount of time it takes for the service call to execute
and is not affected by thread profiling.

o The listening response time is the amount of time consumed by thread profiling.
Typically, the listening response time is approximately the actual response time minus
the listening threshold for slow calls.

View thread profiling details by using trace query

1. Inthe left-side navigation pane of the console, choose Application Monitoring > Invocation
Trace Query.

2. Inthe Parameter Name drop-down list of the Invocation Trace Query tab, select Only thread
profiling snapshots are included. and click Search.

I Call link query
Only thread ... Vv Add to query criteria Commeon query criteria v
Query criteria:\_Only thread profiling snapshots are included.: Select... X

3. Click a Traceld linkin the search results.
The Traces tab appears.

4. Inthe Thread Profiling column, click the magnifier icon.
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The Thread Profiling dialog box appears.

FAQ

e Q: What is the actual response time?
A: The actual response time is the amount of time it takes for the service call to execute and is not
affected by thread profiling.

e Q: What is the listening response time?
A: The listening response time is the amount of call execution time consumed by thread profiling. To
minimize listening pressure, thread profiling listens only for the execution time that exceeds the
listening threshold of slow calls. The default threshold is 2 seconds. For example, assume that thread
profiling listens for a slow call that consumes 5 seconds and only listens to the interval between 3
and 5 seconds. If a call consumes 1.8 seconds, the listener does not listen to the call.

e Q: Why is the listening response time shorter than the actual response time? Why does the listener
miss some slow calls that exceed the listening threshold?
A:
o Thread profiling listens only for the execution time of a call after the listening threshold is
exceeded. Typically, the listening response time is approximately the actual response time minus
the listening threshold for slow calls.

o If the system has a large number of slow calls at the same time, the listener may miss some slow
calls after the listening threshold is triggered because the number of listening threads is limited. In
this case, the listening response time is shorter than the actual response time and the listener may
miss the calls.

o To ensure that slow calls that exceed five seconds are listened, thread profiling configures
independent listening threads for these slow calls. In this case, the listening response time is
approximately the actual response time minus five seconds.

4.3. Diagnose errors on the server

It is challenging to analyze the causes of web page errors, which are one of the most common
problems of Internet applications. After the Application Real-Time Monitoring Service (ARMS) agent is
installed on an application, the ARMS agent can automatically capture, collect, count, and track
exceptions without the need to modify the application code. You can use the ARMS agent to
accurately locate all exceptions in the application and perform online diagnostics.

Problem description

Web page errors, particularly those that take the form of a 5xx error, are one of the most common
problems of Internet applications. 5xx errors usually occur on the server side. The server side has the
most complex business logic and is the most error-prone part of the entire network-request link. Errors
on the server side prove to be the most challenging for cause analysis. 0&M engineers or development
engineers often need to log onto the server to view logs and find the causes.

Example: Common error logs of Java applications
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1.1.0.Final]
8 1

jar:1.1.8.Final]

1.1.0.Final]

For applications that have less complex logic and short uptimes, the operationto log onto the server
to view logs can solve most of these problems. However, this traditional method is often useless in the
following scenarios:

e You want to know the time and frequency of a specific type of errorin a distributed application
cluster.

e A systemhas been running for a long time, but you do not care about the residual exceptions. You
want to know only about new exceptions today compared with yesterday, and new exceptions after
the release of the system compared with the period before the release of the system.

e You view the web requests and relevant parameters associated with an exception.

e Customer Services provides the number of an order that a user fails to place for cause analysis of the
failure.

Solution

Install the ARMS agent on the application. The ARMS agent can automatically capture, collect, count,
and track exceptions without the need to modify the application code. The ARMS agent presents a
clear picture of various errors.

Step 1: Install the ARMS agent
The application can be monitored in all aspects only after you install the ARMS agent. Select one of the
following methods to install the ARMS agent.

e Formore information about how to install the ARMS agent for a Java application, see Manually install
the ARMS agent for a Java application.

e Formore information about how to install the ARMS agent for a PHP application, see Install the ARMS
agent for a PHP application.

e Formore information about how to install the ARMS agent for an application in Enterprise Distributed
Application Service (EDAS), see Enable ARMS to monitor an EDAS application.

e For more information about how to install the ARMS agent for an application in a Container Service
Kubernetes cluster, see Install the ARMS agent for a Java application deployed in Container Service
for Kubernetes.

e For more information about how to install the ARMS agent for an application in an open source
Kubernetes cluster, see Install the ARMS agent for an application deployed in an open source
Kubernetes environment.
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Step 2: View statistics of application exceptions

The installed ARMS agent collects and shows the average response time and number of requests,
errors, real-time instances, full garbage collection (GC) events, slow SQL queries, exceptions, and slow
calls of the application within the selected period of time. The ARMS agent also shows how these

metrics change on a day-over-day and week-over-week basis. Perform the following steps to view the
statistics of application exceptions:

1. Log onto the ARMS console .
. Inthe left-side navigation pane, choose Application Monitoring > Applications.
In the top navigation bar, select the region where your application is deployed.

Onthe Applications page, click the name of your application.

oA WwN

Onthe Application Overview page, click the Overview tab. On the Overview tab, the total
number of exceptions and how the number changes fromthe previous day and previous week are
displayed in the lower part.

Count of exceptions

va Ovenview  Topology 3D Topology (Beta)

80 24.004s 64 1ime 2 Orime Orme 220 v 10un
Application Events®
H H Bu | H B B EE N [

Application Support Services®

I/ B3 %  Application Service Average Response Time /1 Min I~ =k 3
P entr ® HTTP entry

e Appl
«HTTPentry

AVAVAVAN

6. Scrollto Exception Type inthe Statistics Analysis section at the bottom of the Overview tab.
Here you can view the number of times for which each type of exception occurs.

The number of times each type of exception occurs

Exception Occurrence/Percentage

ameworkServlet.processRequest{Framewerk

31/(21.81%)
va:861) Caused by: Java.lang.NullPaint fe =
—
demo.util. Util.sendGet(Util java:108) at com.alibaba.arms.demao.TestComponentinvod 47 7 (19.92%)
ontrollerjava:31) —
Jjava.netUnknownHostException st javanetinetAddress.getAllByNameld(inetAddress.java:1281) at javanet.inetAddress.getAllByName(ine 46/ [15.45%)
tAddress,javai1 193} —
JavanetUnknownHostException at javanetinet4Addressimpl.ookupAllHostAddr{Native Method) at JavanetInetAddress$2.lookupaliHo 46 / (19.49%)
stAddr{inetAddress.java:929) —

7. Inthe left-side navigation pane, click Application Details. On the Application Details page, click
the Exception Analysis tab in the right-side pane to view the exception statistics chart, count of
errors, and exception stack.

Exception Analysis tab
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Step 3: Diagnose causes of exceptions

The statistics of application exceptions are insufficient for locating the causes of exceptions. The
exception stackin the log contains the code snippet for a call. However, it does not contain the
complete upstream and downstream information and request parameters of this call. The bytecode
enhancement technology of the ARMS agent allows you to capture complete upstreamand

downstream call snapshots for exceptions, and the compromise to performance is small. Then, you can
identify the specific causes of exceptions.

1. Onthe Exception Analysis tab, find the type of exception that you want to diagnose, and click
Interface Snapshot inthe Actions column.

OntheInterface Snapshot tab, the call trace information related to this exception type is
displayed.

2. OntheInterface Snapshot tab, clickthe Traceld of a problem call.

@ Note For more information about how to find the trace of a problem call, see Trace
query.

Interface Snapshot tab

£ arms-console-hz+ 2018-11-15 12:41 To 2018-11-15 12:56 ]
Application Overview
P Response Time + Requests 2 Emrors + Overview JvM monitoring EEE HOST Monitoring SEIN SQL Analysis Exception Analysis
Application Details
= Interface Snapshot  ypling rate of the application is 10%, the call chains is sampled
ams-console-hz >
Interface Invocation

656.07ms / 1759/ 0 %

Database Invocation Found 2 records.

MQ Monitoring R e | 484.73ms [ 1256 /2 3 . = -
Custom monitoring me... s/ I fapif arms- -
462.55ms /1360 /1 » 0181115 121473, [Ptrace.  ams-console-h P
json z
Application Settings
454.44ms [ 1278 /4 » p
/ 2rmis- e
20181115 12:45.07 /3P/TrACe. 2 -console-h o
= Json z

353.14ms [ 133243 »

3. Onthe page that appears, view the trace information about the problem call. In the Method
Stack column, click the magnifiericon to view the method stack that is called. This way, you can
obtain the context information about this problem call.

Complete trace information of the problem call

128 > Document Version: 20210308


https://www.alibabacloud.com/help/doc-detail/64995.htm#concept-64995-zh

Application Real-time Monitoring Se

. Application monit oring- T ut orials
rvice PP 9

Method Stack X

ms-k8s-demao mo/invokeConponent

ted At: 2021-01-04 18:50:6.917

Methed Stack
Methods Line  Expanded Info Timeline (ms)

Time: 2021-01-04 18:50:6.917
Time Consumption: 7ms

At this point, the causes of the exception are found. This effectively helps you with the
subsequent code optimization. You can also return to the Interface Invocation tab to view other
problem calls in the list and solve related exceptions one by one.

What to do next

To prevent passive diagnostics after an exception occurs, you can also use the alert feature of ARMS to
create an alert for a specific APl or all APIs. T his ensures that the 0&M team receives a notification
immediately after an exception occurs. For more information about how to create an alert, see Create
ARMS alerts.

References

e Create an application monitoring job

e APImonitoring

e Trace query

e Analyze errors in code by using ARMS thread profiling
e (Create ARMS alerts

4.4. Diagnose application access problems

The locating and troubleshooting of the causes for application access problems present many
challenges. Application Monitoring of Application Real-Time Monitoring Service (ARMS) provides a set of
solutions, such as thread profiling, tracing diagnosis, and APl monitoring. These solutions help you
quickly and accurately locate all slow calls in an application and solve the application access problems.

Analysis

Website freezing and slow webpage loading are among the most common problems of Internet
applications. Troubleshooting and solving these problems is complex and takes a long time. Here are
the major reasons:

e QOverly long application tracing
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o The cause can be any failure at any stage of the long trace. The failure can happen between the
front-end webpage and the back-end gateway, or between the web application server and the
back-end database.

o Applications using the microservice architecture have even more complex traces. Different
components of applications might be maintained by different teams and persons, which makes
troubleshooting more difficult.

e Incomplete or low-quality logs
o Most methods of troubleshooting online problems rely on application logs. However, the locations
of problems are often unpredictable, and "slow response" often occurs. To find the true causes of

"slow response", you need to print the log in every place where errors can occur and record each
call. The cost is very high for doing so.

e Insufficient monitoring

o Rapid business development and fast application iteration lead to frequent APIchanges of
applications and increased dependencies. This further contributes to the deterioration of the
quality of code. Applications need a comprehensive monitoring systemthat automatically
monitors every APl of the application and records abnormal calls.

Solution

After being installed, the ARMS agent can use ARMS application monitoring features, such as thread
profiling, trace diagnosis, APl monitoring, to monitor all slow calls. This does not change the code of
your application.

Prerequisites
Make sure you have installed the ARMS agent for your applicartion.

Step 1: View the statistics of slow SQLs

The installed ARMS agent collects and shows the application's total requests, average response time,
count of errors, real-time instances, number of full garbage collection (GC) activities, slow SQLs,
exceptions, and slow calls within the selected period. The agent also shows how these metrics change
when compared with their counterparts in the previous day and previous week. Follow these steps to
view the statistics of slow SQLs.

1. Inthe left-side pane of the ARMS console, choose Application Monitoring > Applications.
2. Onthe Applications page, click the name of your application.

3. Onthe Application Overview page, the total number of exceptions and how these changed
fromthe previous day and previous week are displayed at the top of the Overview Analysis tab.
In this example, there are 42 times of slow SQLs.

Step 2: Find and locate slow APIs

Onthe Interface Invocation page, ARMS shows all APIs provided by the monitored application, and
the number of calls and consumed time on this API. Slow APIs are marked to help you quickly locate
them.

1. ClickInterface Invocation in the left-side pane of the ARMS console.

2. Inthe Interface Selection section of the Interface Invocation page, select the slow APIthat is
called the most frequently. View detailed information of the APl on the right.

Step 3: View and locate the problem code
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Afterlocating a slow API, you need to find the problem code to eliminate the problem. A snapshot is a
complete record of an entire trace. The snapshot includes the code and time consumption of each call,
and helps you precisely locate the problem code.

1. Clickthe Interface Snapshot tab onthe Interface Invocation page.
Onthe Interface Snapshot tab, you can view snapshots of all APIs corresponding to this API.

2. OntheInterface Snapshot tab, clickthe Traceld of a trace, and then click the magnifier icon in
the Method Stack column to view the problem code.
To find the target trace, see Trace query.
In this example, most of the time of this 705 ms call is spent in calling the SQL SELECT * FROM |_emp
loyee .

At this point, the causes for a specific slow call are revealed. This effectively helps you with the
subsequent code optimization. You can also return to the Interface Invocation page to view other
slow calls in the list and solve them one by one.

4.5. Troubleshoot exceptions by using
diagnostic reports

It is a complex and time-consuming task to identify and troubleshoot exceptions. Application Real-Time
Monitoring Service (ARMS) provides the active diagnostics feature to help you identify exceptions such
as long response time.

Step 1: Install an ARMS agent

Afteryouinstall an ARMS agent, ARMS can conduct all-around monitoring of your applications. Select
one of the following methods to install an ARMS agent.

e To install an ARMS agent forJava applications, see Manually install the ARMS agent for aJava
application.

e Toinstall an ARMS agent for PHP applications, see Install the ARMS agent for a PHP application.
e Toinstallan ARMS agent for applications in EDAS, see Enable ARMS to monitor an EDAS application.

e Toinstall an ARMS agent for applications in Container Service for Kubernetes, see Install the ARMS
agent for a Java application deployed in Container Service for Kubernetes.

e To install an ARMS agent for applications in open source Kubernetes environments, see Install the
ARMS agent for an application deployed in an open source Kubernetes environment.

Step 2: View the diagnostic report

The installed ARMS agent collects and shows the metrics of applications such as Total Requests,
Average Response Time, Errors, Real Time Instance Count, Full GC, Slow SQL, Exceptions, and Thread
Profiling wit hin the selected period of time. ARMS allows you to view the diagnostic report of
troubleshooting metrics. You can also view the diagnostic report of a single metric on the Application
Overview page.

1. Log onto the ARMS console .

2. Inthe left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region.
Onthe Applications page, if the application has an exception, the Status column is displayed in
red.

3. Onthe Applications page, move the pointer over the row of the application. The An exception
is detected. Click to view details message appears. Click the red dot to load the diagnostic
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report. After the diagnostic report is loaded, move the pointer over the red dot and click
Diagnostic Report to go to the Diagnostic Report page.

| Applications Resource Consumption ™ Buy Application Monitoring Resource Package Settings v/ Add Application

Note: You have activated Application Monitoring Pro Edition, and the cost can be reduced up to 60% with Application Monitoring resource packages for each region. Buy Now E (<)

Tags: (_ts ) ( withme 6 applications in total Enter the application name to filter Q
Health Rate  Requests@ Response  Exceptions Actions
Application Name Tags® o . Eros oo . Status 4 Response Time (Last 10 Minutes) e
100.0% 225K 0 07 0 —\ /—\"\ /\ 3D Topology
, - ! Tms
= N \/ - Settings
An exception is detected. Click to view details.
N 3D Topolo
, - 950% 212€ 1872 2538ms 5612 ° —
= Settings

3D Topology
> - 91.7% 127K 1641 259.6ms 4923 [ ) potoay
= Settings

You can also click the name of the application onthe Applications pageto go to the

Application Overview page. Move the pointer over the @ icon onthe right of Application
Health Overview. If the (8An exception is detected. Click to view details message appears,

clickthe @ iconto load the diagnostic report. After the diagnostic report is loaded, clickthe (¥

icon again to go to the Diagnostic Report page.

I e e Overview Topology C@ 3D Topology (Beta)

Diagnosis Report

Total Requests ~ Average Response . o 1e Instance ... Full GC g
19.6K 40.08ms 1298 time 66 36 Time
+ 1963400 eek On... #4008.59 eek O ee +6 Week C * 360 eel
C Day # 14 Day On Day # C C C Day # 340 Da Day ¥ 14 C

4. Onthe Diagnostic Report page, view the application name, diagnostic time, symptom, error
demarcation, root cause analysis, and detection results of metrics.

Diagnostic report
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ERROR REQUEST DIAGNOSIS REPORT

DIAGNOSED APPLICATION:
DIAGNOSIS TIME: 12/08 11:16:00 ~ 12/08 12:16:00

PHENOMENON: RT of application increase to $value in 12/08 11:56:00

Fault Demarcation

Error Request count of service of application suddenly increased

Root Cause Analysis
(1)Possible Reason: There is new or increased exception which is

= - (FrameworkServlet. java:1014)
(FrameworkServlet. java:909)

Caused by: java. lang. I1legalArgumentException

at

1. Onthe Applications page, click the name of the applicationto go to the Application Overview

page.

2. Onthe Application Overview page, drag the pointer over the curve of a metric and select a time
period. Click View report of selected time to go to the Details page.

System Info

CPU / 1 Min Depth analysis of sudden ]
e CPU Util

increase point of click curve (expert version
12-08 11:35 ~ 12-08 11:44

P Enter the selected time

View report selected time

) View CallChain selected time
15% _n M

View Log selected time

3. Onthe Details page, view the detection results of this metric for the selected time range.

> Document Version: 20210308

133



Application Real-time Monitoring Se

Application monitoring- T ut orials .
pp 9 rvice

Detail | @ Usefull | Useless &

Start time: 2020-12-8 11:23:0 End time: 2020-12-8 11:26:0
Analysis results
Analysis results
Check Purpose: Checking whether usage CPU increase

Check result: CPU usage is normal

UserCpu trend chart of application
® host.cpu.user.util

Check Purpose: Checking TOP-3 hosts by CPU usage

Check result:

Ips of top-3 by UserCpu

Ip value

3.75

208

= @

View the diagnostic report of all metrics
View the diagnostic report of a single metric

What to do next

To avoid passive diagnostics after an exception occurs, you can also use the alert feature of ARMS to
create an alert for APl operations. This ensures that the 0&M team receives a notification in real time
after an exception occurs.

To create an alert, see Create ARMS alerts.

References

e (reate an application monitoring job

API monitoring

Trace query

Analyze errors in code by using ARMS thread profiling
Create ARMS alerts

4.6. Associate trace IDs with business logs

You can associate trace IDs with the business logs of an application. In this way, when an error occurs to
the application, you can access the business logs associated with trace IDs to find out and
troubleshoot the error.
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Prerequisites

The Application Real-Time Monitoring Service (ARMS) agent is upgraded to version 2.6.1.2 or later. For
more information, see FAQ about updating the ARMS agent for Java applications.

Context

In ARMS, trace IDs can be associated with business logs of an application based on the Mapped
Diagnostic Context (MDC) mechanism. The Log4j, Log4j 2, and Logback mainstream log framewaorks are
supported.

Associate trace IDs with business logs
1. Log onto the ARMS console.

2. Inthe left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region. On the Applications page, click the name of the application.

3. Inthe left-side navigation pane, click Application Settings. On the page that appears, clickthe
Custom Configuration tab.

4. Onthe Custom Configuration tab, turn on Link Business Logs with Traceld in the Business
Log Linking Settings section.

Business Log Linking Settings 0

unk suaiess Logs v @

After enabled, Traceld of the traces will be generated automatically for business logs. This setting applies after restarting the application. Supported log components include Log4j/Log4j2/Logback. Your
Traceld

applications must declare %X{EagleEye-TracelD} in the layout to output Traceld

Log service binding®:  Authorized, Please bind the corresponding project and logstore and associate the index to support the specified field index and full-text index differenced?, if not configured, please go ahead log service

console configure.

Project Name: v Create Project
* Logstore Name: v Create Logstore®
Association index: | Create associated index

® Note

o If Link Business Logs with Traceld is turned on, trace IDs are automatically generated in
the business logs.

5. Add %X{EagleEye-TracelD} to the pattern property of the business log layout. The following
figure shows how to add this configuration for the Logback component.

@ Note Forinformation about how to obtain {EagleEye-TracelD} from the business code,
see ARMS SDK.

<encoder class =
<charset>UTF-B</charset>

<pattern>fd{yyyy-MM-dd HH:mm:ss.555}| [%X{EagleEye-TraceID}] | [%thread] %-5level %logger{58} - %msg%n</pattern>
</encoder>

6. Restart the application.
If trace IDs are displayed in the business logs of the application, the business logs are associated
with the trace IDs, as shown in the following figure.

2020-23-17 22:41:48.418 [[3a41cae11584456 7] thttp-bio-8e8a-exec-9] INFO F . - Loading XML bean definitions from class path resource |
2020-3-17 22:41:48.438 |[3at1cael1584456 1| thttp-bio-8686-exec-9] INFO - Loading XML bean definitions from class path resource [
2020-03-17 22:41:48.449 |[3241cae11584456 1| [http-bio-8ese-exec-91 INFO - Loading XML bean definitions from class path resource [
1 1]
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4.7. Connect applications in a private cloud
to ARMS

This topic shows you how to use Gateway to connect applications in a private cloud to Application
Real-Time Monitoring Service (ARMS) on Alibaba Cloud.

Scenario

ARMS on Alibaba Cloud cannot directly monitor applications in a private cloud due to a network
connection issue. In this case, you can deploy Gateway on the classic network or a virtual private cloud
(VPC) of Alibaba Cloud and use Gateway as a proxy to connect the applications to ARMS.

Deployment principle

1. ARMS Gateway cluster A deployed in the DMZ exposes the internal endpoint to Apsara Stack and
the private cloud. The ARMS agents deployed in Apsara Stack and WebLogic send the collected
monitoring data to the Gateway cluster.

2. The DMZ is connected to Alibaba Cloud by using a leased line. ARMS Gateway cluster B deployed in
aVPCon Alibaba Cloud is connected to ARMS Gateway cluster A by using the leased line and acts
as a bridge.

3. ARMS Gateway cluster B sends the collected monitoring data to the ARMS server on Alibaba Cloud.

4. ARMS agents installed on Alibaba Cloud, including frontend agents deployed on pages, send data
to the ARMS server on Alibaba Cloud.

Requirements on hybrid cloud deployment of ARMS

e Assume that you need to collect data from 500 nodes in Apsara Stack and the private cloud. You
must prepare six virtual machines to deploy two Gateway clusters. Each virtual machine is allocated 2
CPU cores and 8 GB memory. Each Gateway cluster contains three virt ual machines on which Gateway
is deployed.

e The monitoring data that is sent from Gateway to Alibaba Cloud is small in size and occupies less
than 1 Mbit/s bandwidth. You can use the bandwidth of the existing leased line and install ARMS
agents in Enterprise Distributed Application Service (EDAS) of Apsara Stack and WebLogic to monitor
applications, without the need to modify application code.

Connect an application to ARMS

1. Download the Gateway package. In this example, Gateway connects to the ARMS service inthe
China (Hangzhou) region.

2. Deploy Gateway on a proxy server and run the following command to start Gateway:

java -jar arms-gateway-1.7.0.jar

@ Note The version of Java Development Kit (JDK) must be laterthan JDK 1.7.

By default, Gateway connects to the ARMS service in the China (Hangzhou) region. To connect
Gateway to the ARMS service in another region, you can specify the region by using the -D
parameter in the following way:

java -jar -Darms.server.endpoint=arms-dc-bj.aliyuncs.com arms-gateway-1.7.0.jar
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o China (Hangzhou): arms-dc-hz.aliyuncs.com

(
o China (Beijing): arms-dc-bj.aliyuncs.com
o China (Shanghai): arms-dc-sh.aliyuncs.com
o China (Qingdao): arms-dc-qd.aliyuncs.com
o China (Shenzhen): arms-dc-sz.aliyuncs.com

3. Download the agent.
You can log onto the ARMS console and download the agent onthe Add Application page. For
more information, see Manually install the ARMS agent for a Java application.

4. Decompress the agent installation package.
5. Inthe arms-agent.config file, change the value of the profiler.collector.ip parameterto the IP
address of the proxy server.

profiler.collector.ip={IP address of the proxy server}

6. Start the application. In the ARMS console, choose Application Monitoring > Applications in
the left-side navigation pane. Check whether monitoring data is reported. If monitoring data is
reported, the application is connected to ARMS.

4.8. Identify business exceptions by
analyzing traces and logs

The difficulty and low efficiency in identifying business exceptions have always been performance
bottlenecks of the application monitoring feature of Application Real-Time Monitoring Service (ARMS).
However, you can use the application monitoring feature of ARMS together with traces and logs to
efficiently and accurately identify business exceptions. This improves the efficiency of development
and diagnostics in a microservices framework.

Prerequisites

e Log Service is activated. Log onto the Log Service console and activate Log Service by following the
on-screen instructions.

e A project is created. For more information, see Create a project.

e A Logstore is created. For more information, see Create a Logstore.

Context

Before you identify business exceptions by analyzing traces and logs, you must understand the
following terms: metric, tracing, and logging.

e Metric: The key metrics of an application include Application Service Request, Application Service
Average Response Time, and Application Dependent Service Request.

e Tracing: All activities of an application, such as API calls and responses, are recorded in traces.

e Logging: All activities of an application, such as API calls and responses, are recorded in business logs.

When a business exception occurs, the statistical chart for an application metric shows obvious
fluctuations. You can roughly analyze the business exception based on the chart. You can also analyze
the complete traces and business logs to accurately identify the business exception.

Associate business logs with trace IDs
1. Log onto the ARMS console .
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2.

5.

In the left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region. On the Applications page, click the name of the application.

In the left-side navigation pane, click Application Settings. On the page that appears, click the
Custom Configuration tab.

On the Custom Configuration tab, turn on Link Business Logs with Traceld in the Business
Log Linking Settings section. Then, specify the project and Logstore that store the business logs
to be associated with trace IDs.

H (-] Alibaba Cloud - Expenses  Tickets
<

Business Log Linking Settings @

cP Enterprise Support Official Site A" w @ EN 2}

Application Overview
Uk Business Logswen (@)

After enabled, Traceld of the traces will be generated automatically for business logs. This setting applies after restarting the application. Supparted log

Application Details Traceld

t to output

components

BEEEHE@: BER, ESHEMERPectklogstore, HRABES| XHEETRESIREXES 2ily, SAKR, BNE0SHESENEHTER.

Application Events
* Projectf ¥R v | EProjects

Database Invocatio

“ Logstore A #it v | filffLogstored
NoSaL Invacation 4T ogstarefie e

o P— e e
External Calls {0 =S =] e3cgEs| v B F5lg
MQ Monitoring
URL Aggregation
Application Diagnosis
Application Settings Aggregate URL: | )
Aggregation Threshold 10000 Naote: Aggregate when it exceeds the threshold

Aggregation Rule Regular

Expression

Onthe Custom Configuration tab, click Save in the lower-left corner.

Troubleshoot business exceptions from the perspective of
application metrics

1.
2.

Log onto the ARMS console .

In the left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region. On the Applications page, click the name of the application.

In the left-side navigation pane, click Application Overview. On the page that appears, click the
Overview tab inthe upper part and select or set a time range to query in the upper-right
cormer.The Overview tab displays key metrics of the application, including Application Service
Request, Application Service Average Response Time, and Application Dependent
Service Request.

On the Overview tab, drag-select a time range on the chart for an application metric.In this
example, the Application Service Average Response Time metric is used.
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Interface Invocation
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Application Diagnosis v
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Application Events 2K

Database Invocation 12K

Application Service Request / 1 Min Depth analysis of

sudden increase paint of click curve (expert version®all MR @ Custom method

Expenses

Tickets

l B3 #

NoSQL Invocation €I

0F-17 11221 09-17 11:29 09-17 11:.37

External Calls {01

Application Dependent Services(?

® Invoke DUBBO  # Invoke MONGODB

Application Settings

24K

Application Dependent Service Request / 1 Min

v £

Invoke HTTP e Invoke MYSQL
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ofidaiste B A" W @ en (N

Enterprise Support 0

[P
— _\/\ EE ARl /\’_/\’\/

Application Service Average Response Time |2 o] ®
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Invoke HTTP  » Invoke MYSQL

Application Dependent Service Average Response Time /
1 Min # Invoke DUBBO  # Invoke MONGODB

480ms

5. View the traces that were generated in the time range selected in Step 4.

i. ClickView CallChain selected time.

ii. Inthe panelthat appears, find the trace record whose status is and clickthe trace ID in the

Traceld column.@You can also click View Logs inthe Actions column for the trace record to
view the business logs that were generated at the specified time point. Then, you can analyze

the cause of the business exception.

(= Alibaba Cloud

Created Atdr

2020-09-17 13:18:20

2020-09-17 12:18:02

2020-09-17 12:18:10

2020-09-17 13:18:13

2020-09-17 13:18:19

2020-09-17 12:18:02

Expenses

Enter interface name to search.

Interface

Japifversiangson

Japifqueryjson

Jepifversionjson

Japifversiangson

fregisterPromClu
ster

Japitversionjson

Tickets

Q

Associated Applicat

ion

CP  Enterprise  Support  Official Site A w ® &N (2]
Time Con
sumpticn it:'“ Traceld Actions
&+
. 9dms [ ] e a View Logs
35ms [ ] & View Logs
T1ms ] = View Logs
- 37ms [ ] L View Logs
630ms ® N b View Logs
91ms [ ] . - View Logs

message to view the exception cause.

dnid pool DruidPooledConnectioncloze) 22

ji. Clickthe Traces tab.Inthe Method Stack column, clickthe icon.@

iv. Onthe trace details page, find the error message. You can move the pointer over the error

6. View the business logs that were generated in the time range selected in Step 4.

i. ClickView Log selected time.
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ii. Onthe log analysis page, find the error message of the business exception and identify the
cause of the business exception.

H(—)Alihabacluud Q Expenses Tckels  ICP  Enteprise  Suppori  Offcial Ste £ w o = @
< | “la

Linked ProjectProject: Logstore: Editg.

@ arms-console-all-log © Sep,2020, 140600 - 5ep 5, 2020, 147500 [T R ANURRUS VI VSO S
v| 1 ebcessacisessaizsssza s | |

wsena e

3 @ Sep9.141007  _source_
_tag___hostname_
_tg__pan_
e_time,

content: 2020-09-00 14:09:58.227 S 1] WARN caacs th - prometheus check input param success fiom
@b puserid: 1833024109898 regionlc: e beiig,clusterd cfaef7 3c08e3eda7Obdaal i,
4 @ Sep9 141007 _source_ 3

_tag__hostname_

_tag_:_patn_

_tag__receive_time_

_topic.

(@ content: 2020-08-09 14:10.07.057 c1]INFO logger - 0 Falled. > proxyUserld
1098370 5, userld. 18330241 5, acoassl regionid: co-befing, custerid 2 ), pioti:
functionOptions: nul,ret: java lang PunnmeE&eoni Roratana ,Fumemame -

at )

a o f i

a service. )

a in Show>

Troubleshoot business exceptions from the perspective of API calls
1. Log onto the ARMS console .

2. Inthe left-side navigation pane, choose Application Monitoring > Applications. Inthe top
navigation bar, select a region. On the Applications page, click the name of the application.

3. Inthe left-side navigation pane, clickInterface Invocation.

4. Onthe page that appears, clickthe APl operation that you want in the APl operation list and click
the Interface Snapshot tab on the right.

5. OntheInterface Snapshot tab, find the API call record whose status is .

H (- Alibaba Cloud Q Expenses  Tickets ICP  Enterprise  Suppot  Oficaiste [ A W @ en (@)
<

| va it o the iy a

®  Response Time / Requests / Errors / Except = SQLAnalysis  NoSql Analysis  Exception Analysis  Error Analysis  Upstream Services il Downstream Services{lll  Interface Snapshot
ol t Q Q
com..apiTraceAction.doDiagnosis 7015 /99/0/0 TmeCon gt
Created At nterface Associated Appiication sumption 7 Tracel Ac
T
JcontainerOperation 695/41/0/39
20200017 100233 upioadson 705 'Y
Juploadjson 4075/4/0/4
Japifresutson 1es/3/0s0 | 2200917095308 uploadjson 67 °
Japi/queryjson 175/1267K/0/806K | 2020-08-17 10:1248 fuplozdjson 155 ®
Japi/taskjson 135/235/0/0  2020-09-17 100546 fuplosdison 1062 °

Application Settings Japifs 805.1ms /99/0/0

6. View the trace forthe API call.

njson

i. ClickthetraceIDinthe Traceld columnforthe APIcall record.
ii. Clickthe Traces tab.Inthe Method Stack column, clickthe icon.

ii. Onthe trace details page, find the error message. You can move the pointer over the error
message to view the exception cause.

7. View the logs forthe APIcall.

i. ClickView Logs inthe Actions column forthe API call record.
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ii. Onthe log analysis page, find the error message of the business exception and identify the
cause of the business exception.

H[qmmabamm Gpnses  Toes 1P Emepne Swpern Omaise @ 6" W @ o (@)
<
Appliaton Overview

| a

Linked ProjectProject: Logstore Editz.

@ arms-console-all-log [ AL L PRI IRIRE Rl jutoRefresh  Share  IndexAttrbutes  SaveSearch  Save as Alert
bc859441509631788578 QY seorh & Anaiyze
280302855103, USEIT. TE33UZ8 09033695, & JAVa NG NUF OETENCpUon
09, 141007

4.9. Embed ARMS console pages in user-
created web applications

You can embed Application Real-Time Monitoring Service (ARMS) console pages in user-created web
applications. T his way, you can view the pages from the applications without the need to switch
between systems orto log onto the ARMS console.

Context
The operation to embed ARMS console pages into user-created web applications brings the following
benefits:

e Allows youto log onto your own system and browse the application list, application details, and call
query pages of the embedded ARMS console pages.

e Hides the top navigation bar and left-side navigation pane of the ARMS console. For more
information, see Hide navigation pages.

e Uses Resource Access Management (RAM) to manage permissions on the ARMS console. For example,
you can change the full permissions to read-only permissions. For more information, see Grant
different permissions to RAM users.

Sample code
To embed ARMS console pages into a user-created web application, download and use the sample
code.

Step 1: Create a RAM user and grant it permissions
Use your Alibaba Cloud account to create RAM users and grant them permissions to call Security Token
Service (STS) to assume RAM roles.

1. Log onto the RAM console.

2. Inthe left-side navigation pane, choose Identities > Users.
3. Onthe Users page, click Create User.
4

. Onthe Create User page, set Logon Name and Display Name in the User Account
Information section, select Programmatic Access inthe Access Mode section, and then click
OK.
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) Notice RAM automat ically generates an AccessKey pair for the RAM user. Then, the RAM
user can access ARMS by calling the corresponding API operations. For security reasons, the
RAM console allows you to view or download the AccessKey secret only once. Therefore, when
you create an AccessKey pair, you must keep your AccessKey secret strictly confidential.

5. Inthe Verify by Phone Number dialog box, click Get Verification Code, enter the verification
code sent to your mobile phone, and then click OK.

6. Onthe Users page, find the created RAM user and click Add Permissions inthe Actions column.

7. Inthe Select Policy section of the Add Permissions panel, enter AliyunSTSAssumeRoleAccess in
the search box. Click the displayed permission policy to add it to the Selected list on the right side.
Then, click OK.

Add Permissions X

* Authorization

@ Alibaba Cloud account all resources

Specified Resource Group

* Principal

onaliyun.com X

* Select Policy

System Policy Custom Policy + Create Policy Selected (1) Clear

AliyunsTS S AliyunSTSAssumeRoleAccess X
Authorization Policy Name Description
AliyunSTSAssumeRoleAccess Provides access to the APl AssumeRole of Security Token...

Cancel EE

8. Inthe Add Permissions panel, view the authorization information summary in the Authorization
section and click Complete.

Step 2: Create a RAM role and grant it permissions
Create a RAMrole and grant it permissions to access the ARMS console. Then, the RAM user assumes the
RAMrole to access the ARMS console.

1. Log onto the RAM console.

2. Inthe left-side navigation pane, click RAM Roles.

3. Onthe RAM Roles page, click Create RAM Role.

4. Inthe Create RAM Role panel, performthe following operations:

i. Inthe Select Role Type step, select Alibaba Cloud Account forTrusted entity type and
click Next.

ii. Inthe Configure Role step, enter a role name in the RAM Role Name field and click OK.
jii. Inthe Finish step click Add Permissions to RAM Role.

5. Inthe Select Policy section of the Add Permissions panel, click System Policy or Custom Policy
and enter the keyword of the policy that you want to add in the search box. Click the displayed
policy to add it to the Selected list on the right side. Then, click OK.You can grant the following
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ARMS permissions to a RAM role as needed:
o AliyunARMSFullAccess: the full access permissions on ARMS
o AliyunARMSReadOnlyAccess: the read-only permissions on ARMS

6. Inthe Add Permissions panel, view the authorization information summary in the Authorization
section and click Complete.

Step 3: Obtain the temporary AccessKey pair and STS token

Log onto the user-created web application, and then call the AssumeRole operation of STS onthe
web serverto obtain the temporary AccessKey pair and STS token. They are the temporary identity. For
more information about the AssumeRole operation, see AssumeRole.

You can call the AssumeRole operation by using one of the following methods:

e Use OpenAPI Explorer.
e Use SDK forJava.

SDK for Java is used in the example.
Set the following parameters when you use SDK for Java:
String accessld = "<yourAccessKeyld>"; // The AccessKey ID of the RAM user.

String accessKey = "<yourAccessKeySecret>"; // The AccessKey secret of the RAM user.
String roleArn = "<roleArn>"; // The Alibaba Cloud Resource Name (ARN) of the RAM role.

The AccessKey ID and AccessKey secret of the RAM user are obtained when the RAM user is created.
Performthe following steps to obtain the ARN of the RAM role:

1. Log onto the RAM console.

2. Inthe left-side navigation pane, click RAM Roles.

3. Inthe lower part of the RAM Roles page, clickthe name of the RAM role whose ARN you want to
obtain.

4. Onthe page that appears, copy the value of ARN in the Basic Information section.

€ MraraAilS D b ialy

Step 2: Obtain the logon token
After you call the AssumeRole operation of STS to obtain the temporary AccessKey pair and STS token,
call the GetSigninT oken operation to obtain the logon token.

) Notice The temporary STS token may contain special characters. Before you use the token,
use the URL encoding method to encode the special characters.

Sample request
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http://signin.aliyun.com/federation?Action=GetSigninToken
&AccessKeyld=<The temporary AccessKey ID that is returned by STS>
&AccessKeySecret=<The temporary AccessKey secret that is returned by STS>
&SecurityToken=<The temporary token that is returned by STS>
&TicketType=mini

Step 3: Generate a logon-free URL

Use the obtained logon token and URL of the ARMS console page that you want to embed to generate
a logon-free URL. This allows you to access the ARMS console page fromyour user-created web
application.

@ Note The temporary token is valid for 3 hours. We recommend that you configure the URL in
the user-created web application to generate a new logon token on each request.

1. Inthe ARMS console, obtain the URL of the console page that you want to embed.

The following example is the URL of the Applications page for the China (Hangzhou) region:

https://arms.console.aliyun.com/apm?iframeMode=true&demo=1&pid=ac346dab-419d-48f5-b06a-e
1c331c5c93e&regionld=cn-shanghai#f/ac346dab-419d-48f5-b06a-e1c331c5c93e/home

@ Note

o The URL must be the console address of ARMS Application Monitoring. ARMS Browser
Monitoring is not supported.

o To hide the top navigation bar and the left-side navigation pane of the ARMS console,
set iframeMode to true inthe search section of the URL.

2. Use the logontoken and the URL of the ARMS console page to generate a logon-free URLforthe
page.

Sample request

http://signin.aliyun.com/federation?Action=Login

&LoginUrl=<A URL that returns HTTP status code 302 and redirects you to the user-created websit
e>

&Destination=<The URL of the ARMS console page>

&SigninToken=<The obtained logon token>
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5.1. Java components and frameworks
supported by ARMS

This topic describes third-party Java components and framewaorks supported by Application Real-Time
Monitoring Service (ARMS). If the components or frameworks used by the application that you want to
monitor are not supported by ARMS, you must configure a universal Filter interceptorto collect

monitoring data.

Java components and frameworks supported by ARMS

Component

Dubbo

Feign

Google HTTP Client

GRPC-Java

HttpClient 3

HttpClient 4

Hystrix

JDKHTTP

Jetty

Lettuce

MariaDB

MemCached

MongoDB

MyBatis

MySQL JDBC

OKHttp

Oracle JDBC

PostgreSql JDBC

Reactor

JDK 1.7

2.5.X+

Not supported

1.10.X+

1.15+

3. X+

4. X+

1.5.X+

1.7.X+

8. X+

4.0+

1.3+

2.8+

3.7+

3.X+

5.0.X+

2. X+

10.2.X+

9.4+

Not supported

JDK 1.8

2.5.X+

9. X+

1.10.X+

1.15+

3. X+

4.X+

1.5.X+

1.7.X+

8.X+

4.0+

1.3+

2.8+

3.7+

3. X+

5.0.X+

2.X+

10.2.X+

9.4+

3. X+
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Component

Reactor Netty

Redis

Resin

RxJava

Spring

Spring Boot

Spring Cloud Gateway

Spring WebFlux

SQLServer JDBC

Thrift

Tomcat

Undertow

WebLogic

JDK 1.7

Not supported

2. X+

3.0+

2. X+

4 X+

1.3.X+

Not supported

Not supported

6.4+

0.8+

7 X+

1.3X+

12X+

JDK 1.8

0.9+

2.X+

3.0+

2.X+

4 X+

1.3.X+

5.0.0.RELEASE+

5.0.0.RELEASE+5.0.0.RELEASE+

6.4+

0.8+

7 X+

1.3X+

12.X+

Configure a universal Filter interceptor to collect data
If the components or frameworks of an application are not supported by ARMS, you can configure a
universal Filter interceptorto collect data. Performthe following operations:

1. Import arms-sdk-1.7.17.jarto the pom.xml file.

<dependency>

<groupld>com.alibaba.arms.apm</groupld>
<artifactld>arms-sdk</artifactld>

<version>1.7.1</version>
</dependency>

@ Note If you cannot retrieve pom.xml, download arms-sdk-1.7.1 jar.

2. Configure the ARMS Filter interceptorin web.xml.

<filter>

<filter-name>EagleEyeFilter</filter-name>

<filter-class>com.alibaba.arms.filter.EagleEyeFilter</filter-class>

</filter>
<filter-mapping>

<filter-name>EagleEyeFilter</filter-name>

<url-pattern>/*</url-pattern>

</filter-mapping>
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3. Log onto the ARMS console .

4. Install the ARMS agent for the Java application. For more information, see Manually install the ARMS
agent forJava applications.

5. Restart the application forthe configurationto take effect.

5.2. PHP components and frameworks
supported by ARMS Application Monitoring

This topic lists the third-party PHP components and frameworks supported by Application Real-Time
Monitoring Service (ARMS) Application Monitoring.

PHP components and frameworks supported by ARMS Application
Monitoring

ltem Version

PHP version PHP 5.4, 5.5,5.6,7.0, 7.1, and 7.2 NTS
Nginx php-fpm

Apache apache2handler

Runtime environment of the ARMS agent for PHP
applications

Glibc-2.12 and later versions

5.3. Versions of the ARMS agents

This topic describes the version history of the ARMS agents for Java and PHP.
Versions of the ARMS agent for Java

Version Release date Revision

® NoSQL monitoring is
supported.

® Routing of microservice tags is
supported.

® Compressionfor N+ 1

2.7.1.1 August 14, 2020 . ) .
invocations is supported.

® The network connection issue
of Finance Cloud is fixed and
the memory usage is
optimized.
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Version

2.7.1

2.7.0

2.6.2

2.6.1.2

2.6.1.1

2.6.1

2.6.0.2

2.6.0

2.5.9.5

Release date

July 16, 2020

May 20, 2020

May 20, 2020

March 19, 2020

March 16, 2020

February 14, 2020

January 2, 2020

December 17, 2019

November 28, 2019

Revision

e The latest version of the Jedis
plug-inis supported to solve
the issue that topology maps
are not recognized by
ApsaraDB for Redis clusters.

® Subfeatures of microservices
are supported.

® Business monitoring is
supported.

e Microservice authentication is
supported.

e Graceful disconnection for
microservices is supported.

e Components such as Spring
Cloud Gateway and Spring
Webflux are supported.

® Features such as obtaining
microservice metadata are
supported.

® Exception analysis of the new
version is supported.

® The Thrift plug-in issue is
fixed.

e Asynchronous trace is
supported.

e The invocation parameters of
Dubbo and HSFProvider are
recorded.

e Several existing plug-in issues
are fixed.

e The jfinal-undertow plug-in is
supported.
e Several bugs are fixed, such as

the failure to obtain Dubbo
thread profiling data.
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Version

2.5.93

2.5.9

2.5.8

2.5.7.2

2.5.7

Release date

November 25, 2019

September 6, 2019

August 2, 2019

July 30, 2019

July 11, 2019

Revision

® Tracing services are integrated
into ARMS.

e Several bugs are fixed and the
agent performance is
optimized.

® The denial of service (DoS)
vulnerability of FastJson is
fixed.

® The logic that is used to
obtain the IP address of
network interface controller is
modified.

® The dual-state alert feature is
supported. This feature is used
to configure alert rules for
metrics with the only two
states: yes or no.

® Chinese DM database plug-ins
are supported.

® VM metaspace metrics are
supported.

® HTTP status codes to be
ignored can be customized. By
default, status codes greater
than 400 are counted as errors.
You can also customize a
threshold greater than 400. For
more information, see |
Related topic].

The FastJson version of
dependencies is upgraded to
eliminate security vulnerabilities.
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Version Release date Revision

e Dubbo and MariaDB plug-ins
are supported.

e Bound SQL values can be
obtained by custom
configurations. The variable
values bound to
PrepareStatement can be
captured. The variable values

2.5.6.1 June 28, 2019 take effect without the need
to restart the application. For
more information, see [
Related topic].

® Memory is optimized and
several bugs are fixed.

® | 0g4jlog dependency is
removed to avoid conflicts.

® (Quantile statistics is
supported.
2.5.6 June 7, 2019 ® Features of the ARMS agent
are optimized and several
bugs are fixed.

® HSF and HTTP calls are
supported.
2.5.5 June 3, 2019 ® Features of the ARMS agent
are optimized and several
bugs are fixed.

® Thread metrics of application
can be reported while the
applications are running.

2.5.3 March 15, 2019 ® The Spring-Data-Redis plug-in
is supported.

® The Druid database connection
pool plug-inis supported.

150 > Document Version: 20210308


https://www.alibabacloud.com/help/doc-detail/70091.htm#task-70091-zh/sc-advanced-options

Application Real-time Monitoring Se

rvice

Application monitoring-References

Version

2.5.2

2.5.1

2.5.0

2.4.6

Release date

February 21, 2019

January 14, 2019

December 28, 2018

October 26, 2018

Revision

e The number of file handles can
be collected.

® |nstantaneous values for
garbage collection (GC) time
and for the number of GC
operations can be reported.

® The maximum length of
request parameters can be
customized. For more
information, see [ Related
topic].

® Trace compression is
supported. For more
information, see [ Related
topic].

e Application monitoring jobs
can be created without the
need to use the ARMS console.

® Features of the ARMS agent
are optimized and several
bugs are fixed.

e Agent can be connected
without the need to restart
the application.

® Host monitoring is improved
and the Windows system can
be monitored.

® Spring-webflux is supported.

® Features of the ARMS agent
are optimized and several
bugs are fixed.

® The Google Remote Procedure
Call (gRPQ), Thrift, and
XMemcached plug-ins are
supported.

e Topology views of API
operation calls are supported.

e Topology views that cover the
frontend and backend are
supported.
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Version Release date Revision

® The Lettuce plug-in (JRE 1.8+ )
is supported.

® The MongoDB plug-in is

2.4.5 September 17, 2018
supported.

e Exception details can be
captured.

e Application thread profiling
data can be reported.

e Memcached caching is

ted.
244 August 6, 2018 supporte

e Exception filtering can be
customized. For more
information, see [ Related
topic].

e \WebLogic servers are
supported.

e Undertow servers are
supported.

e Memory usage by the ARMS
agent is optimized.

2.4.3.1 June 29, 2018 e The time required to start and

load the ARMS agent is
shortened.

® The problem that JVM
monitoring and host
monitoring metrics cannot be
reported is eliminated.

e The monitoring metrics of
Message Queue for RocketMQ
(RocketMQ) can be captured.

® Monitoring methods can be
customized.

® The problem of frequent log
output in throttling scenarios

is solved.
2.4.3 May 18, 2018

® The maximum length of the
method stack can be
customized. For more
information, see [ Related
topic].

® The sampling feature is
optimized. Abnormal traces
are excluded.
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Version Release date Revision

e Custom configuration details
can be read.

e Trace information can be
retrieved by using SDKs.

® JVM metrics such as thread,
number of GC operations, and
duration of GC operations can
be collected.

2.4.2 April 19, 2018 ® HSF calls can be monitored.

® Host monitoring metrics
related to CPU, memory,
networks, and disks can be
collected.

® The problem that the
./shutdown.sh process may
be stuck in the Tomcat
environment is eliminated.

® VM monitoring, such as
reporting of heap memory and
non-heap memory is
supported.

e PlayFrameWwork 1.4.4 is

supported.
2.4.1 March 24, 2018
® Parameters such as the

sampling rate, agent switch,
log level, and threshold can be
customized. For more
information, see [ Related
topic].

e The PostgreSQL database is
supported.

® ARMS can be connected with
Alibaba Cloud Elastic Compute
2.4.0 February 14, 2018 Service (ECS) instances in each
region over the internal
network.

® ARMS application monitoring is
available for commercial use.

Versions of the ARMS agent for PHP

Version Release date Revision
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Version

2.0.3

2.0.2

2.0.1

2.0.0

Release date

August 19, 2019

July 31, 2019

July 23, 2019

July 5, 2019

Revision

e The Predis plug-in is
supported.

e Bugs of the Curl plug-in are
fixed.

® |ssues in the transmission of
network modules under high
concurrency are fixed.

® The logic for transmission and
re-connection is redesigned.

® Memory usage is reduced.

e Several bugs are fixed.

® The Arms-agent process is
used as the daemon.

® The Redis and MongoDB plug-
ins are supported.

e Several bugs are fixed.

® A new and more reliable
network model is used.

® The display of exception
information is optimized.

® The memory usage is
optimized.

e Several bugs are fixed.
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Version

1.0.1

5.4. Key statistical metrics

Release date

April 30, 2019

March 15, 2019

Revision

The GCC 4.4.7 environment is
supported.

The TCP connection heartbeat
is introduced.

Host monitoring bugs are
fixed.

php -m command can be run
to show the ARMS version.

DNS is used to resolve the
domain names of collectors.

Features of the ARMS agent
are optimized and several
bugs are fixed.

D Notice we
recommend that you
immediately upgrade the
ARMS agent from version
T.x.Xto 2.x.x.

Laravel 5.x is supported.

The PDO plug-in is supported.

Unnecessary logs are removed.

Several bugs are fixed.

) Notice we
recommend that you
immediately upgrade the
ARMS agent from version
T.X.Xto 2.X.X.

This topic describes the meanings of key statistical metrics on each page in application monitoring of
Application Real-Time Monitoring Service (ARMS).

Terms

The following terms are used in this topic:

e Apdex

Application Performance Index (Apdex) is an internationally accepted standard for evaluating
application performance. In Apdex, the user experience of an application can be classified into three

levels:
o Satisfied (0to T)
o Tolerating (T to 4T)
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o Frustrated (greaterthan 4T)
F=aT

] T F

Sati=fied Tolerating

Image source: apdex.org
The following formula is used to calculate the Apdex score:

Apdex = (Satisfied samples + Tolerating samples/2)/Total samples

ARMS uses the average response time of an application in calculation, and defines T at 500 ms.
e instance
Aninstance is a machine where the monitored application is deployed. The granularity of an instance

is VM. In the following figure, "a3" is an application, and each row under a3 is a machine where a3 is
deployed. Each machine is an instance.

Response Time = Requests = Ermors =
. 1894.7917ms [ 72 /2
E 758.375ms /3270 ¥

369.3077ms (390 ¥

360.9189ms [ 74 /3 ¥

Statistics pages

e Applications
In the left-side navigation pane, choose Application Monitoring > Applications to view the
health rate, requests, errors, response time, exceptions, status, and response time in the last ten
minutes of instances.

e Application Overview
On the Applications page, click the name of an applicationto go to the Application Overview
page. You can select menus in the upper part of the page to view statistics in other dimensions.

o Overview Analysis
m Services provided by the application: requests and average response time

m Services the application depends on: requests, average response time, the number of instances,
and HTTP status code

m Systeminformation: CPU, memory, and load

m Statistical analysis: slow call analysis, average response time, exception type, and times of
occurrence
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o Topology Graph
m Application topology

m |nstance health status: Green indicates Normal, yellow indicates Alerting, and red indicates
Severe.

m Type of call:

Type of call

Local API call

HTTP entry point

Dubbo call

HSF call

HTTP call

Description

Local APl operation calls

The entry point of the
application called by the client

by using HTTP

Calls generated by Dubbo
consumers

Calls generated by HSF
consumers

HTTP calls initiated by this

Remarks

APl operation call

Service entry call

Service entry call

Service entry call

Inter-service call

application to other services

Calls generated by HSF

providers Inter-service call

HSF provision

Calls generated by Dubbo

providers Inter-service call

Dubbo provision

Calls initiated for operating on

MySQL call MySQL Database call
o ¢ .
Oracle call Calls initiated for operating on Database call
Oracle
redis call Calls initiated for operating on Database call

Redis

m |nstance IP: The IP addresses of all instances where the application is deployed.

m The number of requests per minute, the response time, and the error rate of the application.

o 3D Topology
m QPS: the queries per second
m RT(ms): the response time in milliseconds

m ErrQps: the error queries per second

e Application Details
This page shows details of calling the current application. Click different tabs to view the detailed
analysis of different dimensions, such as instance response time, the number of requests, the number
of errors, instance overview, SQL analysis, exception analysis, and interf ace snapshot.

e Interface Invocation
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This page shows the statistical information of APl operations provided by the current application.
Click different tabs to view the detailed analysis of different dimensions, such as instance response
time, the number of requests, the number of errors, instance overview, SQL analysis, exception
analysis, and interf ace snapshot.

e Database Invocation
This page shows application-related database invocation information. Click different tabs to view
the detailed analysis of different dimensions, such as instance response time, the number of
requests, the number of errors, instance overview, SQL analysis, and exception analysis.

Key statistical metrics on related tabs

e Response Time: The average response time of applications and instance calls, or the average
execution response time of database operations

e Requests: The number of requests to call applications or instances, or the number of times database
operations are performed

e Errors: The number of incorrect application orinstance calls, or the number of abnormal executions in
database operations

e QOverview
Reported field Description

The number of requests to call applications or
Requests instances, or the number of times database
operations are performed

The average response time of applications and
Response Time instance calls, or the average execution response
time of database operations

(The number of abnormal application or instance
Error Rate calls, or the number of abnormal executions in
database operations)/Number of requests

e SQL Analysis
Reported field Description

The column chart and the left-side Y axis show the
number of database requests. The line chart and
the right-side Y axis show the database response
time.

SQL Call Statistics

. . The average amount of time consumed for this
Average Time Consumption

database call
The number of times this type of database is

Number of Calls called

e Exception Analysis
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Reported field Description

The column chart shows the number of exceptions
of the application, instance, and database.

Exception Statistics
Exception Type The types of collected exceptions.

Exception Details The detailed information of exceptions

The average amount of time consumed by this

Average Time Consumption .
incorrect call

The number of times this exception type has

E
rors occurred
e Interface Snapshot
Reported field Description

Amount of time consumed to call the API of an

Elapsed Time N )
application or instance

The return status of the API call of an application
Status or instance. Green indicates a success response,
and red indicates an exception.

The index ID of an application or instance call. You
Traceld can click the ID to go to the details page of this
trace.

5.5. ARMS SDK

This topic describes how to use Application Real-Time Monitoring Service (ARMS) SDK to dynamically
obtain Traceld and its properties in the service code.

Prerequisites

e An application monitoring task is created in the ARMS console, and the ARMS agent for application
monitoring is installed and started in the Java program. For more information, see Manually install the
ARMS agent for aJava application.

e arms-sdk-1.7.3.jaris introduced to the program.
<dependency>
<groupld>com.alibaba.arms.apm</groupld>
<artifactld>arms-sdk</artifactld>

<version>1.7.3</version>
</dependency>

@ Note If you cannot obtain the pom.xml file, download arms-sdk-1.7.3 jar.

Obtain Traceld and Rpcld

You can run the following code to obtain Traceld and Rpcld:
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Span span = Tracer.builder().getSpan();
String traceld = span.getTraceld();
String rpcld = span.getRpcld();

Pass through a custom tag baggage
To pass through a customtag, you must add and obtain the tag fromthe service code. The following
section describes the procedure:

1. Add the baggage tag to the service code.

Map<String, String> baggage = new HashMap<String, String>();
baggage.put("key-01", "value-01");

baggage.put("key-02", "value-02");

baggage.put("key-03", "value-03");

Span span = Tracer.builder().getSpan();
span.withBaggage(baggage);

2. Obtain the baggage tag fromthe service code.

Span span = Tracer.builder().getSpan();
Map<String, String> baggage = span.baggageltems();

Set a custom tag tag for a span
A customtag for a span applies to only the current span and is not passed to other spans. You must
add and obtain the tag fromthe service code. The following section describes the procedure:

1. Add a customtag tag for a spanin the service code. Multiple tags can be added.

Span span = Tracer.builder().getSpan();
// Add a tag to the Span.

span.setTag("tag-keyl", "tag-valuel");
span.setTag("tag-key2", "tag-value2");

2. Obtain the tag fromthe service code.

Span span = Tracer.builder().getSpan();
// Inspect the Span's tags.
Map<String, String> tags = span.tags();

Query traces based on custom tags baggage and tag
The span tags baggage and tag can be used to query traces by tag.

e [tems on a baggage can be passed to the downstream and are generally used to color business data.
We recommend that you do not set a large number of tag items.

e [temsonatag apply to only the current span. You can set multiple items.

1. Logontothe

2. Inthe left-side navigation pane, choose Application Monitoring > Invocation Trace Query and
select a region in the top navigation bar.

3. OnthelInvocation Trace Query page, select a Parameter Name, specify the customtag inthe
Parameter Value field, and click Query.

4. Inthe Invocation Trace Query list, clickthe TracelD of the destination trace.
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5. OnthelInvocation Trace page, move the pointer over Service Name. The information of tags
that belong to the current span is displayed. baggage items are automatically added to tags of
each span.
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6.Update the ARMS agent for Java
applications

This topic describes how to update the ARMS agent for Java applications in Enterprise Dist ributed
Application Service (EDAS), Container Service, and other environments.

How do | update the ARMS agent for a Java application in EDAS?
To update the ARMS agent for aJava application in EDAS, redeploy the application.

How do | update the ARMS agent for a Java application in Container

Service?
To update the ARMS agent for a Java application in Container Service, restart the pod of the
application.

How do | update the ARMS agent for other Java applications than

those in EDAS and Container Service?
To update the ARMS agent for other Java applications than those in EDAS and Container Service,
uninstall the agent and then install it again.

For more information about how to uninstall the agent, see FAQ about uninstalling the ARMS agent.
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/.FAQ

This topic provides answers to commonly asked questions about the application monitoring feature of
Application Real-time Management Service (ARMS).

Overview
e FAQ about manually installing the ARMS agent for Java applications

o Isthe ARMS agent compatible with the agents of other Application Performance Management
(APM) products, such as Pinpoint?

o What do I do if OutOf MemoryError is reported when | start an application after the ARMS agent is
installed?

o How do Itest network connectivity?
o How do I check whether the ARMS agent is successfully installed?
o Why is no monitoring data displayed in the ARMS console after linstall an ARMS agent?

o What do Ido if no IP address or an incorrect IP address is displayed after the ARMS agent is
installed?

o How do Itroubleshoot common errors contained in the log files of the ARMS agent stored inthe
ArmsAgent/log folder?

o How do I deploy multiple instances on a single machine?

e FAQ about installing the ARMS agent for Java applications with one click
o What do I do when getcwd errors are reported when | run the script to access a Java application?

o Where do I view the logs after linstall the ARMS agent with one click?

e FAQ about installing the ARMS agent forJava applications deployed on ECS instances with one click
o What do I do if the ARMS agent cannot be installed?

o What do I do if the information about the processes of the ECS instance is inaccurate afterthe
ARMS agent is installed?

o What do I do if cannot enable ARMS application monitoring for a process on an ECS instance?

e FAQ about installing the ARMS agent for Java applications in Container Service for Kubernetes (ACK)
clusters

o Why is there no data displayed in Application Monitoring after the ARMS agent is installed on a Java
application in an ACK cluster?

e FAQ about installing the ARMS agent for Java applications in open-source Kubernetes environments
o What do I do if the application cannot be started?
o How do I view the logs of the ARMS agent?

e FAQ about modifying the names of Java applications without reinstalling the ARMS agent

o How do I modify the name of a common Java application on which the ARMS agent is manually
installed?

o How do I modify the name of a Java application deployed in an ACK cluster?
o How do I modify the name of a Java application deployed in Enterprise Distributed Application
Service (EDAS)?

e FAQ about uninstalling the ARMS agent
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o How do luninstall the ARMS agent that is manually installed?

o How do luninstall the ARMS agent that is installed with one click?

o How do Il uninstall the ARMS agent installed on a Java application deployed on an ECS instance?
o How do Il uninstall the ARMS agent installed on aJava application in an ACK cluster?

o How do Il uninstall the ARMS agent installed on a Java application in an open-source Kubernetes
environment?

o How do Il uninstall the ARMS agent installed on a Java application in Docker?
o How do I uninstall the ARMS agent installed on a PHP application?

o How do I uninstall the ARMS agent installed on a PHP application in an ACK cluster?

e OtherFAQ
o What do I do if the data of my application with the OpenFeign component is incomplete in ARMS?

Is the ARMS agent compatible with the agents of other Application

Performance Management (APM) products, such as Pinpoint?

The ARMS agent is incompatible with the agents of other APM products. APM is implemented using
bytecode instrumentation based on the ASM framework. If you install two agents, bytecode
instrumentation is performed twice on the code. Agents developed by different vendors use different
code to implement bytecode instrumentation. Therefore, if you install multiple agents, performance
issues may occur due to code conflicts. We recommend that you do not install the agents of other APM
products.

[Backto the top]

What do | do if OutOfMemoryError is reported when | start an

application after the ARMS agent is installed?

Add the corresponding heap memory parameters to the start command to increase the memory of the
JVM. In the following example, the initial value of heap memory size (Xms) is 512 MB and the maximum
value of heap memory size (Xmx) is 2 GB.

@ Note Adjust the values based on your actual requirement. In other environments such as
Tomcat, add this parameterto JAVA_OPTS of the configuration file.

-Xms512M
-Xmx2048M

If the OutOfMemoryError: PermGen space error is reported, add the following parameters to the start
command:

-XX:PermSize=256M
-XX:MaxPermSize=512M

If the OutOfMemoryError: metaspace erroris reported, add the following parameters to the start
command:

-XX:MetaspaceSize=256M
-XX:MaxMetaspaceSize=512M
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[Backto the top]

How do | test network connectivity?

Before you install the ARMS agent, make sure that the 8883, 8443, and 8442 ports can be accessed. You
canrun the Telnet command to check whether the target host is connected to the ARMS server
network. For example, to test the connectivity to the China (Shenzhen) region, log onto the host on
which the application is deployed and run the following commands:

telnet arms-dc-sz.aliyuncs.com 8883

telnet arms-dc-sz.aliyuncs.com 8443
telnet arms-dc-sz.aliyuncs.com 8442

@ Note Replace the domain names in the preceding commands with the actual endpoints of
ARMS application monitoring. Note that the endpoint of ARMS application monitoring varies
depending on if you access it from classic networks and the Internet or VPCs.

Endpoints of ARMS application monitoring

Endpoint for access from classic

Region A Endpoint for access from VPC
China (Hangzhou) arms-dc-hz.aliyuncs.com arms-dc-hz-internal.aliyuncs.com
China (Beijing) arms-dc-bj.aliyuncs.com arms-dc-bj-internal.aliyuncs.com
China (Shanghai) arms-dc-sh.aliyuncs.com arms-dc-sh-internal.aliyuncs.com
China (Qingdao) arms-dc-qgd.aliyuncs.com arms-dc-qd-internal.aliyuncs.com
China (Shenzhen) arms-dc-sz.aliyuncs.com arms-dc-sz-internal.aliyuncs.com
China (Zhangjiakou) arms-dc-zb.aliyuncs.com arms-dc-zb-internal.aliyuncs.com
China (Hong Kong) arms-dc-hk.aliyuncs.com arms-dc-hk-internal.aliyuncs.com
Singapore arms-dc-sg.aliyuncs.com arms-dc-sg-internal.aliyuncs.com

Regions for Alibaba

Govcloud arms-dc-gov.aliyuncs.com arms-dc-gov-internal.aliyuncs.com
Finance Cloud of China . . arms-dc-hz-finance-
arms-dc-hz-finance.aliyuncs.com . )
(Hangzhou) internal.aliyuncs.com
[Backto the top]

How do | check whether the ARMS agent is successfully installed?

Run the following ps command to check whether the ARMS agent is successfully installed based on
parameters in the start command.

ps -ef | grep 'arms-bootstrap’
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The results shown in the following figure indicates that the ARMS agent is successfully installed.

. X ps -ef | grep 'arms-bootstrap'
501 15998 1617 @ 7:52F% 7?7 0:25.84 /Library/Java/JavaVirtualMachines/jdk1.8.0_131. jdk/Contents/Home/bin/java -agentli
b: jdwp=transport=dt.sacket. address=127 A 0162142 suspend=y,server=n -javaagent:/Users/ j/debug/oneagent/agent/target/arms-agen
t-1.7.0-SNAPSHO1/ -1.7.0-SNAPSHOT. jar -[arms.licenseKey=_._..CC; .ot DAL ZPF -Darms . appNames-gatenty i -XX:Tiere

dStopAtLevel=1 -foVerity -USpring.output.ansti.enabled=always -Dcom.sun.management.jmxremote -Dspring.liveBeansView.mbeanDomain -Dspri
ng.application.admin.enabled=true -javaagent:/Users/; u/Library/Caches/IntellilIdea2018.3/captureAgent/debugger-agent.jar -Dfile.
encoding=UTF-8 -classpath /Library/Java/JavaVirtualMachines/jdk1.8.0_131.jdk/Contents/Home/jre/lib/charsets.jar:/Library/Java/JavaVir

The value of Darms.licenseKey in the command must be the same as the license key value displayed on
the Add Application page in the ARMS console.

Biling  Ticket ICP  Enterprise  Support  Alibaba Cloud A W ~
< | Add Application
Gl Select in which language your application is programmedl License Key: ' I ¥ 'l
§m @ Mo @ ‘
= Java @ PHP Ct++ ¥l Go NET Node.js

Why is no monitoring data displayed in the ARMS console after |
install an ARMS agent?

1.

166

If the log of the ARMS agent contains send agent metrics. no metrics. , check whether your
application is continuously accessed by external requests, including HT TP requests, HSF requests,
and Dubbo requests and whether the development framework is supported by the ARMS agent.
For more information about third-party components and frameworks supported by the ARMS
agent, see

. Checkwhether the selected time range for query is correct. Select the past 15 minutes as the time

range for query and check whether monitoring data is displayed.

If you start the ARMS agent by running the -jar command, checkthe setting of the command and
make sure that the -javaagent parameter is before -jar . The following command provides an
example on how to add parameters to the start command:

java -javaagent:/{user.workspace}/ArmsAgent/arms-bootstrap-1.7.0-SNAPSHOT.jar -Darms.licenseKey=
xxx -Darms.appName=xxx -jar demoApp.jar

. If the logs stored in ArmsAgent/log/ contains the "LicenseKey is invalid." error, check whether the

region of your application is the same as that of the ARMS agent.

. Afteryour applicationis started, if the log folder does not exist in the ArmsAgent folder, it

indicates that arms-bootstrap-1.7.0-SNAPSHOT .jarfails to be loaded. Check whether the
permissions of the ArmsAgent folder are correct.

. If the following error is reported when your application is started, check whether the arms-bootstra

p-1.7.0-SNAPSHOT jarpackage and the corresponding permissions are correct.

Error opening zip file or JAR manifest missing: /root/ArmsAgent/arms-bootstrap-1.7.0-SNAPSHOT .jar
Error occurred during initialization of VM
agent library failed to init: instrument

. If no monitoring data is displayed, compress the logs of the ARMS agent for Java applications in the

ArmsAgent/log folder into a compressed file, and contact the DingTalk account arms160804 for
support.
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8. Checkthe JDK version. If the JDK versionis 1.8.0_25 or 1.8.0_31, you may fail to install the agent. We
recommend that you upgrade the JDK or contact the DingTalk account arms160804 .

[Backto the top]

What do | do if no IP address or an incorrect IP address is displayed
after the ARMS agent is installed?

1. Runtheif config -a command to check the network configuration of the current machine. If the
machine uses multiple network interface controllers (NICs), the IP address obtained by the ARMS
agent may be inconsistent with the actual IP address due to network configurations.

2. You can solve the problem by using one of the following methods:

o Configure the -DEAGLEEYE.LOCAL.IP=10.XX.XX.XX parameter of the JVM.
@ Note Replace 10.XX.XX.XX with the actual IP address.

o Configure the ARMS agent to obtain the value of the -DNETWORK.INTERFACE=eth0 parameter,
in which eth0 indicates the NIC name.

[Backto the top]

How do | troubleshoot common errors contained in the log files of
the ARMS agent stored in the ArmsAgent/log folder?

If the "LicenseKey is invalid" error is contained in the logs, performthe following operations to
troubleshoot the error:

1. Make sure that the application is created in ARMS and the LicenseKey that you specified when the
ARMS agent is installed is correct.

2. ARMS supports multiple regions. Therefore, check whether the download URL of the ARMS agent is
in the same region as your application.

[Backto the top]

How do | deploy multiple instances on a single machine?

To deploy multiple instances of an application on a single machine, configure the -Darms.agentid
parameter to specify the VM process to connect. This parameter indicates a logical number. Examples:
001 and 002. The following command provides an example on how to deploy multiple instances on a
single machine:

java -javaagent:/{user.workspace}/ArmsAgent/arms-bootstrap-1.7.0-SNAPSHOT .jar -Darms.licenseKey=<Lic
enseKey> -Darms.appName=<AppName> -Darms.agentld=001 -jar demoApp.jar

[Backto the top]

What do | do when getcwd errors are reported when | run the script

to access a Java application?
The following error message is returned after you run the script to access the Java application with one
click:
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shell-init: error retrieving current directory: getcwd: cannot access parent directories: No such file or directo
ry Error occurred during initialization of VM java.lang.Error: Properties init: Could not determine current wor
king directory. at java.lang.System.initProperties(Native Method) at java.lang.System.initializeSystemClass(
System.java:1119)

This may because that the current directory is accidentally deleted when the script is running. To solve
this problem, runthe c¢d command and then run the script again.

[Backto the top]
Where do | view the logs after | install the ARMS agent with one
click?

Bv default. the logs are stored in /root/.arms/supervisor/logs/. If no logs are stored in this folder, run
ps -ef |grep arms to view the folder where the logs are stored.

[Backto the top]

What do | do if the ARMS agent cannot be installed?

1. Make sure that your ECS instance can access the download URL of the ARMS agent over the
Internet in the region in which the ECS instance is located.

Region Download URL in Internet

China (Hangzhou) http://arms-apm-hangzhou.oss-cn-hangzhou.aliyuncs.com/install.sh
China (Shanghai) http://arms-apm-shanghai.oss-cn-shanghai.aliyuncs.com/install.sh
China (Qingdao) http://arms-apm-gingdao.oss-cn-gingdao.aliyuncs.com/install.sh
China (Beijing) http://arms-apm-beijing.oss-cn-beijing.aliyuncs.com/install.sh

China (Shenzhen) http://arms-apm-shenzhen.oss-cn-shenzhen.aliyuncs.com/install.sh

http://arms-apm-ap-southeast.oss-ap-southeast-1.aliyuncs.com/cloud_
ap-southeast-1/install.sh

Singapore
2. Make sure that your ECS instance can access the ARMS console.
o ARMS console forregions in China
o ARMS console forthe Singapore region
3. Log onto the ECS console and performthe following operations:

i. Inthe left-side navigation pane, choose Maintenance & Monitoring > ECS Cloud
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Assistant.
i. Onthe Cloud Assistant paae. clickthe Commands tab, select Command Name inthe
search box, enter InstallJavaAgent , and press the Enter key.

Cloud Assistant

@ Cloud Assistant allows you to run commands (Shell, Powershell, and Bat) and send files to manage multiple instances without the need to log on to the instances and configure jump X

servers.Learn More

Create or Run Command Send File Run Commands
Commands Command Execution Result File Sending Result
Q_  InstallavaAgent ® C Refresh

Command ID/Name Description Command Type Command Creation’ Actions

Install Java Agent Linux./Shell wget -O /tmp/install.sh Jul 22,20 Create Task = Clone = Delete
InstalllavaAgent

Install Java Agent Linux/Shell wget -O /tmp/install.sh Jul 17,20 Create Task = Clone = Delete
InstallJavaAgent

>

Total: 2,/10000 20/ page

(@ Note If no result is returned for the search, contact the DingTalk account arms1608
04 .

ii. Onthe Cloud Assistant page, clickthe Command Execution Result tab and enterthe ID of
the InstallJavaAgent . Inthe search results. click View in the Actions column corresponding to
the command and check whetherthe command is successfully executed. If the command is
not successfully executed, troubleshoot the errors based on the execution results. For
example, if the problems occur because the disk of the ECS instance is full or the ARMS agent is
not installed, you can clear the disk or install the ARMS aaent. If the errors cannot be resolved,
send the execution results to the DingTalk account arms160804 forsupport.

[Backto the top]

What do | do if the information about the processes of the ECS

instance is inaccurate after the ARMS agent is installed?

If the information about the processes of the ECS instance is not displayed or is inaccurate afterthe
ARMS agent is installed, clickthe - icon on the left side of the ECS instance and clickthe + iconto
refresh the data. If the problemretains, contact the DingTalk account arms160804 for support.

[Backto the top]

What do I do if | cannot enable ARMS application monitoring for a

process on an ECS instance?

On the ECS instance, check whetherthe /root/.arms/supervisor/logs/arms-supervisor.log file contains
errors. If the log file contains errors, troubleshoot the error based on the error message. If the error
cannot be solved, contact the DingTalk account arms160804 for support.

[Backto the top]

Why is there no data displayed in Application Monitoring after the
ARMS agent is installed on a Java application in an ACK cluster?

1. Log onto the Alibaba Cloud Container Service for Kubernetes console .
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2. Inthe left-side navigation pane, choose Clusters. On the Clusters page, click Applications inthe
Actions column corresponding to the cluster in which the Java application is deployed.

3. At the top of the Pods tab, select the namespace in which your application resides. Click Edit next
to the application.
4. Inthe Edit YAML dialog box, check whether the YAML file cont ains init Cont ainers.
o If initContainers is not contained in the YAML file, the pod has not been injected to arms-init-
container. Perform Step 5.

o If initContainers is contained in the YAML file, the pod has been injected to arms-init-container.
Perform Step 8.

5. At the top of the Pods tab, set Namespace to arms-pilot. Check whether any pods whose names
contain the arms-pilot prefix exist in the Pod list.

o If pods whose names contain the prefix exist, perform Step 6.

o If pods whose names contain the prefix do not exist, install arms-pilot fromthe application
market. For more information, see Install the ARMS agent for Java applications in Container
Service for Kubernetes.

6. Onthe Deployments orStatefulSets tab, choose More > View in YAML in the Actions column.
Inthe Edit YAML dialog box, check whether the YAML file contains the following annotations.

annotations:
armsPilotAutoEnable: 'on’
armsPilotCreateAppName: <your-deployment-name>

o If the YAML file contains the annotations, perform Step 7.

o If the YAML file does not contain the annotations, add the precedina annotations to the spec > t
emplate > metadata section in the Edit YAML dialog box, replace <your-deployment-name>
with your application name. Then, click Update.

7. Onthe Pods tab, click Logs next to the reauired nod to check whether the pod logs of arms-pilot
reports an STS errorinthe "Message":"STS error" format.

o If the erroris reported, authorize the cluster of the application and restart the pod of the
application. For more information, see Install the ARMS agent for Java applications in Container
Service for Kubernetes.

o If the erroris not reported, contact the DingTalk account arms160804 for support.
8. Onthe Pods tab, click Edit next to the required pod. In the Edit YAML dialog box, check whether
the YAML file contains the following javaagent parameter:

-javaagent:/home/admin/.opt/ArmsAgent/arms-bootstrap-1.7.0-SNAPSHOT .jar

o If the YAMLfile contains the parameter, find the pod of the application onthe Pods page, and
click Terminal next to the target pod to access the command line page. Run the following
command to check whether any log file name is suffixed with .log. Then, contact the DingT alk
account arms160804.

cd /home/admin/.opt/ArmsAgent/logs

o If the YAML file does not contain the parameter, contact the DingT alk account arms160804 for
support.

[Backto the top]
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What do | do if the application cannot be started?

Run the following command to view the arms-pilot-system logs and troubleshoot the problem based
onthe logs:

kubectl logs -f {arms-pilot-arms-pilot-XXX} -n arms-pilot-system

[Backto the top]

How do | view the logs of the ARMS agent?
On the worker of the ACK cluster, view the /home/admin/.opt/ArmsAgent /logs/xxxx.logfiles.

[Backto the top]

How do | modify the name of a common Java application on which

the ARMS agent is manually installed?

Common Java applications indicate Java applications other than those deployed on ECS instances. If you
manually install the ARMS agent on the application, the directory of the agent is specified by you
during the installation.

You can check the version of the ARMS aaent by viewing the Version file in the directory of the agent.
Forexample, 2.5.8_cf020486_20190816150025 indicates that the version of the ARMS agent is 2.5.8 and
was released on August 16, 2019.

e [f the version of the ARMS agent is earlier than 2.5.8.1, uninstall the agent and install it again. You can
specify a new application name when you reinstall the agent.

o Formore information about how to uninstall the ARMS agent that is manually installed, see How
do luninstall the ARMS agent that is manually installed?

o Formore information about how to uninstall the ARMS agent that is installed with one click, see
How do luninstall the ARMS agent that is installed with one click?

o Formore information about how to uninstall the ARMS agent installed on applications in ECS
instances, see How do | uninstall the ARMS agent installed on applications in ECS instances?

e [f the version of the ARMS agent is 2.5.8.1 or later, you can perform the following steps to modify the
name of the Java application without reinstalling the ARMS agent.

@ Note ARMS agents downloaded after August 20, 2019 support this feature.

1. Run one of the following commands to download and decompress Supervisor fromthe Internet or
VPC.

@ Note Replace the download URL in the commands with the URL for the region in which
the Java application is located.

o Download Supervisor fromthe Internet

wget http://arms-apm-hangzhou.oss-cn-hangzhou.aliyuncs.com/ArmsSupervisor.zip -O ArmsSuperv
isor.zip
unzip ArmsSupervisor.zip

o Download Supervisor from VPC (when the Internet download URL is unavailable)
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wget http://arms-apm-hangzhou.oss-cn-hangzhou-internal.aliyuncs.com/ArmsSupervisor.zip -O Ar
msSupervisor.zip
unzip ArmsSupervisor.zip

2. Runthe following command to modify the name of the Java application:

cd ArmsSupervisor
./attach.sh </path/to/ArmsAgent/arms-bootstrap-1.7.0-SNAPSHOT .jar> <PID> <NewAppName> <Lice
nseKey>

o </path/to/ArmsAgent/arms-bootstrap-1.7.0-SNAPSHOT jar>: the path of the arms-
bootstrap-1.7.0-SNAPSHOT .jar file.

o <PID>: the ID of the process. You canrunthe jps/ps command to obtain the version ID.

o <NewAppName>: the new application name.

o <lLicenseKey>: the license key of the application monitored by ARMS, which can be obtained
fromthe ARMS console.

If the standard output shown in the following figure is displayed.

40:01 [INFO ](com.navercorp.pinpoint.bootstrap.PinpointBootStrap) agentParameter :arms.agentPath=/Users/carpela/.arms/agent/arms-bootstrap-1.7.0-SNAPSHOT. jar,ar

e from

[Backto the top]

How do | modify the name of a common Java application on which

the ARMS agent is installed with one click?
If you install the ARMS agent with one click, the agent is installed in the ~/.arms/supervisor/agent
directory. Note that the account you use must be the same as the application account.

Performthe following steps to modify your application name:

1. Log on to the machine where the application is located and run the following command:

cd ~/.arms/supervisor
.[cli.sh <LicenseKey> <NewAppName>

o <lLicenseKey>: LicenseKey of the application monitored by ARMS, which can be obtained from
the ARMS console.

o <NewAppName>: new application name.

2. Select the proper process from all Java processes.
@ Note If only one process is available, this process is selected by default.

3. Openthe ~/.arms/attach.info file, change the application name to the new name, and save the
file.

warning Do not add content such as spaces when you modify the file. Otherwise, the
modification may fail because it does not match the new application name modified in the
preceding steps.

Wait a moment after your application name is modified. Monitoring data of the application is
reported using the new name rather than the previous name.
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How do | change the name of a Java application deployed on ECS

instances?
If your Java application is deployed on an ECS instance, the ARMS agent directory is /.arms/agent.

Performthe following steps to modify your application name:
1. Log onto the ECS instance where your application is located and run the following command with

the root account:

su <USER>-c "./attach.sh /.arms/agent/arms-bootstrap-1.7.0-SNAPSHOT.jar <PID><NewAppName> <
LicenseKey>"

o <PID>: target process ID, which can be obtained by using the jps/ps command.

o <NewAppName>: new application name.

o <lLicenseKey>: LicenseKey of the application monitored by ARMS, which can be obtained from
the ARMS console.

2. Openthe ~/.arms/attach.infofile, change the application name to the new name, and save the
file.

Warning Do not add content such as spaces when you modify the file. Otherwise, the
modification may fail because it does not match the new application name modified in the
preceding steps.

If the standard output shown in the following figure is displayed, it indicates that the application name
is modified.

40:01 [INFO ](com.navercorp.pinpoint.bootstrap.PinpointBootStrap) agentParameter :arms.agentPath=/Users/carpela/.arms/agent/arms-bootstrap-1.7.0-SNAPSHOT. jar,ar

How do | modify the name of a Java application deployed in an ACK

cluster?

You can check the version of the ARMS aaent by viewing the Version file in the directory of the agent.
For example, 2.5.8_cf020486_20190816150025 indicates that the version of the ARMS agent is 2.5.8 and
was released on August 16, 2019.

e [f the version of the ARMS agent is earlier than 2.5.8.1, uninstall the agent and install it again. You can
specify a new application name when you reinstall the agent.

o Formore information about how to uninstall the ARMS agent that is manually installed, see How
do luninstall the ARMS agent that is manually installed?

o Formore information about how to uninstall the ARMS agent that is installed with one click, see
How do luninstall the ARMS agent that is installed with one click?

o Formore information about how to uninstall the ARMS agent installed on applications in ECS
instances, see How do luninstall the ARMS agent installed on applications in ECS instances?

e [f the version of the ARMS agent is 2.5.8.1 or later, you can perform the following steps to modify the
name of the Java application without reinstalling the ARMS agent.

@ Note ARMS agents downloaded after August 20, 2019 support this feature.
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Change the value of the armsPilot CreateAppName parameter in Deployment and restart the pod.

Wait a moment after your application name is modified. Monitoring data of the application is reported
using the new name rather than the previous name.

How do | modify the name of a Java application deployed in

Enterprise Distributed Application Service (EDAS)?
The names of Java applications deployed in EDAS cannot be modified.

How do | uninstall the ARMS agent that is manually installed?
For more information about how to manually install the ARMS agent on Java applications, see

.You can performthe following steps to uninstall the ARMS
agent that is manually installed:

1. If you no longer want to use ARMS to monitor your Java applications, delete all parametersrelated
to AppName and LicenseKey, which are described in

2. Restart the Java application.

How do | uninstall the ARMS agent that is installed with one click?
For more information about how to install the ARMS agent with one click, see

. You can performthe following steps to uninstall the ARMS agent that is
installed with one click:

1. If you no longer want to use ARMS to monitor vour lava applications. runthe ins-l command to
view all processes and find the process ID of com.alibaba.mw.arms.apm.supervisor.daemon.Daemon
in the returned results.

In this example, the process ID of com.alibaba.mw.arms.apm.supervisor.daemon.Daemon is
62857.

- ~ jps -1
62800 org.apache.catalina.startup.Bootstrap
62857 com.alibaba.mw.arms.apm.supervisor.daemon.Daemon

5411
62799 org.jetbrains. jps.cmdline.Launcher
67809 sun.tools.jps.Jps

2. Runthe kill-9 <processID> command.
Example: kill-962857 .
3. Runthe rm-rf/.arms /root/.arms command.

4. Restart your application.

How do | uninstall the ARMS agent installed on a Java application
deployed on an ECS instance?
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1. If you no longer want to use ARMS to monitor vour lava applications. runthe ins-l command to
view all processes and find the process ID of com.alibaba.mw.arms.apm.supervisor.daemon.Daemon
in the returned results.

In this example, the process ID of com.alibaba.mw.arms.apm.supervisor.daemon.Daemon is
62857.

- ~ jps -1
62800 org.apache.catalina.startup.Bootstrap
62857 com.alibaba.mw.arms.apm.supervisor.daemon.Daemon

5411
62799 org.jetbrains. jps.cmdline.Launcher
67809 sun.tools.jps.Jps

2. Runthe kill-9 <processID> command.

Example: kill-962857 .

w

. Runthe rm-rf/.arms /root/.arms command.

D

. Restart your application.

How do | uninstall the ARMS agent installed on a Java application in

an ACK cluster?

If you no longer want to use ARMS to monitor your Java applications in an ACK cluster, performthe
following steps to uninstall the ARMS agent:

1. Logontothe

2. Inthe left-side navigation pane, click Clusters. On the Clusters page, click Applications inthe
Actions column corresponding to the cluster that contains the Java application from which you
want to uninstall the ARMS agent.

3. Inthe left-side navigation pane, select Releases.

4. Onthe Helmtab, select the release name arms-pilot of the ARMS agent, and click Delete inthe
Actions column.

5. Inthe Delete dialog box, click OK.

6. Restart your business pod.

How do | uninstall the ARMS agent installed on a Java application in
an open-source Kubernetes environment?

1. If you no longer want to use ARMS to monitor your Java applications in an open-source Kubernetes
environment, run the following command to uninstall arms-pilot:

helm del --purge arms-pilot

2. Restart your business pod.

Document Version: 20210308 175


https://cs.console.aliyun.com/#/k8s/overview

Application Real-time Monitoring Se

Application monitoring- FAQ rvice

[Backto the top]

How do | uninstall the ARMS agent installed on a Java application in
Docker?

1. If you no longer want to use ARMS to monitor your Java applications in a Docker cluster, delete the
Dockerfile content edited in Step 1 inthe "Install the ARMS agent for applications in Docker" topic.

2. Runthe docker build command to construct the image.

3. Runthe docker run command to start the image.

[Backto the top]

How do | uninstall the ARMS agent installed on a PHP application?
If you no longer want to use ARMS to monitor your PHP applications that are not deployed in an ACK
cluster, performthe following steps to uninstall the ARMS agent:

1. Delete the following four lines fromthe php.inifile:

[arms]

extension=<php_extension_dir>/arms.so
arms.trace_exception=true
arms.config_full_name=/<php-agent-dir>/arms-agent.conf

2. Restart your PHP application.

[Backto the top]

How do | uninstall the ARMS agent installed on a PHP application in

an ACK cluster?

If you no longer want to use ARMS to monitor your PHP applications that are deployed in an ACK
cluster, performthe following steps to uninstall the ARMS agent:

1. Log onto the Alibaba Cloud Container Service for Kubernetes console .

2. Inthe left-side navigation pane, click Clusters. On the Clusters page, click Applications inthe
Actions column corresponding to the cluster that contains the Java application from which you
want to uninstall the ARMS agent.

3. Inthe left-side navigation pane, select Releases.

4. Onthe Helm tab, select the release name arms-pilot of the ARMS agent, and click Delete inthe
Actions column.

5. Inthe Delete dialog box, click OK.
6. Restart your business pod.

7.

[Backto the top]

What do | do if the data of my application with the OpenFeign

component is incomplete in ARMS?

After your application with the OpenFeign component is connected to ARMS application monitoring, if
the datais incomplete and the data of downstream applications cannot be viewed, this may be
because that the OpenFeign component enables Hystrix using the RxJava asynchronous framework by
default, whereas ARMS does not support asynchronous frameworks.
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@ Note This topic applies to scenarios where the version of the ARMS agent for Java
applications is earlier than 2.6.0. The ARMS agent for Java applications of the 2.6.0 version or later
already supports asynchronous frameworks.

You can disable Hystrix and enable the OkHttp request class to resolve this problem.

1. Add the following dependencies to the pom.xmifile.

<! -- OK Http supports Feign -->
<dependency>
<groupld>io.github.openfeign</groupld>
<artifactld>feign-okhttp</artifactid>
</dependency>

2. Add the following content to the SpringCloud configuration file:

feign.okhttp.enabled: true
feign.hystrix.enabled: false

3. Configure the OkHttp request class.

@Configuration
@ConditionalOnClass(Feign.class)
@AutoConfigureBefore(FeignAutoConfiguration.class)
public class FeignClientOkHttpConfiguration {
@Bean
public OkHttpClient okHttpClient() {
return new OkHttpClient.Builder()
// The connection times out.
.connectTimeout(20, TimeUnit.SECONDS)
// The response times out.
.readTimeout(20, TimeUnit.SECONDS)
// The write request times out.
.writeTimeout(20, TimeUnit.SECONDS)
// Indicates whether to enable automatic reconnection.
.retryOnConnectionFailure(true)
// The connection tool.
.connectionPool(new ConnectionPool())
.build();

[Backto the top]
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8.Troubleshooting

8.1. Why is no monitoring data displayed in
the ARMS console after | install an ARMS
agent?

Condition
After an ARMS agent is installed, no monitoring data is displayed in the ARMS console.

Cause

This problem may occur because the application does not have continuous external access requests,
the region of the application is different fromthat of the ARMS agent, or the permissions on the ARMS
agent installation directory are invalid.

Procedure

1. If the log file of the ARMS agent contains "send agent metrics. no metrics.", verify whether the
development framework is supported by the ARMS agent and whether your application has
continuous external access requests, including HTTP requests, HSF requests, and Dubbo requests.
For more information about third-party components and frameworks supported by the ARMS
agent, see and

2. Checkwhetherthe selected time range to query is correct. Select the last 15 minutes as the query
time range and check whether monitoring data is displayed.

3. If you start the ARMS agent by running the -jar command, checkthe configuration of the
command line and make sure that the -javaagent parameteris before -jar .

java -javaagent:/{user.workspace}/ArmsAgent/arms-bootstrap-1.7.0-SNAPSHOT.jar -Darms.licenseKey=
xxx -Darms.appName=xxx -jar demoApp.jar

4. If the log in ArmsAgent/log/ contains the LicenseKey is invalid. error, check whether the region of
your application is the same as that of the ARMS agent.

5. If the log subdirectory does not exist in the ArmsAgent directory after your application is started,
this is because arms-bootstrap-1.7.0-SNAPSHOQT jar failed to be loaded. Check whether the
permissions on the ARMS agent installation directory are valid.

6. If the following erroris reported when your application is started, check whether the arms-
bootstrap-1.7.0-SNAPSHOT .jar package and the permissions are correct.

7. If no monitoring data is displayed, pack the log file of the ARMS agent for Java applications in the
ArmsAaent/log directory, and contact customer services of ARMS at DingT alk service account arm
s160804 for assistance.

8. Checkthe JDK version.

o If the JDK versionis 1.8.0_25 or 1.8.0_31, you may fail to install the agent. We recommend that
you upgrade the JDK or contact customer services of ARMS at DingT alk service account arms1608

178 Document Version: 20210308


https://www.alibabacloud.com/help/doc-detail/103096.htm#concept-103096-zh
https://www.alibabacloud.com/help/doc-detail/151123.htm#reference-2398454

Application Real-time Monitoring Se Application monit oring-
rvice

04 .

o If the JDK version is 1.10.X, download the correct agent installation package fromone of the
following addresses:

8.2. Why is no data displayed in
Application Monitoring after the ARMS
agent is installed on a Java application in a
cluster of Container Service for Kubernetes
(ACK)?

Condition
No data is displayed in Application Monitoring after the Application Real-Time Monitoring Service
(ARMS) agent is installed on a Java application in an ACK cluster.

Cause
The pod of the application is not injected to arms-init-container, the YAML file of the application
contains no annotations, or Security Token Service (STS) is not authorized.

Remedy

Procedure
1. Logontothe

2. Inthe left-side navigation pane, click Clusters. On the Clusters page, find the required cluster, and
click Applications inthe Actions column.

3. Inthe upper part of the Pods tab, select the namespace in which your application resides. Click
Edit next to the application.

4. Inthe Edit YAML dialog box, check whether the YAML file contains init Cont ainers.

o If the YAML file does not contain init Containers, the pod has not been injected to arms-init -
container. Perform.

o If the YAML file contains initContainers, the pod has been injected to arms-init-container. Perform
5. Inthe upper part of the Pods tab, set Namespace to arms-pilot. Check whether any pods that

have the arms-pilot prefix exist in the Pod list.

o If any pods that have the arms-pilot prefix exist in the Pod list, perform.
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6.

o Otherwise, install arms-pilot in the application market. For more information, see Install the ARMS
agent forJava applications in Container Service for Kubernetes.

Onthe Deployments orStatefulSets tab, choose More > View in YAML inthe Actions column.
Inthe Edit YAML dialog box, check whether the YAML file contains the following annotations:

annotations:
armsPilotAutoEnable: 'on'
armsPilotCreateAppName: <your-deployment-name>

o If the YAML file contains these annotations, perform.

o If the YAML file does not contain these annotations, add the precedina annotations to the soec
> template > metadatasection in the Edit YAML dialog box, replace <your-deployment-name>
with your application name, and then click Update.

. Onthe Pods tab, click Loas. next to the reauired pod to check whether the pod logs of arms-pilot

report an STS errorinthe "Message":"STS error" format.

o If the pod logs of arms-pilot report an STS error, authorize the cluster of the application and
restart the pod of the application. For more information, see Install the ARMS agent forJava
applications in Container Service for Kubernetes.

o If the pod logs of arms-pilot do not report an STS error, contact the ARMS DingTalk account
arms160804.

. Onthe Pods tab, click Edit next to the required pod. In the Edit YAML dialog box, check whether

the YAML file contains the following javaagent parameter:
-javaagent:/home/admin/.opt/ArmsAgent/arms-bootstrap-1.7.0-SNAPSHOT .jar

o If the YAMLfile contains the javaagent parameter, find the pod of the application onthe Pods
tab, and click Terminal next to the required pod to go to the Shell page. Run the following
command to check whether any log file name is suffixed with .log, and then contact the ARMS
DingT alk accoun arms160804.

cd /home/admin/.opt/ArmsAgent/logs

o If the YAML file does not contain the javaagent parameter, contact the ARMS DingTalk account
arms160804.
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