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Legal disclaimer
Alibaba Cloud reminds you t o carefully read and fully underst and t he t erms and condit ions of t his legal
disclaimer before you read or use t his document . If you have read or used t his document , it  shall be deemed
as your t ot al accept ance of t his legal disclaimer.

1. You shall download and obt ain t his document  from t he Alibaba Cloud websit e or ot her Alibaba Cloud-
aut horized channels, and use t his document  for your own legal business act ivit ies only. The cont ent  of
t his document  is considered confident ial informat ion of Alibaba Cloud. You shall st rict ly abide by t he
confident ialit y obligat ions. No part  of t his document  shall be disclosed or provided t o any t hird part y for
use wit hout  t he prior writ t en consent  of Alibaba Cloud.

2. No part  of t his document  shall be excerpt ed, t ranslat ed, reproduced, t ransmit t ed, or disseminat ed by
any organizat ion, company or individual in any form or by any means wit hout  t he prior writ t en consent  of
Alibaba Cloud.

3. The cont ent  of t his document  may be changed because of product  version upgrade, adjust ment , or
ot her reasons. Alibaba Cloud reserves t he right  t o modify t he cont ent  of t his document  wit hout  not ice
and an updat ed version of t his document  will be released t hrough Alibaba Cloud-aut horized channels
from t ime t o t ime. You should pay at t ent ion t o t he version changes of t his document  as t hey occur and
download and obt ain t he most  up-t o-dat e version of t his document  from Alibaba Cloud-aut horized
channels.

4. This document  serves only as a reference guide for your use of Alibaba Cloud product s and services.
Alibaba Cloud provides t his document  based on t he "st at us quo", "being defect ive", and "exist ing
funct ions" of it s product s and services. Alibaba Cloud makes every effort  t o provide relevant  operat ional
guidance based on exist ing t echnologies. However, Alibaba Cloud hereby makes a clear st at ement  t hat
it  in no way guarant ees t he accuracy, int egrit y, applicabilit y, and reliabilit y of t he cont ent  of t his
document , eit her explicit ly or implicit ly. Alibaba Cloud shall not  t ake legal responsibilit y for any errors or
lost  profit s incurred by any organizat ion, company, or individual arising from download, use, or t rust  in
t his document . Alibaba Cloud shall not , under any circumst ances, t ake responsibilit y for any indirect ,
consequent ial, punit ive, cont ingent , special, or punit ive damages, including lost  profit s arising from t he
use or t rust  in t his document  (even if Alibaba Cloud has been not ified of t he possibilit y of such a loss).

5. By law, all t he cont ent s in Alibaba Cloud document s, including but  not  limit ed t o pict ures, archit ect ure
design, page layout , and t ext  descript ion, are int ellect ual propert y of Alibaba Cloud and/or it s
affiliat es. This int ellect ual propert y includes, but  is not  limit ed t o, t rademark right s, pat ent  right s,
copyright s, and t rade secret s. No part  of t his document  shall be used, modified, reproduced, publicly
t ransmit t ed, changed, disseminat ed, dist ribut ed, or published wit hout  t he prior writ t en consent  of
Alibaba Cloud and/or it s affiliat es. The names owned by Alibaba Cloud shall not  be used, published, or
reproduced for market ing, advert ising, promot ion, or ot her purposes wit hout  t he prior writ t en consent  of
Alibaba Cloud. The names owned by Alibaba Cloud include, but  are not  limit ed t o, "Alibaba Cloud",
"Aliyun", "HiChina", and ot her brands of Alibaba Cloud and/or it s affiliat es, which appear separat ely or in
combinat ion, as well as t he auxiliary signs and pat t erns of t he preceding brands, or anyt hing similar t o
t he company names, t rade names, t rademarks, product  or service names, domain names, pat t erns,
logos, marks, signs, or special descript ions t hat  t hird part ies ident ify as Alibaba Cloud and/or it s
affiliat es.

6. Please direct ly cont act  Alibaba Cloud for any errors of t his document .
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Document conventions
St yleSt yle Descript ionDescript ion ExampleExample

 DangerDanger
A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

 Danger:Danger:

Resetting will result  in the loss of user
configuration data.

 WarningWarning
A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

 Warning:Warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

 Not iceNot ice
A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

 Not ice:Not ice:

If the weight is set to 0, the server no
longer receives new requests.

 Not eNot e
A note indicates supplemental
instructions, best practices, t ips, and
other content.

 Not e:Not e:

You can use Ctrl + A to select all files.

>
Closing angle brackets are used to
indicate a multi-level menu cascade.

Click Set t ingsSet t ings > Net workNet work> Set  net workSet  net work
t ypet ype.

BoldBold
Bold formatting is used for buttons ,
menus, page names, and other UI
elements.

Click OKOK.

Courier font Courier font is used for commands
Run the cd /d C:/window  command to
enter the Windows system folder.

Italic Italic formatting is used for parameters
and variables.

bae log list  --instanceid

Instance_ID

[] or [a|b]
This format is used for an optional value,
where only one item can be selected.

ipconfig [-all|-t]

{} or {a|b}
This format is used for a required value,
where only one item can be selected.

switch {active|stand}
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This topic provides an overview of the best  pract ices of Alibaba Cloud Elast icsearch in various scenarios.
You can view the best  pract ices based on your business requirements.

Scenario References

Elasticsearch data migration

Data migration between Alibaba Cloud Elasticsearch clusters

Use the reindex API to migrate data

Use the reindex operation to migrate data in a multi-type index of
an earlier version

Data migration from a self-managed Elasticsearch cluster

Use OSS to migrate data from a user-created Elasticsearch cluster
to an Alibaba Cloud Elasticsearch cluster

Use Alibaba Cloud Logstash to migrate data from a self-managed
Elasticsearch cluster to an Alibaba Cloud Elasticsearch cluster

Use the reindex API to migrate data from a self-managed
Elasticsearch cluster to an Alibaba Cloud Elasticsearch cluster

Migrate data from a self-managed Elasticsearch cluster to an
Alibaba Cloud Elasticsearch cluster deployed in the new network
architecture

Data migration from third-party Elasticsearch services

Migrate data from an Amazon ES domain to an Alibaba Cloud
Elasticsearch cluster

Data synchronization from
databases

Data synchronization from ApsaraDB RDS for MySQL

Select a synchronization method

Use DataWorks to synchronize data from a MySQL database to an
Alibaba Cloud Elasticsearch cluster

Use DTS to synchronize MySQL data to an Alibaba Cloud
Elasticsearch cluster in real t ime

Use Canal to synchronize data to an Alibaba Cloud Elasticsearch
cluster

Data synchronization from DRDS

Use DataWorks to synchronize data from a DRDS database to an
Elasticsearch cluster in offline mode

Use DTS to synchronize data from a PolarDB for MySQL database to
an Alibaba Cloud Elasticsearch cluster

Use Monstache to synchronize data from a MongoDB database to an
Alibaba Cloud Elasticsearch cluster in real t ime

1.Overview of best practices1.Overview of best practices
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Data synchronization from big
data cloud services

Use DataWorks to synchronize data from MaxCompute to an Alibaba
Cloud Elasticsearch cluster

Use Realtime Compute to process and synchronize data to an
Alibaba Cloud Elasticsearch cluster

Use DataWorks to synchronize data from a Hadoop cluster to an
Alibaba Cloud Elasticsearch cluster

Data migration from storage
services

Migrate documents from a Solr cluster to an Alibaba Cloud
Elasticsearch cluster

Use of ES-Hadoop for data
synchronization

Use ES-Hadoop to enable Hive to write data to and read data from
Alibaba Cloud Elasticsearch

Use ES-Hadoop to write HDFS data to Elasticsearch

Use ES-Hadoop to enable Apache Spark to write data to and read
data from Alibaba Cloud Elasticsearch

Log data collection and analysis

Overview of log synchronization and analysis

Use user-created Filebeat to collect MySQL logs

Use Alibaba Cloud Elasticsearch and Rsbeat to analyze Redis slow
logs in real t ime

Sever data collection

Overview of best practices for server data collection

Data collection for Alibaba Cloud Elasticsearch

Use user-created Metricbeat to collect system metrics

Use SkyWalking to implement end-to-end monitoring on Alibaba
Cloud Elasticsearch

Use Uptime to monitor Alibaba Cloud Elasticsearch clusters in real
time

Scenario References
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Cluster management

Overview of cluster management

Hot and cold data separation and lifecycle management

Use ILM to manage Heartbeat indexes

Use ILM to separate hot data from cold data

Application of X-Pack advanced features

Use the CCR feature to migrate data

Use X-Pack to configure LDAP authentication

Use the RBAC mechanism provided by Elasticsearch X-Pack to
implement access control

Configure AD user authentication

Integrated monitoring

Use Elastic Stack to implement integrated monitoring for
containers in Kubernetes

Data management and visualization

Use Terraform to manage Alibaba Cloud Elasticsearch clusters

Use Curator

Use the rollup mechanism to summarize traffic data

Use Cerebro to access an Alibaba Cloud Elasticsearch cluster

Notification of alerts for clusters

Configure a DingTalk chatbot to receive alert notifications from X-
Pack Watcher

Scenario References
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You can use the reindex API to migrate data between Elast icsearch clusters. This topic describes the
migration procedure in detail.

Background informationBackground information
You can use the reindex API to perform the following operations:

Migrate data between Elast icsearch clusters.

Reindex the data in an index whose shards are inappropriately configured. For example, the data
volume is large, but only a few shards are configured for the index. This slows down data write
operations.

Replicate the data in an index if  the index stores large volumes of data and you want to modify the
mapping configuration of the index. This operation requires only a short  period of t ime. You can also
insert  the data into a new index. However, this operation is t ime-consuming.

Not e Not e After you define the mapping configuration for an index in an Elast icsearch cluster
and insert  data into the index, you cannot modify the mapping configuration.

PrerequisitesPrerequisites
Two Alibaba Cloud Elast icsearch clusters are created. One is used as a local cluster, and the other is
used as a remote cluster.

For more information, see Create an Alibaba Cloud Elasticsearch cluster. The two clusters must belong to
the same virtual private cloud (VPC) and vSwitch. In this example, an Elast icsearch V6.7.0 cluster is
used as the local cluster, and an Elast icsearch V6.3.2 cluster is used as the remote cluster.

Test  data is prepared.

Local cluster

Create a dest ination index in the local cluster.

PUT dest
{
  "settings": {
    "number_of_shards": 5,
    "number_of_replicas": 1
  }
}

2.Elasticsearch migration2.Elasticsearch migration
2.1. Migrate data between Alibaba2.1. Migrate data between Alibaba
Cloud Elasticsearch clustersCloud Elasticsearch clusters
2.1.1. Use the reindex API to migrate data2.1.1. Use the reindex API to migrate data

Best  Pract ices··Elast icsearch migrat i
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Remote cluster

Prepare the data that you want to migrate. In this example, the data in the "Quick start" topic is
used. For more information, see Quick start.

Not ice Not ice If  you want to use a cluster that runs Elast icsearch V7.0 or later as a remote
cluster, you must set  the index type to _doc.

LimitsLimits
The network architecture of Alibaba Cloud Elast icsearch was adjusted in October 2020. Alibaba Cloud
Elast icsearch clusters created before October 2020 are deployed in the original network architecture.
Alibaba Cloud Elast icsearch cluster created in October 2020 or later are deployed in the new network
architecture. Due to the adjustment of the network architecture, you cannot use the reindex API to
migrate data between clusters in some scenarios. The following table describes the scenarios and
provides data migration solut ions in these scenarios.

Scenario Network architecture
Support for
the reindex API

Solution

Both clusters are deployed in the
original network architecture.

Yes
For more information, see Use
the reindex API to migrate data.

Elast icsearch Best  Pract ices··Elast icsearch migrat i
on

> Document  Version: 20220614 11

https://www.alibabacloud.com/help/doc-detail/134807.htm#task-2020648
https://www.alibabacloud.com/help/doc-detail/176854.htm#task-1919396


Migrate data
between
Alibaba Cloud
Elasticsearch
clusters

Both clusters are deployed in the
new network architecture.

No
Use OSS or Logstash to migrate
data between the clusters. For
more information, see Use OSS
to migrate data from a user-
created Elasticsearch cluster to
an Alibaba Cloud Elasticsearch
cluster and Use Alibaba Cloud
Logstash to migrate data from a
self-managed Elasticsearch
cluster to an Alibaba Cloud
Elasticsearch cluster.

One is deployed in the original
network architecture, and the
other is deployed in the new
network architecture.

No

Migrate data
from a self-
managed
Elasticsearch
cluster that
runs on ECS
instances to
an Alibaba
Cloud
Elasticsearch
cluster

The Alibaba Cloud Elasticsearch
cluster is deployed in the original
network architecture.

Yes

For more information, see Use
the reindex API to migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster.

The Alibaba Cloud Elasticsearch
cluster is deployed in the new
network architecture.

Yes

Use the PrivateLink service to
establish a private connection
between the VPC where the
Alibaba Cloud Elasticsearch
cluster resides and the VPC
where the self-managed
Elasticsearch cluster resides.
Then, use the domain name of
the endpoint you obtained and
the reindex API to migrate data
between the clusters. For more
information, see Migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster deployed in the new
network architecture.

Not e Not e Only some
regions support PrivateLink.
For more information, see
Regions and zones that
support PrivateLink. If the
zone where your Alibaba
Cloud Elasticsearch cluster
resides does not support
PrivateLink, you cannot use
the reindex API to migrate
data between the clusters.

Scenario Network architecture
Support for
the reindex API

Solution

ProcedureProcedure

Best  Pract ices··Elast icsearch migrat i
on

Elast icsearch

12 > Document  Version: 20220614

https://www.alibabacloud.com/help/doc-detail/170022.htm#task-2514918
https://www.alibabacloud.com/help/doc-detail/145925.htm#task-2476577
https://www.alibabacloud.com/help/doc-detail/61145.htm#task-2104885
https://www.alibabacloud.com/help/doc-detail/298240.htm#task-2104856
https://www.alibabacloud.com/help/doc-detail/193819.htm#concept-2001901


1. 

2. 

3. 

4. Configure a reindex whitelist  for the local cluster.

i. In the left-side navigation pane of the page that appears, click Clust er Conf igurat ionClust er Conf igurat ion.

ii. On the page that appears, click Modif y Conf igurat ionModif y Conf igurat ion on the right side of YMLYML
Conf igurat ionConf igurat ion.

iii. In the Ot her Conf igurat ionsOt her Conf igurat ions field of the YML File Conf igurat ionYML File Conf igurat ion panel, configure a reindex
whitelist .

For more information about how to configure a reindex whitelist , see Configure a remote
reindex whitelist .

If  the remote cluster is a single-zone cluster, specify the reindex whitelist  in the format of
<Domain name of the cluster>:9200.

reindex.remote.whitelist: ["es-cn-09k1rgid9000g****.elasticsearch.aliyuncs.com:92
00"]

If  the remote cluster is a mult i-zone cluster, the reindex whitelist  must contain the IP
addresses of all the data nodes in the cluster and the port  number of the cluster.

reindex.remote.whitelist: ["10.0.xx.xx:9200","10.0.xx.xx:9200","10.0.xx.xx:9200",
"10.15.xx.xx:9200","10.15.xx.xx:9200","10.15.xx.xx:9200"]

Not e Not e You can obtain the IP addresses of all the data nodes in a cluster from the
Node Visualizat ionNode Visualizat ion tab on the Basic Inf ormat ionBasic Inf ormat ion page of the cluster. For more
information, see View the basic information of nodes.

iv. Select  T his operat ion will rest art  t he clust er. Cont inue?T his operat ion will rest art  t he clust er. Cont inue? and click OKOK.

5. In the local cluster, call the reindex API to reindex data.

Log on to the Kibana console of the local cluster and run the following command to reindex data:

Elast icsearch Best  Pract ices··Elast icsearch migrat i
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POST _reindex
{
  "source": {
    "remote": {
      "host": "http://es-cn-09k1rgid9000g****.elasticsearch.aliyuncs.com:9200",
      "username": "elastic",
      "password": "your_password"
    },
    "index": "product_info",
    "query": {
      "match": {
        "productName": "Wealth management"
      }
    }
  },
  "dest": {
    "index": "dest"
  }
}

Part Parameter Description

host

The URL that is used to connect to the remote
cluster. The URL must contain the protocol,
domain name, and port number. Example:
https://otherhost:9200.

If the remote cluster is a single-zone cluster,
the value of the host parameter must be in the
format of http://<Domain name of the
cluster>:9200.

Not e Not e You can obtain the domain
name from the Basic Information page of
the cluster. For more information, see View
the basic information of a cluster.

If the remote cluster is a multi-zone cluster,
the value of the host parameter must be in the
format of http://<IP address of a data node in
the cluster>:9200.
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source

username

The username that is used to connect to the
remote cluster. This parameter is optional. It  is
required only if basic authentication needs to be
performed on requests that are sent to the
remote cluster. The default username that is used
to connect to Alibaba Cloud Elasticsearch clusters
is elastic.

Not iceNot ice

For security purposes, we
recommend that you use HTTPS to
send requests if basic authentication
needs to be performed. Otherwise,
the required password is transmitted
in plaintext.

For Alibaba Cloud Elasticsearch
clusters, you can use HTTPS in host
only after you enable the protocol
for the clusters.

password

The password that is used to connect to the
remote cluster. The password is specified when
you create the cluster. If you forget the
password, you can reset it . For more information
about the procedure and precautions for
resetting the password, see Reset the access
password for an Elasticsearch cluster.

index The source index in the remote cluster.

query
Specifies the data that you want to migrate. For
more information, see Reindex API.

dest index The destination index in the local cluster.

Part Parameter Description
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Not e Not e When you reindex data from a remote cluster, manual slicing and automatic slicing
are not supported for the data. For more information, see Manual slicing and Automatic slicing.

If  the command is successfully run, the following result  is returned:

{
  "took" : 51,
  "timed_out" : false,
  "total" : 2,
  "updated" : 2,
  "created" : 0,
  "deleted" : 0,
  "batches" : 1,
  "version_conflicts" : 0,
  "noops" : 0,
  "retries" : {
    "bulk" : 0,
    "search" : 0
  },
  "throttled_millis" : 0,
  "requests_per_second" : -1.0,
  "throttled_until_millis" : 0,
  "failures" : [ ]
}

6. Run the following command to view the migrated data:

GET dest/_search

The following figures show the command outputs.

Single-zone cluster

Mult i-zone cluster
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SummarySummary
The configurations that are required to migrate data from a single-zone cluster are similar to the
configurations that are required to migrate data from a mult i-zone cluster. The following table lists
differences.

Cluster type Configuration of the reindex whitelist Configuration of the host parameter

Single-zone
cluster

Domain name of the cluster:9200
https://Domain name of the
cluster:9200

Multi-zone cluster
Combination of the IP addresses of all
the data nodes in the cluster and the
port number of the cluster

https://IP address of a data node in the
cluster:9200

Additional informationAdditional information
When you use the reindex API to reindex data, you can specify a batch size and t imeout periods.

Batch size

A remote Elast icsearch cluster uses a heap to cache index data. The default  batch size is 100 MB. If
an index in the remote cluster contains large documents, you must change the batch size to a smaller
value.

In the following example, size is set  to 10.
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POST _reindex
{
  "source": {
    "remote": {
      "host": "http://otherhost:9200"
    },
    "index": "source",
    "size": 10,
    "query": {
      "match": {
        "test": "data"
      }
    }
  },
  "dest": {
    "index": "dest"
  }
}

Timeout periods

Use socket_t imeout to specify a t imeout period for socket reads. The default  value of
socket_t imeout is 30s. Use connect_t imeout to specify a t imeout period for connections. The default
value of connect_t imeout is 1s.

In the following example, socket_t imeout is set  to 1m, and connect_t imeout is set  to 10s.

POST _reindex
{
  "source": {
    "remote": {
      "host": "http://otherhost:9200",
      "socket_timeout": "1m",
      "connect_timeout": "10s"
    },
    "index": "source",
    "query": {
      "match": {
        "test": "data"
      }
    }
  },
  "dest": {
    "index": "dest"
  }
}

2.1.2. Use the reindex operation to migrate data2.1.2. Use the reindex operation to migrate data
in a multi-type index of an earlier versionin a multi-type index of an earlier version
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This topic describes how to use the reindex operation to migrate data from a mult i-type index to a
single-type index. The mult i-type index is on an Alibaba Cloud Elast icsearch V5.X cluster. The single-
type index is on an Alibaba Cloud Elast icsearch V6.X cluster.

LimitsLimits
The network architecture of Alibaba Cloud Elast icsearch was adjusted in October 2020. Alibaba Cloud
Elast icsearch clusters created before October 2020 are deployed in the original network architecture.
Alibaba Cloud Elast icsearch cluster created in October 2020 or later are deployed in the new network
architecture. Due to the adjustment of the network architecture, you cannot use the reindex API to
migrate data between clusters in some scenarios. The following table describes the scenarios and
provides data migration solut ions in these scenarios.

Scenario Network architecture
Support for
the reindex API

Solution

Migrate data
between
Alibaba Cloud
Elasticsearch
clusters

Both clusters are deployed in the
original network architecture.

Yes
For more information, see Use
the reindex API to migrate data.

Both clusters are deployed in the
new network architecture.

No
Use OSS or Logstash to migrate
data between the clusters. For
more information, see Use OSS
to migrate data from a user-
created Elasticsearch cluster to
an Alibaba Cloud Elasticsearch
cluster and Use Alibaba Cloud
Logstash to migrate data from a
self-managed Elasticsearch
cluster to an Alibaba Cloud
Elasticsearch cluster.

One is deployed in the original
network architecture, and the
other is deployed in the new
network architecture.

No

Migrate data

The Alibaba Cloud Elasticsearch
cluster is deployed in the original
network architecture.

Yes

For more information, see Use
the reindex API to migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster.
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Migrate data
from a self-
managed
Elasticsearch
cluster that
runs on ECS
instances to
an Alibaba
Cloud
Elasticsearch
cluster

The Alibaba Cloud Elasticsearch
cluster is deployed in the new
network architecture.

Yes

Use the PrivateLink service to
establish a private connection
between the VPC where the
Alibaba Cloud Elasticsearch
cluster resides and the VPC
where the self-managed
Elasticsearch cluster resides.
Then, use the domain name of
the endpoint you obtained and
the reindex API to migrate data
between the clusters. For more
information, see Migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster deployed in the new
network architecture.

Not e Not e Only some
regions support PrivateLink.
For more information, see
Regions and zones that
support PrivateLink. If the
zone where your Alibaba
Cloud Elasticsearch cluster
resides does not support
PrivateLink, you cannot use
the reindex API to migrate
data between the clusters.

Scenario Network architecture
Support for
the reindex API

Solution

ProcedureProcedure
1. Preparations

Create an Elast icsearch V5.X cluster, an Elast icsearch V6.X cluster, and a Logstash cluster in the
same virtual private cloud (VPC).

The Elast icsearch clusters are used to store index data.

The Logstash cluster is used to migrate processed data based on pipelines.

2. Step 1: Convert the multi-type index into one or more single-type indexes

Use the reindex operation to convert  the mult i-type index on the Elast icsearch V5.X cluster into
one or more single-type indexes. You can use one of the following methods to implement the
conversion:

Combine types: Call the reindex operation with the script  condit ion specified to combine the
types of the index.

Split  the index: Call the reindex operation to split  the index into mult iple indexes. Each of these
indexes has only one type.

3. Step 2: Use Logstash to migrate data

Best  Pract ices··Elast icsearch migrat i
on

Elast icsearch

20 > Document  Version: 20220614

https://www.alibabacloud.com/help/doc-detail/298240.htm#task-2104856
https://www.alibabacloud.com/help/doc-detail/193819.htm#concept-2001901
https://www.alibabacloud.com/help/doc-detail/148115.htm#section-y7t-p2z-5is


Use the Logstash cluster to migrate the processed index data to the Elast icsearch V6.X cluster.

4. Step 3: View the data migration results

View the migrated data in the Kibana console.

PreparationsPreparations
1. Create an Elast icsearch V5.5.3 cluster and an Elast icsearch V6.7.0 cluster. Then, create a mult i-type

index on the Elast icsearch V5.5.3 cluster and insert  data into the index.

For more information about how to create an Elast icsearch cluster, see Create an Alibaba Cloud
Elast icsearch cluster.

2. Create an Logstash cluster in the VPC where the Elast icsearch clusters reside.

For more information, see Step 1: Create a Logstash cluster.

Step 1: Convert the multi-type index into one or more single-typeStep 1: Convert the multi-type index into one or more single-type
indexesindexes
In the following steps, the types of the index are combined to convert  the index into one single-type
index.

1. Enable the Auto Indexing feature for the Elast icsearch V5.5.3 cluster.

i. Log on to the Elasticsearch console.

ii. In the left-side navigation pane, click Elast icsearch Clust ersElast icsearch Clust ers.

iii. In the top navigation bar, select  a resource group and a region.

iv. On the Clust ersClust ers page, find the Elast icsearch V5.5.3 cluster and click its ID.

v. In the left-side navigation pane of the page that appears, click Clust er Conf igurat ionClust er Conf igurat ion.

vi. Click Modif y Conf igurat ionModif y Conf igurat ion on the right side of YML Conf igurat ionYML Conf igurat ion.

vii. In the YML File Conf igurat ionYML File Conf igurat ion panel, set  Aut o IndexingAut o Indexing to EnableEnable.

Warning Warning This operation will restart  the cluster. Therefore, before you change the
value of Aut o IndexingAut o Indexing, make sure that the restart  does not affect  your services.

viii. Select  T his operat ion will rest art  t he clust er. Cont inue?T his operat ion will rest art  t he clust er. Cont inue? and click OKOK.

2. Log on to the Kibana console of the Elast icsearch cluster.

For more information, see Log on to the Kibana console.

3. In the left-side navigation pane, click Dev T oolsDev T ools.

4. On the ConsoleConsole tab of the page that appears, run the following command to combine the types
of the index:
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POST _reindex
{
  "source": {
    "index": "twitter"
  },
  "dest": {
    "index": "new1"
  },
  "script": {
    "inline": """
    ctx._id = ctx._type + "-" + ctx._id;
    ctx._source.type = ctx._type;
    ctx._type = "doc";
    """,
    "lang": "painless"
  }
}

In this example, a custom type field is added for the new1 index. ctx._source.type specifies the
custom type field, and this f ield is set  to the value of the original _type parameter. In addit ion,
_id of the new1 index includes _type-_id. This prevents documents of different types from
having the same ID.

5. Run the  GET new1/_mapping  command to view the mapping after the combination.

6. Run the following command to view data in the new index with types combined:

GET new1/_search
{
   "query":{
     "match_all":{
      }
  }
}

In the following steps, the mult i-type index is split  into mult iple single-type indexes.

1. On the ConsoleConsole tab, run the following command to split  the mult i-type index into mult iple single-
type indexes:
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POST _reindex
{
  "source": {
    "index": "twitter",
    "type": "tweet",
    "size": 10000
  },
  "dest": {
    "index": "twitter_tweet"
  }
}
POST _reindex
{
  "source": {
    "index": "twitter",
    "type": "user",
    "size": 10000
  },
  "dest": {
    "index": "twitter_user"
  }
}

In this example, the twitter index is split  into the twitter_tweet and twitter_user indexes based
on types.

2. Run the following command to view data in the new indexes:

GET twitter_tweet/_search
{
   "query":{
     "match_all":{
      }
  }
}

GET twitter_user/_search
{
   "query":{
     "match_all":{
      }
  }
}

Step 2: Use Logstash to migrate dataStep 2: Use Logstash to migrate data
1. 

2. 

3. 

4. In the left-side navigation pane of the page that appears, click PipelinesPipelines.

5. In the PipelinesPipelines sect ion, click Creat e PipelineCreat e Pipeline.

For more information about how to create and configure a pipeline, see Use configuration files to
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manage pipelines. The following example configurations are used in this topic:

input {
    elasticsearch {
    hosts => ["http://es-cn-0pp1f1y5g000h****.elasticsearch.aliyuncs.com:9200"]
    user => "elastic"
    index => "*"
    password => "your_password"
    docinfo => true
  }
}
filter {
}
output {
  elasticsearch {
    hosts => ["http://es-cn-mp91cbxsm000c****.elasticsearch.aliyuncs.com:9200"]
    user => "elastic"
    password => "your_password"
    index => "test"
  }
}

6. Click Save and Deploy to start  data migration.

For more information, see Use configuration files to manage pipelines.

Step 3: View the data migration resultsStep 3: View the data migration results
1. Log on to the Kibana console of the Elast icsearch V6.7.0 cluster.

For more information, see Log on to the Kibana console.

2. In the left-side navigation pane, click Dev T oolsDev T ools.

3. On the ConsoleConsole tab of the page that appears, run the following command to view the index that
stores the migrated data:

GET _cat/indices?v

Use OSS to migrate data from a user-created Elast icsearch cluster to an Alibaba Cloud Elast icsearch
cluster

2.2. Migrate data from a user-created2.2. Migrate data from a user-created
Elasticsearch clusterElasticsearch cluster
2.2.1. Use OSS to migrate data from a user-2.2.1. Use OSS to migrate data from a user-
created Elasticsearch cluster to an Alibaba Cloudcreated Elasticsearch cluster to an Alibaba Cloud
Elasticsearch clusterElasticsearch cluster
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You can use the snapshots that are stored in Object  Storage Service (OSS) to migrate data from a user-
created Elast icsearch cluster to an Alibaba Cloud Elast icsearch cluster. To migrate data, call the
snapshot operation to create a snapshot for the user-created Elast icsearch cluster. Then, store the
snapshot in OSS and restore data from the snapshot to your Alibaba Cloud Elast icsearch cluster. This
topic describes the detailed procedure.

ContextContext
OSS is used to migrate large volumes of data.

ProcedureProcedure
1. Preparations

Prepare a user-created Elast icsearch cluster, and create an OSS bucket and an Alibaba Cloud
Elast icsearch cluster.

2. Step 1: Install the elast icsearch-repository-oss plug-in

Install the elast icsearch-repository-oss plug-in on each node of the user-created Elast icsearch
cluster. You can create an OSS repository for the user-created Elast icsearch cluster only after the
plug-in is installed.

3. Step 2: Create a repository for the user-created Elast icsearch cluster

Call the snapshot operation to create an OSS repository for the user-created Elast icsearch cluster.

4. Step 3: Create a snapshot for specified indexes

Create a snapshot for the indexes whose data you want to migrate and store the snapshot in the
OSS repository.

5. Step 4: Create the same repository for the Alibaba Cloud Elast icsearch cluster

In the Kibana console of your Alibaba Cloud Elast icsearch cluster, call the snapshot operation to
create a repository that has the same name as the repository for the user-created Elast icsearch
cluster.

6. Step 5: Restore data from the created snapshot

Restore data from the snapshot in the repository of the user-created Elast icsearch cluster to your
Alibaba Cloud Elast icsearch cluster.

7. Step 6: View restoration results

View the restored indexes and their data.

PreparationsPreparations
1. Prepare a user-created Elast icsearch cluster.

We recommend that you deploy an Elast icsearch cluster on an Alibaba Cloud Elast ic Compute
Service (ECS) instance. For more information, see Installing and Running Elast icsearch.

A single-node Elast icsearch V6.7.0 cluster is used in this topic. In actual production, you can
purchase mult iple ECS instances that reside in the same virtual private cloud (VPC) to deploy an
Elast icsearch cluster. For more information about how to purchase an ECS instance, see Create an
instance by using the wizard.

2. Act ivate OSS, and create a bucket in the region where the ECS instance that hosts the user-created
Elast icsearch cluster resides.

For more information, see 开通OSS服务 and Create buckets.
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Not ice Not ice The storage class of the OSS bucket must be Standard. Elast icsearch does not
support  the Archive storage class.

3. Create an Alibaba Cloud Elast icsearch cluster in the region where the OSS bucket you created
resides.

For more information, see Create an Alibaba Cloud Elast icsearch cluster.

Step 1: Install the elasticsearch-repository-oss plug-inStep 1: Install the elasticsearch-repository-oss plug-in
1. Connect to the ECS instance that hosts the user-created Elast icsearch cluster.

Not e Not e For more information, see Connect to a Linux instance.

2. Download the installat ion package of the elast icsearch-repository-oss plug-in.

In this topic, the version of the plug-in is V6.7.0, which requires JDK 8.0 or later.

wget https://github.com/aliyun/elasticsearch-repository-oss/releases/download/v6.7.0/el
asticsearch-repository-oss-6.7.0.zip

3. Decompress the installat ion package to the plugins folder in the installat ion path for the user-
created Elast icsearch cluster on the ECS instance.

unzip -d /usr/local/elasticsearch-6.7.0/plugins/elasticsearch-repository-oss elasticsea
rch-repository-oss-6.7.0.zip

You can also use the command to install plugins.

./bin/elasticsearch-plugin install file:///usr/local/elasticsearch-repository-oss-6.7.0

.zip

4. Start  the ECS instance that hosts the user-created Elast icsearch cluster.

cd /usr/local/elasticsearch-6.7.0/bin
./elasticsearch -d

Step 2: Create a repository for the user-created Elasticsearch clusterStep 2: Create a repository for the user-created Elasticsearch cluster
Connect to the ECS instance that hosts the user-created Elast icsearch cluster and run the following
command to create a repository:

curl -H "Content-Type: application/json" -XPUT localhost:9200/_snapshot/es_backup -d' {"typ
e": "oss", "settings": { "endpoint": "http://oss-cn-hangzhou-internal.aliyuncs.com",  "acce
ss_key_id": "your_accesskeyid",  "secret_access_key":"your_accesskeysecret", "bucket": "es-
backup-es", "compress": true }}'

Parameter Description

 es_backup The name of the repository, which can be customized.

 type The type of the repository. Set the value to  oss .
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 endpoint 

The endpoint of your OSS bucket. For more information, see Regions
and endpoints.

Not e Not e If the ECS instance that hosts the user-created
Elasticsearch cluster resides in the same region as your OSS bucket,
use the internal endpoint of the OSS bucket. Otherwise, use the
public endpoint.

 access_key_id 
The AccessKey ID of the Alibaba Cloud account that is used to create
the OSS bucket. For more information about how to obtain the
AccessKey ID, see How can I obtain an AccessKey pair?

 secret_access_key 
The AccessKey secret of the Alibaba Cloud account that is used to
create the OSS bucket. For more information about how to obtain the
AccessKey secret, see How can I obtain an AccessKey pair?

 bucket The name of your OSS bucket.

 compress Specifies whether to enable compression.

Parameter Description

If  the repository is created,  "acknowledge":true  is returned.

Step 3: Create a snapshot for specified indexesStep 3: Create a snapshot for specified indexes
Create a snapshot for indexes whose data you want to migrate. By default , all enabled indexes are
backed up in the snapshot. If  you do not want to back up system indexes, such as indexes whose names
start  with  .kibana ,  .security , or  .monitoring , you can specify the indexes you want to back
up.

Not ice Not ice We recommend that you do not back up system indexes because they occupy large
storage space.

curl -H "Content-Type: application/json" -XPUT localhost:9200/_snapshot/es_backup/snapshot_
1?pretty -d'
{
"indices": "index1,index2"
}'

 index1  and  index2  indicate the names of the indexes that you want to back up. If  the snapshot
is created,  "accepted" : true   is returned.

Step 4: Create the same repository for the Alibaba CloudStep 4: Create the same repository for the Alibaba Cloud
Elasticsearch clusterElasticsearch cluster

1. Log on to the Kibana console of the Alibaba Cloud Elast icsearch cluster.

For more information, see Log on to the Kibana console.

2. In the left-side navigation pane, click Dev T oolsDev T ools.
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3. On the ConsoleConsole tab of the page that appears, run the following command to create a repository
that has the same name as the repository for the user-created Elast icsearch cluster.

PUT _snapshot/es_backup
{
    "type": "oss",
    "settings": {
        "endpoint": "oss-cn-hangzhou-internal.aliyuncs.com",
        "access_key_id": "your_accesskeyid",
        "secret_access_key": "your_accesskeysecret",
        "bucket": "es-backup-es",
        "compress": true
    }
}

Step 5: Restore data from the created snapshotStep 5: Restore data from the created snapshot
In the Kibana console of the Alibaba Cloud Elast icsearch cluster, run the following command to restore
all indexes (except system indexes whose names start  with  . ) from the created snapshot. Follow
the instruct ions in the "Step 4: Create the same repository for the Alibaba Cloud Elast icsearch cluster"
sect ion to perform the restoration.

POST _snapshot/es_backup/snapshot_1/_restore
{"indices":"*,-.monitoring*,-.security_audit*","ignore_unavailable":"true"}

If  the command is successfully executed,  "accepted" : true  is returned.

The preceding command restores all indexes in the snapshot. You can also specify the indexes that you
want to restore. In the Alibaba Cloud Elast icsearch cluster, an exist ing index may have the same name as
an index you want to restore. In this case, if  you do not want to replace the data in the exist ing index,
you can rename the index you want to restore during the restoration.

POST _snapshot/es_backup/snapshot_1/_restore
{
  "indices":"index1",
  "rename_pattern": "index(.+)",
  "rename_replacement": "restored_index_$1"
}

Not e Not e For more information about the commands that are used to create snapshots or
restore data, see Create manual snapshots and restore data from manual snapshots.

Step 6: View restoration resultsStep 6: View restoration results
In the Kibana console of the Alibaba Cloud Elast icsearch cluster, run the following command to view
the restoration results. Follow the instruct ions in the "Step 4: Create the same repository for the
Alibaba Cloud Elast icsearch cluster" sect ion to perform the operation.

View the restored indexes

GET /_cat/indices?v
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View the data in the restored indexes

GET /index1/_search

If  the command is successfully executed, the following result  is returned:

{
  "took" : 2,
  "timed_out" : false,
  "_shards" : {
    "total" : 5,
    "successful" : 5,
    "skipped" : 0,
    "failed" : 0
  },
  "hits" : {
    "total" : 1,
    "max_score" : 1.0,
    "hits" : [
      {
        "_index" : "index1",
        "_type" : "_doc",
        "_id" : "1",
        "_score" : 1.0,
        "_source" : {
          "productName" : "testpro",
          "annual_rate" : "3.22%",
          "describe" : "testpro"
        }
      }
    ]
  }
}

Migrate data from a self-managed Elast icsearch cluster to an Alibaba Cloud Elast icsearch cluster

You can use an Alibaba Cloud Logstash pipeline to migrate data from a self-managed Elast icsearch
cluster to an Alibaba Cloud Elast icsearch cluster. This topic describes the migration procedure in detail.

PrerequisitesPrerequisites

2.2.2. Use Alibaba Cloud Logstash to migrate2.2.2. Use Alibaba Cloud Logstash to migrate
data from a self-managed Elasticsearch clusterdata from a self-managed Elasticsearch cluster
to an Alibaba Cloud Elasticsearch clusterto an Alibaba Cloud Elasticsearch cluster
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A self-managed Elast icsearch cluster is created.

We recommend that you create a self-managed Elast icsearch cluster on Alibaba Cloud Elast ic
Compute Service (ECS) instances. For more information, see Install and Run Elast icsearch.

Not iceNot ice

The ECS instances that host  the self-managed Elast icsearch cluster must be deployed in a
virtual private cloud (VPC). You cannot use ECS instances that are connected to a VPC over
ClassicLink.

Alibaba Cloud Logstash clusters are deployed in VPCs. Before you configure a Logstash
pipeline, you must check whether the ECS instances that host  the self-managed
Elast icsearch cluster reside in the same VPC as the Alibaba Cloud Logstash cluster that you
want to use. If  they reside in different VPCs, you must configure NAT gateways to
connect the ECS instances and Logstash cluster to the Internet. For more information, see
Configure a NAT gateway for data transmission over the Internet.

You must configure security group rules to allow access from the IP addresses of the
nodes in the Logstash cluster for the security groups of the ECS instances that host  the
self-managed Elast icsearch cluster. In addit ion, you must enable port  9200. You can
obtain the IP addresses of the nodes in the Logstash cluster on the Basic Information
page of the Logstash cluster.

In this example, an Alibaba Cloud Logstash V6.7.0 cluster is used to migrate data from a
self-managed Elast icsearch 5.6.16 cluster to an Alibaba Cloud Elast icsearch V6.7.0 cluster.
The scripts provided in this topic apply only to this type of data migration. If  you want to
perform other types of data synchronization, you must check whether your Elast icsearch
clusters and Logstash cluster meet compatibility requirements based on the instruct ions in
Compatibility matrixes. If  they do not meet compatibility requirements, you can upgrade
their versions or purchase new clusters.

An Alibaba Cloud Logstash cluster is created.

For more information, see Create a cluster.

An Alibaba Cloud Elast icsearch cluster is created in the VPC where the Alibaba Cloud Logstash cluster
resides. Make sure that the Alibaba Cloud Elast icsearch cluster is of the same version as the Logstash
cluster. In this example, V6.7.0 is used.

For more information, see Create an Alibaba Cloud Elasticsearch cluster.

The Auto Indexing feature is enabled for the Alibaba Cloud Elast icsearch cluster.

For more information, see Configure the YML file.

Not e Not e Logstash does not synchronize the structure features of data when Logstash
migrates data. Therefore, if  you enable the Auto Indexing feature, the structure of data may
change after the data is migrated to the dest ination. If  you want the structure of the data to
remain unchanged, we recommend that you create an empty index in the dest ination and
migrate data to the index. When you create the index, copy the mappings and sett ings
configurations of the source and set  the numbers of shards and replicas to appropriate values.

Configure and run a Logstash pipelineConfigure and run a Logstash pipeline
1. 
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2. 

3. 

4. 

5. In the Creat e T askCreat e T ask wizard, enter a pipeline ID and configure the pipeline.

In this example, the following configurations are used for the pipeline:

input {
  elasticsearch {
    hosts => ["http://<IP address of the master node in the self-managed Elasticsearc
h cluster>:9200"]
    user => "elastic"
    index => "*,-.monitoring*,-.security*,-.kibana*"
    password => "your_password"
    docinfo => true
  }
}
filter {
}
output {
  elasticsearch {
    hosts => ["http://es-cn-mp91cbxsm000c****.elasticsearch.aliyuncs.com:9200"]
    user => "elastic"
    password => "your_password"
    index => "%{[@metadata][_index]}"
    document_type => "%{[@metadata][_type]}"
    document_id => "%{[@metadata][_id]}"
  }    
  file_extend {
        path => "/ssd/1/ls-cn-v0h1kzca****/logstash/logs/debug/test"
    }
}

Parameters

Parameter Description

hosts

The endpoint of the self-managed Elasticsearch cluster or Alibaba
Cloud Elasticsearch cluster. In the input part, specify a value for
this parameter in the format of  http://<IP address of the m
aster node in the self-managed Elasticsearch cluster>:<
Port number> . In the output part, specify a value for this
parameter in the format of  http://<ID of the Alibaba Clou
d Elasticsearch cluster>.elasticsearch.aliyuncs.com:920
0 .

Not ice Not ice When you configure this parameter, you must
replace  <IP address of the master node in the self-
managed Elasticsearch cluster> ,  <Port number> ,
and  <ID of the Alibaba Cloud Elasticsearch cluster
>  with your actual values.
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user

The username that is used to access the self-managed
Elasticsearch cluster or Alibaba Cloud Elasticsearch cluster.

Not iceNot ice

The user and password parameters are required in
most cases. If the X-Pack plug-in is not installed on
the self-managed Elasticsearch cluster, you can leave
the two parameters empty.

The default username that is used to access the
Alibaba Cloud Elasticsearch clusters is elastic. The
default username is used in this example. You can use
a custom username. Before you use a custom
username, you must create a role for it  and grant the
required permissions to the role. For more
information, see Use the RBAC mechanism provided
by Elasticsearch X-Pack to implement access control.

password
The password that is used to access the self-managed
Elasticsearch cluster or Alibaba Cloud Elasticsearch cluster.

index

The names of the indexes whose data you want to migrate or to
which you want to migrate data. If you set this parameter to *,-
.monitoring*,-.security*,-.kibana* in the input part, the system
migrates data in indexes other than system indexes whose names
start with a period (  . ). If you set this parameter to %
{[@metadata][_index]} in the output part, the system matches the
index parameter in the metadata. This indicates that the names
of the indexes generated on the Alibaba Cloud Elasticsearch
cluster are the same as the names of the indexes on the self-
managed Elasticsearch cluster.

docinfo
If you set this parameter to true, the system extracts the
metadata of documents in the self-managed Elasticsearch
cluster, such as the index, type, and id fields.

document_type

If you set this parameter to %{[@metadata][_type]}, the system
matches the index type in the metadata. This indicates that the
type of the indexes generated on the Alibaba Cloud Elasticsearch
cluster is the same as the type of the indexes on the self-
managed Elasticsearch cluster.

document_id

If you set this parameter to %{[@metadata][_id]}, the system
matches the document IDs in the metadata. This indicates that
the IDs of the documents generated on the Alibaba Cloud
Elasticsearch cluster are the same as the IDs of the documents on
the self-managed Elasticsearch cluster.

Parameter Description
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file_extend Not iceNot ice

Parameter Description

For more information about how to configure parameters in the Config Sett ings field, see Logstash
configuration files.

6. 

7. 

View migration resultsView migration results
1. Log on to the Kibana console of the Alibaba Cloud Elast icsearch cluster.

For more information, see Log on to the Kibana console.

2. In the left-side navigation pane, click Dev T oolsDev T ools.

3. On the ConsoleConsole tab of the page that appears, run the  GET /_cat/indices?v  command to view
the indexes that store the migrated data.

FAQFAQ
Q: How do I connect the ECS instances that host  the self-managed Elast icsearch cluster to the
Alibaba Cloud Logstash cluster when the ECS instances and the Logstash cluster belong to different
accounts?

A: The ECS instances and the Logstash cluster belong to different accounts. Therefore, the ECS
instances and the Logstash cluster reside in different VPCs. In this case, you can use Cloud Enterprise
Network (CEN) to connect the ECS instances to the Logstash cluster. For more information, see Step 3:
Attach network instances.

Q: An error occurs when Logstash writes data to the dest ination. How do I do?

A: Troubleshoot the error based on the instruct ions provided in FAQ about data transfer by using
Logstash.

2.2.3. Use Logstash to migrate full or incremental2.2.3. Use Logstash to migrate full or incremental
data from a self-managed Elasticsearch clusterdata from a self-managed Elasticsearch cluster
to an Alibaba Cloud Elasticsearch clusterto an Alibaba Cloud Elasticsearch cluster
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If  you want to migrate full or incremental data from your self-managed Elast icsearch cluster to an
Alibaba Cloud Elast icsearch cluster, you can deploy a self-managed Logstash cluster on the Elast ic
Compute Service (ECS) instance that hosts the self-managed Elast icsearch cluster and use the pipeline
configuration feature of Logstash to migrate the data. The topic describes the procedure in detail.

ContextContext
The following procedure shows migrating data from a self-managed Elast icsearch cluster to an Alibaba
Cloud Elast icsearch cluster by using a self-managed Logstash cluster.

1. Deploy a self-managed Elast icsearch cluster on an ECS instance and prepare the data that you
want to migrate in the self-managed Elast icsearch cluster.

2. Create an Alibaba Cloud Elast icsearch cluster.

3. Run a Python script  on the ECS instance to migrate the metadata of indexes in the self-managed
Elast icsearch cluster.

4. Deploy a self-managed Logstash cluster on the ECS instance, and configure a pipeline in the
Logstash cluster to migrate full or incremental data from the self-managed Elast icsearch cluster to
the Alibaba Cloud Elast icsearch cluster.

PrecautionsPrecautions
In this example, the self-managed Logstash cluster is deployed on an Alibaba Cloud ECS instance.
The ECS instance must reside in the same virtual private cloud (VPC) as the Alibaba Cloud Elast icsearch
cluster. In addit ion, you must make sure that the Logstash cluster can connect to both the self-
managed Elast icsearch cluster and the Alibaba Cloud Elast icsearch cluster.

Both full migration and incremental migration are supported. If  this is the first  t ime that you migrate
data from your self-managed Elast icsearch cluster, full migration is performed. For new data that is
written to the cluster, you can perform incremental migration. Incremental migration requires that the
indexes in the source Elast icsearch cluster have a t imestamp field.

ProcedureProcedure
1. Step 1: Make preparations

2. Step 2: Migrate the metadata of indexes in the self-managed Elast icsearch cluster

3. Step 3: Migrate full data

4. Step 4: Migrate incremental data

5. Step 5: View the data migration results

Step 1: Make preparationsStep 1: Make preparations
1. Create an Alibaba Cloud Elast icsearch cluster.

For more information, see Create an Alibaba Cloud Elast icsearch cluster. The following table
describes the configurations of the Alibaba Cloud Elast icsearch cluster used in this example.

Configuration item Description

Region China (Hangzhou).

Edition and version V7.10.0 of Standard Edition.
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Specifications
Three zones and three data nodes. Specifications of a single data
node: 4 vCPUs, 16 GiB of memory, and an enhanced SSD (ESSD) with
100 GiB of storage space.

Configuration item Description

2. Create an ECS instance, which is used to deploy a self-managed Elast icsearch cluster, the self-
managed Kibana service, and a self-managed Logstash cluster.

For more information about how to create an ECS instance, see Create an instance by using the
wizard. The following table describes the configurations of the ECS instance used in this example.

Configuration item Description

Region China (Hangzhou).

Specifications 4 vCPUs and 16 GiB of memory.

Image Public image: CentOS 7.9 64-bit.

Storage System disk: an ESSD with 100 GiB of storage space.

Network

The ECS instance resides in the same VPC as the Alibaba Cloud
Elasticsearch cluster, and Assign Public IPv4 AddressAssign Public IPv4 Address  is selected
for the ECS instance. The network usage of the ECS instance is
charged based on the pay-by-traffic billing method. The peak
bandwidth is 100 Mbit/s.

Security group

An inbound rule that allows traffic on port 5601 is added to a
security group of the ECS instance. Port 5601 is the port of the
Kibana service. The IP address of your client is added as an
authorization object.

Not iceNot ice

If your client is in a home network or in a LAN of an
office, you must add the IP address of the Internet
egress rather than the IP address of the client to a
security group of the ECS instance. We recommend that
you query the IP address of the Internet egress in the IP
address library of Taobao.

You can also add 0.0.0.0/0 as an authorization object. If
you make this configuration, all public IPv4 addresses
can be used to access the ECS instance. This poses
security risks. We recommend that you do not make
this configuration in the production environment.

3. Deploy a self-managed Elast icsearch cluster on the ECS instance.

In this example, a self-managed Elast icsearch 7.6.2 cluster that has one data node is used. To
deploy the cluster on the ECS instance, perform the following steps:

Elast icsearch Best  Pract ices··Elast icsearch migrat i
on

> Document  Version: 20220614 35

https://www.alibabacloud.com/help/doc-detail/87190.htm#task-vwq-5g4-r2b
http://myip.ipip.net/?spm=a2c4g.11186623.0.0.6cbf3e06rz2T0O


i. Connect to the ECS instance.

For more information, see Connect to a Linux instance by using a password or key.

ii. Create a user account named elast ic.

useradd elastic
passwd <your_password>

iii. Switch from the root user to the elast ic user.

su -l elastic

iv. Download the Elast icsearch package and decompress the package.

wget https://artifacts.elastic.co/downloads/elasticsearch/elasticsearch-7.6.2-linux
-x86_64.tar.gz
tar -zvxf elasticsearch-7.6.2-linux-x86_64.tar.gz

v. Use the elast ic user to start  the Elast icsearch cluster.

Go to the directory in which the Elast icsearch cluster is deployed and start  the Elast icsearch
cluster.

cd elasticsearch-7.6.2
./bin/elasticsearch -d

vi. Check whether the Elast icsearch cluster runs as expected.

cd ~ 
curl localhost:9200

If  the Elast icsearch cluster runs as expected, the result  shown in the following figure is
returned. The result  contains the version number of the Elast icsearch cluster and the message
"You Know, for Search".

4. Deploy the self-managed Kibana service and prepare test  data.

In this example, the self-managed Kibana 7.6.2 service that has one data node is used. To deploy
the self-managed Kibana service, perform the following steps:

i. Connect to the ECS instance.

For more information, see Connect to a Linux instance by using a password or key.
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ii. Download the Kibana package and decompress the package.

wget https://artifacts.elastic.co/downloads/kibana/kibana-7.6.2-linux-x86_64.tar.gz
tar -zvxf kibana-7.6.2-linux-x86_64.tar.gz

iii. Modify the kibana.yml configuration file in the config/ installat ion directory of the Kibana
service. Add the  server.host: "0.0.0.0"  configuration to the configuration file to allow
access to the Kibana service from all public IP addresses.

Go to the installat ion directory of the Kibana service and modify the kibana.yml configuration
file.

cd kibana-7.6.2-linux-x86_64
vi config/kibana.yml

iv. Use the elast ic user to start  the Kibana service.

nohup ./bin/kibana &

v. Log on to the Kibana console and add the test  data.

a. Use the URL that contains the public IP address of the ECS instance to log on to the Kibana
console.

The URL is in the following format: ht t p://<Public IP address of  t he ECSht t p://<Public IP address of  t he ECS
inst ance>:5601/app/kibana# /homeinst ance>:5601/app/kibana# /home.

b. On the homepage of the Kibana console, click T ry our sample dat aT ry our sample dat a.

c. On the Sample dat aSample dat a tab, click Add dat aAdd dat a in the Sample web logs card and add the test
data.

5. Deploy a self-managed Logstash cluster on the ECS instance.

In this example, a self-managed Logstash 7.10.0 cluster that has one node is used. To deploy the
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self-managed Logstash cluster, perform the following steps:

i. Connect to the ECS instance.

For more information, see Connect to a Linux instance by using a password or key.

ii. Go back to the root directory, download the Logstash package, and then decompress the
package.

cd ~
wget https://artifacts.elastic.co/downloads/logstash/logstash-7.10.0-linux-x86_64.t
ar.gz
tar -zvxf logstash-7.10.0-linux-x86_64.tar.gz

iii. Change the JVM heap memory sett ing of the Logstash cluster.

The default  JVM heap memory size of the Logstash cluster is 1 GiB. You must specify an
appropriate heap memory size for the Logstash cluster based on the specificat ions of the ECS
instance to accelerate data migration.

Go to the installat ion directory of the Logstash cluster and modify the jvm.options
configuration file in the config/ directory. Add the -Xms8g and -Xmx8g sett ings to the
configuration file.

cd logstash-7.10.0
vi config/jvm.options

Best  Pract ices··Elast icsearch migrat i
on

Elast icsearch

38 > Document  Version: 20220614

https://www.alibabacloud.com/help/doc-detail/147650.htm#task-2367667


iv. Change the number of data records that can be written by the Logstash cluster at  a t ime.

Enable the Logstash cluster to write 5 to 15 MiB of data records at  a t ime. This can accelerate
data migration.

Modify the pipelines.yml pipeline configuration file in the config/ directory. Change the value
of the pipeline.batch.size parameter in the configuration file from 125 to 5000. The
pipeline.batch.size parameter specifies the number of data records that can be written by the
Logstash cluster at  a t ime.

vi config/pipelines.yml

v. Check whether the Logstash cluster runs as expected.

a. Run the following command in the command-line tool of the host  of the ECS instance to
collect  the input and output data:

bin/logstash -e 'input { stdin { } } output { stdout {} }'
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b. Enter "Hello world!" in the command-line tool as the input.

If  the Logstash cluster runs as expected, "Hello world!" is returned as the output.

Step 2: Migrate the metadata of indexes in the self-managedStep 2: Migrate the metadata of indexes in the self-managed
Elasticsearch clusterElasticsearch cluster
If  you enable the Auto Indexing feature for the Alibaba Cloud Elast icsearch cluster, when you migrate
data, the system automatically creates indexes in the cluster. However, these indexes may be different
from the indexes that you want to migrate from the self-managed Elast icsearch cluster. As a result , the
formats of data in the Alibaba Cloud Elast icsearch cluster may be different from those of data in the
self-managed Elast icsearch cluster. We recommend that you manually create indexes in the Alibaba
Cloud Elast icsearch cluster before data migration. This ensures that data in the Alibaba Cloud
Elast icsearch cluster is the same as the data in the self-managed Elast icsearch cluster.

You can use Python scripts to create indexes in the Alibaba Cloud Elast icsearch cluster. To create an
index, perform the following steps:

1. Connect to the ECS instance.

For more information, see Connect to a Linux instance by using a password or key.

2. Create and open a Python script  f ile. In this example, a Python script  f ile named indiceCreate.py is
created.

vi indiceCreate.py

3. Modify the Python script  f ile. Copy the following code to the Python script  f ile. You must change
the hosts, usernames, and passwords of the source and dest ination Elast icsearch clusters in the
following code based on your business requirements.

#!/usr/bin/python
# -*- coding: UTF-8 -*-
# File name: indiceCreate.py
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import sys
import base64
import time
import httplib
import json
## Specify the host of the source Elasticsearch cluster. 
oldClusterHost = "localhost:9200"
## Specify the username of the source Elasticsearch cluster. This parameter can be left
empty. 
oldClusterUserName = "elastic"
## Specify the password of the source Elasticsearch cluster. This parameter can be left
empty. 
oldClusterPassword = "xxxxxx"
## Specify the host of the destination Elasticsearch cluster. You can obtain the host o
n the Basic Information page of the destination Elasticsearch cluster. 
newClusterHost = "es-cn-zvp2m4bko0009****.elasticsearch.aliyuncs.com:9200"
## Specify the username of the destination Elasticsearch cluster. 
newClusterUser = "elastic"
## Specify the password of the destination Elasticsearch cluster. 
newClusterPassword = "xxxxxx"
DEFAULT_REPLICAS = 0
def httpRequest(method, host, endpoint, params="", username="", password=""):
    conn = httplib.HTTPConnection(host)
    headers = {}
    if (username != "") :
        'Hello {name}, your age is {age} !'.format(name = 'Tom', age = '20')
        base64string = base64.encodestring('{username}:{password}'.format(username = us
ername, password = password)).replace('\n', '')
        headers["Authorization"] = "Basic %s" % base64string;
    if "GET" == method:
        headers["Content-Type"] = "application/x-www-form-urlencoded"
        conn.request(method=method, url=endpoint, headers=headers)
    else :
        headers["Content-Type"] = "application/json"
        conn.request(method=method, url=endpoint, body=params, headers=headers)
    response = conn.getresponse()
    res = response.read()
    return res
def httpGet(host, endpoint, username="", password=""):
    return httpRequest("GET", host, endpoint, "", username, password)
def httpPost(host, endpoint, params, username="", password=""):
    return httpRequest("POST", host, endpoint, params, username, password)
def httpPut(host, endpoint, params, username="", password=""):
    return httpRequest("PUT", host, endpoint, params, username, password)
def getIndices(host, username="", password=""):
    endpoint = "/_cat/indices"
    indicesResult = httpGet(oldClusterHost, endpoint, oldClusterUserName, oldClusterPas
sword)
    indicesList = indicesResult.split("\n")
    indexList = []
    for indices in indicesList:
        if (indices.find("open") > 0):
            indexList.append(indices.split()[2])
    return indexList
def getSettings(index, host, username="", password=""):
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def getSettings(index, host, username="", password=""):
    endpoint = "/" + index + "/_settings"
    indexSettings = httpGet(host, endpoint, username, password)
    print (index + "  Original settings: \n" + indexSettings)
    settingsDict = json.loads(indexSettings)
    ## By default, the number of primary shards is the same as that for the indexes in 
the source Elasticsearch cluster. 
    number_of_shards = settingsDict[index]["settings"]["index"]["number_of_shards"]
    ## The default number of replica shards is 0. 
    number_of_replicas = DEFAULT_REPLICAS
    newSetting = "\"settings\": {\"number_of_shards\": %s, \"number_of_replicas\": %s}"
% (number_of_shards, number_of_replicas)
    return newSetting
def getMapping(index, host, username="", password=""):
    endpoint = "/" + index + "/_mapping"
    indexMapping = httpGet(host, endpoint, username, password)
    print (index + " Original mappings: \n" + indexMapping)
    mappingDict = json.loads(indexMapping)
    mappings = json.dumps(mappingDict[index]["mappings"])
    newMapping = "\"mappings\" : " + mappings
    return newMapping
def createIndexStatement(oldIndexName):
    settingStr = getSettings(oldIndexName, oldClusterHost, oldClusterUserName, oldClust
erPassword)
    mappingStr = getMapping(oldIndexName, oldClusterHost, oldClusterUserName, oldCluste
rPassword)
    createstatement = "{\n" + str(settingStr) + ",\n" + str(mappingStr) + "\n}"
    return createstatement
def createIndex(oldIndexName, newIndexName=""):
    if (newIndexName == "") :
        newIndexName = oldIndexName
    createstatement = createIndexStatement(oldIndexName)
    print ("New index " + newIndexName + " Index settings and mappings: \n" + createsta
tement)
    endpoint = "/" + newIndexName
    createResult = httpPut(newClusterHost, endpoint, createstatement, newClusterUser, n
ewClusterPassword)
    print ("New index " + newIndexName + " Creation result: " + createResult)
## main
indexList = getIndices(oldClusterHost, oldClusterUserName, oldClusterPassword)
systemIndex = []
for index in indexList:
    if (index.startswith(".")):
        systemIndex.append(index)
    else :
        createIndex(index, index)
if (len(systemIndex) > 0) :
    for index in systemIndex:
        print (index + " It may be a system index and will not be recreated. You can ma
nually recreate the index based on your business requirements.")

4. Run the Python script  to create an index in the Alibaba Cloud Elast icsearch cluster.

/usr/bin/python indiceCreate.py
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5. Log on to the Kibana console of the Alibaba Cloud Elast icsearch cluster and view the created
index. Fore more information about how to log on to the Kibana console, see Log on to the Kibana
console.

GET /_cat/indices?v

Step 3: Migrate full dataStep 3: Migrate full data
1. Connect to the ECS instance.

For more information, see Connect to a Linux instance by using a password or key.

2. Create a pipeline configuration file for the Logstash cluster and open the configuration file in the
config directory.

cd logstash-7.10.0/config
vi es2es_all.conf

3. Modify the configuration file by referring to the following code:
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input{
    elasticsearch{
        # Specify the host of the source Elasticsearch cluster. 
        hosts =>  ["http://localhost:9200"]
        # Specify the username and password of the source Elasticsearch cluster. 
        user => "xxxxxx"
        password => "xxxxxx"
        # Specify the names of the indexes that you want to migrate. Separate the names
with commas (,). 
        index => "kibana_sample_data_*"
        # Retain the following default settings. The settings are related to the number
of threads used for data migration, the size of data that needs to be migrated, and the
JVM heap memory size of the Logstash cluster. 
        docinfo=>true
        slices => 5
        size => 5000
    }
}
filter {
  # Remove some fields that are added by Logstash. 
  mutate {
    remove_field => ["@timestamp", "@version"]
  }
}
output{
    elasticsearch{
        # Specify the host of the destination Elasticsearch cluster. You can obtain the
host on the Basic Information page of the destination Elasticsearch cluster. 
        hosts => ["http://es-cn-zvp2m4bko0009****.elasticsearch.aliyuncs.com:9200"]
        # Specify the username and password of the destination Elasticsearch cluster. 
        user => "elastic"
        password => "xxxxxx"
        # Specify the names of the indexes in the destination Elasticsearch cluster. Th
e following setting indicates that the names of the indexes in the destination Elastics
earch cluster are the same as those of the indexes in the source Elasticsearch cluster.

        index => "%{[@metadata][_index]}"
        # Specify the types of the indexes in the destination Elasticsearch cluster. Th
e following setting indicates that the types of the indexes in the destination Elastics
earch cluster are the same as those of the indexes in the source Elasticsearch cluster.

        document_type => "%{[@metadata][_type]}"
        # Specify the IDs of the documents in the destination Elasticsearch cluster. If
you do not want to retain the IDs of the source documents in the destination Elasticsea
rch cluster, you can delete the setting in the following row. This provides better perf
ormance. 
        document_id => "%{[@metadata][_id]}"
        ilm_enabled => false
        manage_template => false
    }
}
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Not e Not e To ensure the accuracy of data migration, we recommend that you create mult iple
Logstash pipelines and use each pipeline to migrate part  of the data.

4. Start  the Logstash cluster to migrate full data.

cd ../
nohup bin/logstash -f config/es2es_all.conf >/dev/null 2>&1 &

Step 4: Migrate incremental dataStep 4: Migrate incremental data
1. Connect to the ECS instance, create a pipeline configuration file for the Logstash cluster, and then

open the configuration file in the config directory.

cd config
vi es2es_kibana_sample_data_logs.conf

2. Modify the configuration file by referring to the following code:

Add the schedule parameter to the input part  in the pipeline configuration file to enable the
Logstash cluster to migrate incremental data. Sample code:

input{
    elasticsearch{
        # Specify the host of the source Elasticsearch cluster. 
        hosts =>  ["http://localhost:9200"]
        # Specify the username and password of the source Elasticsearch cluster. 
        user => "xxxxxx"
        password => "xxxxxx"
        # Specify the names of the indexes that you want to migrate. Separate the names
with commas (,). 
        index => "kibana_sample_data_logs"
        # Specify the time range in which you want to query incremental data. The follo
wing setting indicates that incremental data over the last 5 minutes is queried. 
        query => '{"query":{"range":{"@timestamp":{"gte":"now-5m","lte":"now/m"}}}}'
        # Specify the interval at which incremental data is collected. The following se
tting indicates that incremental data is collected every minute. 
        schedule => "* * * * *"
        scroll => "5m"
        docinfo=>true
        size => 5000
    }
}
filter {
  # Remove some fields that are added by Logstash.
  mutate {
    remove_field => ["@timestamp", "@version"]
  }
}
output{
    elasticsearch{
        # Specify the host of the destination Elasticsearch cluster. You can obtain the
host on the Basic Information page of the destination Elasticsearch cluster. 
        hosts => ["http://es-cn-zvp2m4bko0009****.elasticsearch.aliyuncs.com:9200"]
        # Specify the username and password of the destination Elasticsearch cluster.
        user => "elastic"
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        user => "elastic"
        password => "xxxxxx"
        # Specify the names of the indexes in the destination Elasticsearch cluster. Th
e following setting indicates that the names of the indexes in the destination Elastics
earch cluster are the same as those of the indexes in the source Elasticsearch cluster.

        index => "%{[@metadata][_index]}"
        # Specify the types of the indexes in the destination Elasticsearch cluster. Th
e following setting indicates that the types of the indexes in the destination Elastics
earch cluster are the same as those of the indexes in the source Elasticsearch cluster.

        document_type => "%{[@metadata][_type]}"
        # Specify the IDs of the documents in the destination Elasticsearch cluster. If
you do not want to retain the IDs of the source documents in the destination Elasticsea
rch cluster, you can delete the setting in the following row. This provides better perf
ormance. 
        document_id => "%{[@metadata][_id]}"
        ilm_enabled => false
        manage_template => false
    }
}

3. Start  the Logstash cluster to migrate incremental data.

nohup bin/logstash -f config/es2es_kibana_sample_data_logs.conf >/dev/null 2>&1 &

4. In the Kibana console of the Alibaba Cloud Elast icsearch cluster, query data records that are most
recently updated to check whether incremental data is migrated.

In this example, the data records that are updated over the last  5 minutes in the
kibana_sample_data_logs index are queried.

GET kibana_sample_data_logs/_search
{
  "query": {
    "range": {
      "@timestamp": {
        "gte": "now-5m",
        "lte": "now/m"
      }
    }
  },
  "sort": [
    {
      "@timestamp": {
        "order": "desc"
      }
    }
  ]
}
                        

Step 5: View the data migration resultsStep 5: View the data migration results
1. Check whether the full data is migrated.
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i. Query information about indexes, the number of data records, and the volume of data stored
in the self-managed Elast icsearch cluster.

GET _cat/indices?v

The following result  is returned.

ii. Query information about indexes, the number of data records, and the volume of data stored
in the Alibaba Cloud Elast icsearch cluster after the data migration.

If  the full data is migrated, the number of returned data records is the same as the number of
data records in the self-managed Elast icsearch cluster.

2. Check whether the incremental data is migrated.

Query the data records that are most recently updated in the self-managed Elast icsearch cluster.

GET kibana_sample_data_logs/_search
{
  "query": {
    "range": {
      "@timestamp": {
        "gte": "now-5m",
        "lte": "now/m"
      }
    }
  },
  "sort": [
    {
      "@timestamp": {
        "order": "desc"
      }
    }
  ]
}
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The following result  is returned.

Run the same command to query the data records that are most recently updated in the Alibaba
Cloud Elast icsearch cluster. If  the incremental data is migrated, the data records that are most
recently updated in the Alibaba Cloud Elast icsearch cluster are the same as those in the self-
managed Elast icsearch cluster.

This topic describes how to use the reindex API to migrate data from a self-managed Elast icsearch
cluster that runs on Elast ic Compute Service (ECS) instances to an Alibaba Cloud Elast icsearch cluster.
Related operations include index creation and data migration.

Background informationBackground information
You can use the reindex API to migrate data only to single-zone Alibaba Cloud Elast icsearch clusters. If
you want to migrate data to a mult i-zone Alibaba Cloud Elast icsearch cluster, we recommend that you
use one of the following methods:

If the self-managed Elast icsearch cluster stores large volumes of data, use snapshots stored in
Object  Storage Service (OSS). For more information, see Use OSS to migrate data from a user-created
Elast icsearch cluster to an Alibaba Cloud Elast icsearch cluster.

If  you want to filter source data, use Logstash. For more information, see Use Alibaba Cloud Logstash
to migrate data from a self-managed Elast icsearch cluster to an Alibaba Cloud Elast icsearch cluster.

PrerequisitesPrerequisites
A single-zone Alibaba Cloud Elast icsearch cluster is created.

2.2.4. Use the reindex API to migrate data from a2.2.4. Use the reindex API to migrate data from a
self-managed Elasticsearch cluster to an Alibabaself-managed Elasticsearch cluster to an Alibaba
Cloud Elasticsearch clusterCloud Elasticsearch cluster
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For more information, see Create an Alibaba Cloud Elasticsearch cluster.

A self-managed Elast icsearch cluster and the data to be migrated are prepared.

We recommend that you use a self-managed Elast icsearch cluster deployed on Alibaba Cloud ECS
instances. For more information about how to deploy a self-managed Elast icsearch cluster, see
Installing and Running Elast icsearch. The self-managed Elast icsearch cluster must meet the following
requirements:

The ECS instances that host  the self-managed Elast icsearch cluster are deployed in the same
virtual private cloud (VPC) as the Alibaba Cloud Elast icsearch cluster. You cannot use an ECS
instance that is connected to a VPC over a ClassicLink.

The IP addresses of nodes in the Alibaba Cloud Elast icsearch cluster are added to the security
groups of the ECS instances that host  the self-managed Elast icsearch cluster. You can query the IP
addresses of the nodes in the Kibana console of the Alibaba Cloud Elast icsearch cluster. In
addit ion, port  9200 is enabled.

The self-managed Elast icsearch cluster is connected to the Alibaba Cloud Elast icsearch cluster.
You can test  the connectivity by running the  curl -XGET http://<host>:9200  command on the
server where you run scripts.

Not e Not e You can run all scripts provided in this topic on a server that can be connected to
both the self-managed Elast icsearch cluster and Alibaba Cloud Elast icsearch cluster over port
9200.

LimitsLimits
The network architecture of Alibaba Cloud Elast icsearch was adjusted in October 2020. Alibaba Cloud
Elast icsearch clusters created before October 2020 are deployed in the original network architecture.
Alibaba Cloud Elast icsearch cluster created in October 2020 or later are deployed in the new network
architecture. Due to the adjustment of the network architecture, you cannot use the reindex API to
migrate data between clusters in some scenarios. The following table describes the scenarios and
provides data migration solut ions in these scenarios.

Scenario Network architecture
Support for
the reindex API

Solution

Migrate data
between
Alibaba Cloud
Elasticsearch
clusters

Both clusters are deployed in the
original network architecture.

Yes
For more information, see Use
the reindex API to migrate data.

Both clusters are deployed in the
new network architecture.

No

Use OSS or Logstash to migrate
data between the clusters. For
more information, see Use OSS
to migrate data from a user-
created Elasticsearch cluster to
an Alibaba Cloud Elasticsearch
cluster and Use Alibaba Cloud
Logstash to migrate data from a
self-managed Elasticsearch
cluster to an Alibaba Cloud
Elasticsearch cluster.

One is deployed in the original
network architecture, and the
other is deployed in the new
network architecture.

No
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Migrate data
from a self-
managed
Elasticsearch
cluster that
runs on ECS
instances to
an Alibaba
Cloud
Elasticsearch
cluster

The Alibaba Cloud Elasticsearch
cluster is deployed in the original
network architecture.

Yes

For more information, see Use
the reindex API to migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster.

The Alibaba Cloud Elasticsearch
cluster is deployed in the new
network architecture.

Yes

Use the PrivateLink service to
establish a private connection
between the VPC where the
Alibaba Cloud Elasticsearch
cluster resides and the VPC
where the self-managed
Elasticsearch cluster resides.
Then, use the domain name of
the endpoint you obtained and
the reindex API to migrate data
between the clusters. For more
information, see Migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster deployed in the new
network architecture.

Not e Not e Only some
regions support PrivateLink.
For more information, see
Regions and zones that
support PrivateLink. If the
zone where your Alibaba
Cloud Elasticsearch cluster
resides does not support
PrivateLink, you cannot use
the reindex API to migrate
data between the clusters.

Scenario Network architecture
Support for
the reindex API

Solution

PrecautionsPrecautions

Alibaba Cloud Elast icsearch clusters deployed in the new network architecture reside in the VPC
within the service account of Alibaba Cloud Elast icsearch. These clusters cannot access resources in
other network environments. Alibaba Cloud Elast icsearch clusters deployed in the original network
architecture reside in VPCs that are created by users. These clusters can access resources in other
network environments.

To ensure data consistency and normal data read, we recommend that you do not write data to the
self-managed Elast icsearch cluster during the migration. After the migration, you can read data from
and write data to the Alibaba Cloud Elast icsearch cluster. If  you want to write data to the self-
managed Elast icsearch cluster during the migration, we recommend that you configure loop
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execution for the reindex operation to shorten the t ime during which write operations are
suspended. For more information, see the method used to migrate a large volume of data (without
delet ions and with update t ime) in Step 4: Migrate data.

If  you connect to the self-managed Elast icsearch cluster or the Alibaba Cloud Elast icsearch cluster by
using its domain name, do not include path in the URL, such as  http://host:port/path .

ProcedureProcedure
1. Step 1: (Optional) Obtain the domain name of an endpoint

2. Step 2: Create dest ination indexes

3. Step 3: Configure a remote reindex whitelist  for the Alibaba Cloud Elast icsearch cluster

4. Step 4: Migrate data

Step 1: (Optional) Obtain the domain name of an endpointStep 1: (Optional) Obtain the domain name of an endpoint
Alibaba Cloud Elast icsearch clusters created in October 2020 or later are deployed in the new network
architecture. These clusters reside in the VPC within the service account of Alibaba Cloud Elast icsearch.
If  your Alibaba Cloud Elast icsearch cluster is deployed in the new network architecture, you need to use
the PrivateLink service to establish a private connection between the VPC and your VPC. Then, obtain the
domain name of the related endpoint  for future use. To obtain the domain name, perform the
following steps:

1. Create a Classic Load Balancer (CLB) instance that supports the PrivateLink service and resides in the
same VPC as the Alibaba Cloud Elast icsearch cluster. For more information, see Step 1: Create a CLB
instance that supports PrivateLink.

2. Configure the CLB instance. For more information, see Step 2: Configure the CLB instance. You must
add all ECS instances that host  the self-managed Elast icsearch cluster to the CLB instance as
backend servers and specify port  9200 as the listening port.

3. Create an endpoint  service. For more information, see Step 3: Create an endpoint service.

4. Obtain the domain name of the endpoint  that is used to access the endpoint  service. For more
information, see View the domain name of an endpoint.

Record the obtained domain name, which is required in Step 3: Configure a remote reindex whitelist
for the Alibaba Cloud Elast icsearch cluster.

Step 2: Create destination indexesStep 2: Create destination indexes
Create dest ination indexes on the Alibaba Cloud Elast icsearch cluster based on the index sett ings of
the self-managed Elast icsearch cluster. You can also enable the Auto Indexing feature for the Alibaba
Cloud Elast icsearch cluster. However, we recommend that you do not use this feature.

The following sample code is a Python script  that is used to create mult iple indexes on the Alibaba
Cloud Elast icsearch cluster at  a t ime. By default , no replica shards are configured for these indexes.

#!/usr/bin/python
# -*- coding: UTF-8 -*-
# File name: indiceCreate.py
import sys
import base64
import time
import httplib
import json
## Specify the host of the self-managed Elasticsearch cluster. 
oldClusterHost = "old-cluster.com"
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oldClusterHost = "old-cluster.com"
## Specify the username of the self-managed Elasticsearch cluster. The field can be empty. 
oldClusterUserName = "old-username"
## Specify the password of the self-managed Elasticsearch cluster. The field can be empty. 
oldClusterPassword = "old-password"
## Specify the host of the Alibaba Cloud Elasticsearch cluster. You can obtain the informat
ion from the Basic Information page of the Alibaba Cloud Elasticsearch cluster in the Aliba
ba Cloud Elasticsearch console. 
newClusterHost = "new-cluster.com"
## Specify the username of the Alibaba Cloud Elasticsearch cluster. 
newClusterUser = "elastic"
## Specify the password of the Alibaba Cloud Elasticsearch cluster. 
newClusterPassword = "new-password"
DEFAULT_REPLICAS = 0
def httpRequest(method, host, endpoint, params="", username="", password=""):
    conn = httplib.HTTPConnection(host)
    headers = {}
    if (username != "") :
        'Hello {name}, your age is {age} !'.format(name = 'Tom', age = '20')
        base64string = base64.encodestring('{username}:{password}'.format(username = userna
me, password = password)).replace('\n', '')
        headers["Authorization"] = "Basic %s" % base64string;
    if "GET" == method:
        headers["Content-Type"] = "application/x-www-form-urlencoded"
        conn.request(method=method, url=endpoint, headers=headers)
    else :
        headers["Content-Type"] = "application/json"
        conn.request(method=method, url=endpoint, body=params, headers=headers)
    response = conn.getresponse()
    res = response.read()
    return res
def httpGet(host, endpoint, username="", password=""):
    return httpRequest("GET", host, endpoint, "", username, password)
def httpPost(host, endpoint, params, username="", password=""):
    return httpRequest("POST", host, endpoint, params, username, password)
def httpPut(host, endpoint, params, username="", password=""):
    return httpRequest("PUT", host, endpoint, params, username, password)
def getIndices(host, username="", password=""):
    endpoint = "/_cat/indices"
    indicesResult = httpGet(oldClusterHost, endpoint, oldClusterUserName, oldClusterPasswor
d)
    indicesList = indicesResult.split("\n")
    indexList = []
    for indices in indicesList:
        if (indices.find("open") > 0):
            indexList.append(indices.split()[2])
    return indexList
def getSettings(index, host, username="", password=""):
    endpoint = "/" + index + "/_settings"
    indexSettings = httpGet(host, endpoint, username, password)
    print index + "  Original settings: \n" + indexSettings
    settingsDict = json.loads(indexSettings)
    ## By default, the number of primary shards is the same as that for the indexes on the 
self-managed Elasticsearch cluster. 
    number_of_shards = settingsDict[index]["settings"]["index"]["number_of_shards"]
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    number_of_shards = settingsDict[index]["settings"]["index"]["number_of_shards"]
    ## The default number of replica shards is 0. 
    number_of_replicas = DEFAULT_REPLICAS
    newSetting = "\"settings\": {\"number_of_shards\": %s, \"number_of_replicas\": %s}" % (
number_of_shards, number_of_replicas)
    return newSetting
def getMapping(index, host, username="", password=""):
    endpoint = "/" + index + "/_mapping"
    indexMapping = httpGet(host, endpoint, username, password)
    print index + " Original mappings: \n" + indexMapping
    mappingDict = json.loads(indexMapping)
    mappings = json.dumps(mappingDict[index]["mappings"])
    newMapping = "\"mappings\" : " + mappings
    return newMapping
def createIndexStatement(oldIndexName):
    settingStr = getSettings(oldIndexName, oldClusterHost, oldClusterUserName, oldClusterPa
ssword)
    mappingStr = getMapping(oldIndexName, oldClusterHost, oldClusterUserName, oldClusterPas
sword)
    createstatement = "{\n" + str(settingStr) + ",\n" + str(mappingStr) + "\n}"
    return createstatement
def createIndex(oldIndexName, newIndexName=""):
    if (newIndexName == "") :
        newIndexName = oldIndexName
    createstatement = createIndexStatement(oldIndexName)
    print "New index " + newIndexName + " Index settings and mappings: \n" + createstatemen
t
    endpoint = "/" + newIndexName
    createResult = httpPut(newClusterHost, endpoint, createstatement, newClusterUser, newCl
usterPassword)
    print "New index " + newIndexName + " Creation result: " + createResult
## main
indexList = getIndices(oldClusterHost, oldClusterUserName, oldClusterPassword)
systemIndex = []
for index in indexList:
    if (index.startswith(".")):
        systemIndex.append(index)
    else :
        createIndex(index, index)
if (len(systemIndex) > 0) :
    for index in systemIndex:
        print index + " It may be a system index and will not be recreated. You can manuall
y recreate the index based on your business requirements."

Step 3: Configure a remote reindex whitelist  for the Alibaba CloudStep 3: Configure a remote reindex whitelist  for the Alibaba Cloud
Elasticsearch clusterElasticsearch cluster

1. 

2. 

3. 

4. In the left-side navigation pane of the page that appears, choose Conf igurat ion andConf igurat ion and
ManagementManagement  >  > Clust er Conf igurat ionClust er Conf igurat ion.
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5. On the page that appears, click Modif y Conf igurat ionModif y Conf igurat ion on the right side of YML Conf igurat ionYML Conf igurat ion.

6. In the Ot her Conf igurat ionsOt her Conf igurat ions field of the YML File Conf igurat ionYML File Conf igurat ion panel, configure a remote
reindex whitelist .

The following code provides a configuration example:

reindex.remote.whitelist: ["10.0.xx.xx:9200","10.0.xx.xx:9200","10.0.xx.xx:9200","10.15
.xx.xx:9200","10.15.xx.xx:9200","10.15.xx.xx:9200"]

The reindex.remote.whitelist  parameter is used to configure a remote reindex whitelist . When you
configure the whitelist , you must add the IP addresses of the hosts in the self-managed
Elast icsearch cluster to the whitelist . The configuration rules vary based on the network
architecture in which the Alibaba Cloud Elast icsearch cluster is deployed.

If  the Alibaba Cloud Elast icsearch cluster is deployed in the original network architecture, you
must configure this parameter in the format of Host:Port  number. Separate mult iple
configurations with commas (,), such as
otherhost:9200,another:9200,127.0.10.**:9200,localhost:**. Protocols cannot be identified.

If  the Alibaba Cloud Elast icsearch cluster is deployed in the new network architecture, you must
configure this parameter in the format of Domain name of the related endpoint:Port  number,
such as ep-bp1hfkx7coy8lvu4****-cn-hangzhou-i.epsrv-bp1zczi0fgoc5qtv****.cn-
hangzhou.privatelink.aliyuncs.com:9200. You can obtain the domain name of the related
endpoint  based on the instruct ions in Step 1: (Optional) Obtain the domain name of an
endpoint. For more information, see View the domain name of an endpoint.

Not e Not e For more information about other parameters, see Configure the YML file.

7. 

Step 4: Migrate dataStep 4: Migrate data
This sect ion describes how to migrate data to an Alibaba Cloud Elast icsearch cluster deployed in the
original network architecture. You can use one of the following methods to migrate data. Select  a
method based on the volume of data that you want to migrate and your business requirements.

Migrate a small volume of dataMigrate a small volume of data
Run the following script:
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#!/bin/bash
# file:reindex.sh
indexName="The name of the index"
newClusterUser="The username of the Alibaba Cloud Elasticsearch cluster"
newClusterPass="The password of the Alibaba Cloud Elasticsearch cluster"
newClusterHost="The host of the Alibaba Cloud Elasticsearch cluster"
oldClusterUser="The username of the self-managed Elasticsearch cluster"
oldClusterPass="The password of the self-managed Elasticsearch cluster"
# You must configure the host of the self-managed Elasticsearch cluster in the format of [s
cheme]://[host]:[port]. Example: http://10.37.*.*:9200. 
oldClusterHost="The host of the self-managed Elasticsearch cluster"
curl -u ${newClusterUser}:${newClusterPass} -XPOST "http://${newClusterHost}/_reindex?prett
y" -H "Content-Type: application/json" -d'{
    "source": {
        "remote": {
            "host": "'${oldClusterHost}'",
            "username": "'${oldClusterUser}'",
            "password": "'${oldClusterPass}'"
        },
        "index": "'${indexName}'",
        "query": {
            "match_all": {}
        }
    },
    "dest": {
       "index": "'${indexName}'"
    }
}'

Migrate a large volume of data (without deletions and with updateMigrate a large volume of data (without deletions and with update
time)time)
To migrate a large volume of data without delet ions, you can perform a rolling update to shorten the
time during which write operations are suspended. The rolling update requires that your data schema
has a t ime-series attribute that indicates the update t ime. You can stop writ ing data to the self-
managed Elast icsearch cluster after data is migrated. Then, use the reindex API to perform a rolling
update to synchronize the data that is updated during the migration. After the rolling update is
complete, you can read data from and write data to the Alibaba Cloud Elast icsearch cluster.

#!/bin/bash
# file: circleReindex.sh
# CONTROLLING STARTUP:
# This is a script that uses the reindex API to remotely reindex data. Requirements:
# 1. Indexes are created on the Alibaba Cloud Elasticsearch cluster, or the Auto Indexing a
nd dynamic mapping features are enabled for the cluster. 
# 2. A remote reindex whitelist is configured for the Alibaba Cloud Elasticsearch cluster i
n the YML File Configuration panel of the Alibaba Cloud Elasticsearch console. For example,
the following information is specified in the Other Configurations field: reindex.remote.wh
itelist: 172.16.**.**:9200. 
# 3. The host is configured in the format of [scheme]://[host]:[port]. 
USAGE="Usage: sh circleReindex.sh <count>
       count: the number of reindex operations that you can perform. A negative number indi
cates loop execution.
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cates loop execution.
Example:
        sh circleReindex.sh 1
        sh circleReindex.sh 5
        sh circleReindex.sh -1"
indexName="The name of the index"
newClusterUser="The username of the Alibaba Cloud Elasticsearch cluster"
newClusterPass="The password of the Alibaba Cloud Elasticsearch cluster"
oldClusterUser="The username of the self-managed Elasticsearch cluster"
oldClusterPass="The password of the self-managed Elasticsearch cluster"
## http://myescluster.com
newClusterHost="The host of the Alibaba Cloud Elasticsearch cluster"
# You must configure the host of the self-managed Elasticsearch cluster in the format of [s
cheme]://[host]:[port]. Example: http://10.37.*.*:9200. 
oldClusterHost="The host of the self-managed Elasticsearch cluster"
timeField="The update time of data"
reindexTimes=0
lastTimestamp=0
curTimestamp=`date +%s`
hasError=false
function reIndexOP() {
    reindexTimes=$[${reindexTimes} + 1]
    curTimestamp=`date +%s`
    ret=`curl -u ${newClusterUser}:${newClusterPass} -XPOST "${newClusterHost}/_reindex?pre
tty" -H "Content-Type: application/json" -d '{
        "source": {
            "remote": {
                "host": "'${oldClusterHost}'",
                "username": "'${oldClusterUser}'",
                "password": "'${oldClusterPass}'"
            },
            "index": "'${indexName}'",
            "query": {
                "range" : {
                    "'${timeField}'" : {
                        "gte" : '${lastTimestamp}',
                        "lt" : '${curTimestamp}'
                    }
                }
            }
        },
        "dest": {
            "index": "'${indexName}'"
        }
    }'`
    lastTimestamp=${curTimestamp}
    echo "${reindexTimes} reindex operations are performed. The last reindex operation is c
omplete at ${lastTimestamp}. Result: ${ret}."
    if [[ ${ret} == *error* ]]; then
        hasError=true
        echo "An unknown error occurred when you perform this operation. All subsequent ope
rations are suspended."
    fi
}
function start() {
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    ## A negative number indicates loop execution.
    if [[ $1 -lt 0 ]]; then
        while :
        do
            reIndexOP
        done
    elif [[ $1 -gt 0 ]]; then
        k=0
        while [[ k -lt $1 ]] && [[ ${hasError} == false ]]; do
            reIndexOP
            let ++k
        done
    fi
}
## main 
if [ $# -lt 1 ]; then
    echo "$USAGE"
    exit 1
fi
echo "Start the reindex operation for the ${indexName} index."
start $1
echo "${reindexTimes} reindex operations are performed."

Migrate a large volume of data (without deletions and update t ime)Migrate a large volume of data (without deletions and update t ime)
You can migrate a large volume of data if  no update t ime is defined in the index mappings of the self-
managed Elast icsearch cluster. However, you must add an update t ime field to the index mappings.
After the field is added, you can migrate exist ing data. Then, perform a rolling update that is described
in the second data migration method to migrate incremental data.
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#!/bin/bash
# file:miss.sh
indexName="The name of the index"
newClusterUser="The username of the Alibaba Cloud Elasticsearch cluster"
newClusterPass="The password of the Alibaba Cloud Elasticsearch cluster"
newClusterHost="The host of the Alibaba Cloud Elasticsearch cluster"
oldClusterUser="The username of the self-managed Elasticsearch cluster"
oldClusterPass="The password of the self-managed Elasticsearch cluster"
# You must configure the host of the self-managed Elasticsearch cluster in the format of [s
cheme]://[host]:[port]. Example: http://10.37.*.*:9200.
oldClusterHost="The host of the self-managed Elasticsearch cluster"
timeField="updatetime"
curl -u ${newClusterUser}:${newClusterPass} -XPOST "http://${newClusterHost}/_reindex?prett
y" -H "Content-Type: application/json" -d '{
    "source": {
        "remote": {
            "host": "'${oldClusterHost}'",
            "username": "'${oldClusterUser}'",
            "password": "'${oldClusterPass}'"
        },
        "index": "'${indexName}'",
        "query": {
            "bool": {
                "must_not": {
                    "exists": {
                        "field": "'${timeField}'"
                    }
                }
            }
        }
    },
    "dest": {
       "index": "'${indexName}'"
    }
}'

FAQFAQ
Problem: When I run the curlcurl command, the system displays  {"error":"Content-Type header [appli
cation/x-www-form-urlencoded] is not supported","status":406} . What do I do?

Solution: Add  -H "Content-Type: application/json"  to the curlcurl command and try again.
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  // Obtain all the indexes on the self-managed Elasticsearch cluster. If you do not have
the required permissions, remove the "-u user:pass" parameter. Replace oldClusterHost wit
h the information about the host of the self-managed Elasticsearch cluster. 
  curl -u user:pass -XGET http://oldClusterHost/_cat/indices | awk '{print $3}'
  // Obtain the settings and mappings of the index that you want to migrate for the speci
fied user based on the returned indexes. Replace indexName with the index name that you w
ant to query. 
  curl -u user:pass -XGET http://oldClusterHost/indexName/_settings,_mapping?pretty=true
  // Create an index on the Alibaba Cloud Elasticsearch cluster based on the settings and
mappings that you obtained. You can set the number of replica shards to 0 to accelerate d
ata migration, and change the number to 1 after data is migrated. 
  // Replace newClusterHost with the host information of the Alibaba Cloud Elasticsearch 
cluster, testindex with the name of the index that you have created, and testtype with th
e type of the index. 
  curl -u user:pass -XPUT http://<newClusterHost>/<testindex> -d '{
    "testindex" : {
        "settings" : {
            "number_of_shards" : "5", // Specify the number of primary shards for the ind
ex on the self-managed Elasticsearch cluster, such as 5. 
            "number_of_replicas" : "0" // Set the number of replica shards to 0. 
          }
        },
        "mappings" : { // Specify the mappings of the index on the self-managed Elasticse
arch cluster. Example: 
            "testtype" : {
                "properties" : {
                    "uid" : {
                        "type" : "long"
                    },
                    "name" : {
                        "type" : "text"
                    },
                    "create_time" : {
                      "type" : "long"
                    }
                }
           }
       }
   }
}'

Problem: What do I do if  the source index stores large volumes of data and the data migration is
slow?

Solution:

If you use the reindex API to migrate data, data is migrated in scroll mode. To improve the
efficiency of data migration, you can increase the scroll size or configure a sliced scroll. The sliced
scroll can parallelize the reindex process. For more information, see the reindex API.

If  the self-managed Elast icsearch cluster stores large volumes of data, we recommend that you
use snapshots stored in OSS to migrate data. For more information, see Use OSS to migrate data
from a user-created Elast icsearch cluster to an Alibaba Cloud Elast icsearch cluster.
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If  the source index stores large volumes of data, you can set  the number of replica shards to 0 and
the refresh interval to -1 for the dest ination index before you migrate data to accelerate data
migration. After data is migrated, restore the sett ings to the original values.

// You can set the number of replica shards to 0 and disable the refresh feature to acc
elerate the data migration. 
curl -u user:password -XPUT 'http://<host:port>/indexName/_settings' -d' {
        "number_of_replicas" : 0,
        "refresh_interval" : "-1"
}'
// After data is migrated, set the number of replica shards to 1 and the refresh interv
al to 1s, which is the default value. 
curl -u user:password -XPUT 'http://<host:port>/indexName/_settings' -d' {
        "number_of_replicas" : 1,
        "refresh_interval" : "1s"
}'

This topic describes how to migrate data from a self-managed Elast icsearch cluster that runs on Elast ic
Compute Service (ECS) instances to an Alibaba Cloud Elast icsearch cluster that is deployed in the new
network architecture. You can use PrivateLink to establish a private connection to the Alibaba Cloud
Elast icsearch cluster and use the reindex API to migrate data. The reindex API includes two operations:
index creation and data migration.

PrerequisitesPrerequisites
The self-managed Elast icsearch cluster meets the following requirements:

The source index is prepared. In this example, the source index shown in the following figure is
used.

The Alibaba Cloud Elast icsearch cluster meets the following requirements:

The Auto Indexing feature is enabled for the cluster, or the dest ination index is created in the
cluster.

Default  whitelists are used.

LimitsLimits

2.2.5. Migrate data from a self-managed2.2.5. Migrate data from a self-managed
Elasticsearch cluster to an Alibaba CloudElasticsearch cluster to an Alibaba Cloud
Elasticsearch cluster deployed in the newElasticsearch cluster deployed in the new
network architecturenetwork architecture
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The network architecture of Alibaba Cloud Elast icsearch was adjusted in October 2020. Alibaba Cloud
Elast icsearch clusters created before October 2020 are deployed in the original network architecture.
Alibaba Cloud Elast icsearch cluster created in October 2020 or later are deployed in the new network
architecture. Due to the adjustment of the network architecture, you cannot use the reindex API to
migrate data between clusters in some scenarios. The following table describes the scenarios and
provides data migration solut ions in these scenarios.

Scenario Network architecture
Support for
the reindex API

Solution

Migrate data
between
Alibaba Cloud
Elasticsearch
clusters

Both clusters are deployed in the
original network architecture.

Yes
For more information, see Use
the reindex API to migrate data.

Both clusters are deployed in the
new network architecture.

No
Use OSS or Logstash to migrate
data between the clusters. For
more information, see Use OSS
to migrate data from a user-
created Elasticsearch cluster to
an Alibaba Cloud Elasticsearch
cluster and Use Alibaba Cloud
Logstash to migrate data from a
self-managed Elasticsearch
cluster to an Alibaba Cloud
Elasticsearch cluster.

One is deployed in the original
network architecture, and the
other is deployed in the new
network architecture.

No

Migrate data
from a self-
managed

The Alibaba Cloud Elasticsearch
cluster is deployed in the original
network architecture.

Yes

For more information, see Use
the reindex API to migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster.
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managed
Elasticsearch
cluster that
runs on ECS
instances to
an Alibaba
Cloud
Elasticsearch
cluster

The Alibaba Cloud Elasticsearch
cluster is deployed in the new
network architecture.

Yes

Use the PrivateLink service to
establish a private connection
between the VPC where the
Alibaba Cloud Elasticsearch
cluster resides and the VPC
where the self-managed
Elasticsearch cluster resides.
Then, use the domain name of
the endpoint you obtained and
the reindex API to migrate data
between the clusters. For more
information, see Migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster deployed in the new
network architecture.

Not e Not e Only some
regions support PrivateLink.
For more information, see
Regions and zones that
support PrivateLink. If the
zone where your Alibaba
Cloud Elasticsearch cluster
resides does not support
PrivateLink, you cannot use
the reindex API to migrate
data between the clusters.

Scenario Network architecture
Support for
the reindex API

Solution

ProcedureProcedure
1. Step 1: Configure a CLB instance that supports PrivateLink

Only Classic Load Balancer (CLB) instances that support  PrivateLink can serve as service resources for
endpoint  services. Before you use PrivateLink to establish private connections to access services
across VPCs, you must create a CLB instance that supports PrivateLink and configure listening
sett ings for the CLB instance.

2. Step 2: Create an endpoint  service

After you create an endpoint  service in a VPC, you can use an endpoint  that is deployed in another
VPC to access the endpoint  service over a private connection.

3. Step 3: Configure a private connection to the Alibaba Cloud Elast icsearch cluster

In the Elast icsearch console, associate the Alibaba Cloud Elast icsearch cluster with the endpoint
service that is created in Step 2.

4. Step 4: Obtain the domain name of the endpoint

Best  Pract ices··Elast icsearch migrat i
on

Elast icsearch

62 > Document  Version: 20220614

https://www.alibabacloud.com/help/doc-detail/298240.htm#task-2104856
https://www.alibabacloud.com/help/doc-detail/193819.htm#concept-2001901


After the Alibaba Cloud Elast icsearch cluster is associated with the endpoint  service, you can
obtain the domain name of the associated endpoint.

5. Step 5: Configure a remote reindex whitelist  for the Alibaba Cloud Elast icsearch cluster

In the Elast icsearch console, add the domain name that is obtained in Step 4 to the remote reindex
whitelist  of the Alibaba Cloud Elast icsearch cluster for authorization.

6. Step 6: Migrate data

After you complete the preceding steps, you can migrate data from the self-managed
Elast icsearch cluster to the Alibaba Cloud Elast icsearch cluster.

Step 1: Configure a CLB instance that supports PrivateLinkStep 1: Configure a CLB instance that supports PrivateLink
1. Create a CLB instance.

Make sure that the CLB instance and the ECS instances that act  as backend servers are deployed in
the same region. For more information, see Create a CLB instance that supports PrivateLink.

Not e Not e Only some regions support  PrivateLink. For more information, see Regions and
zones that support  PrivateLink. If  the zone where your Alibaba Cloud Elast icsearch cluster
resides does not support  PrivateLink, you cannot use the reindex API to migrate data between
the clusters.

2. Configure prot ocol and list ening set t ingsprot ocol and list ening set t ings. Set  Select  Listener Protocol to T CPT CP and Listening
Port  to 92009200.

For more information, see Configure protocol and listening sett ings.

3. Configure backend serversbackend servers. Add the ECS instances that host  the self-managed Elast icsearch
cluster as backend servers and specify port  92009200 for the ECS instances.

For more information, see Configure backend servers.

4. 

5. 

6. In the Conf igure Server Load BalancerConf igure Server Load Balancer message, click OKOK. The Inst ancesInst ances page appears.

If  the health check status of an ECS instance is Normal, the ECS instance is ready to process
requests.

Step 2: Create an endpoint serviceStep 2: Create an endpoint service
1. 

2. 

3. 

4. 

5. On the Creat e Endpoint  ServiceCreat e Endpoint  Service page, configure the parameters based on your business
requirements.
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6. 

Step 3: Configure a private connection to the Alibaba CloudStep 3: Configure a private connection to the Alibaba Cloud
Elasticsearch clusterElasticsearch cluster

1. 

2. 

3. 

4. 

5. 

6. In the Conf igure Privat e Connect ionConf igure Privat e Connect ion panel, click Add Privat e Connect ionAdd Privat e Connect ion. In the Create Private
Connection dialog box, select  the endpoint  service that is created in Step 2 and select  a zone.
Then, select  the check box.
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7. Click OKOK. Then, the endpoint  service attempts to connect to the associated endpoint. If  the value
of Endpoint  Connection Status is Connect edConnect ed, the endpoint  service is connected to the associated
endpoint.

Step 4: Obtain the domain name of the endpointStep 4: Obtain the domain name of the endpoint
After the preceding steps are performed, you must obtain the domain name of the associated
endpoint  to configure a remote reindex whitelist .

1. In the Conf igure Privat e Connect ionConf igure Privat e Connect ion panel, click the ID of the endpoint  in the Endpoint  IDEndpoint  ID
column.
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2. On the Endpoint  Connect ionsEndpoint  Connect ions tab of the page that appears, click the  icon next  to the ID of

the endpoint. Then, you can view the domain name of the endpoint.

Step 5: Configure a remote reindex whitelist  for the Alibaba CloudStep 5: Configure a remote reindex whitelist  for the Alibaba Cloud
Elasticsearch clusterElasticsearch cluster

Not ice Not ice After you configure a remote reindex whitelist  for the Alibaba Cloud Elast icsearch
cluster, the system restarts the cluster. We recommend that you perform this operation during off-
peak hours.

1. 

2. 

3. 

4. In the left-side navigation pane of the page that appears, choose Conf igurat ion andConf igurat ion and
ManagementManagement  >  > Clust er Conf igurat ionClust er Conf igurat ion.

5. On the page that appears, click Modif y Conf igurat ionModif y Conf igurat ion on the right side of YML Conf igurat ionYML Conf igurat ion.

6. In the YML File Conf igurat ionYML File Conf igurat ion panel, specify the domain name that is obtained in Step 4 in Ot herOt her
Conf igurat ionsConf igurat ions.

Sample code:
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reindex.remote.whitelist: 'ep-bp1nitq0krp8yhcf****-cn-hangzhou-i.epsrv-bp1zczi0fgoc5qtv
****.cn-hangzhou.privatelink.aliyuncs.com:9200'

7. 

Step 6: Migrate dataStep 6: Migrate data
1. On the Dev T oolsDev T ools page in the Kibana console of the Alibaba Cloud Elast icsearch cluster, run the

following command to migrate data.

Not e Not e For more information about how to log on to the Kibana console, see Log on to
the Kibana console.

POST /_reindex?pretty
{
  "source": {
    "remote": {
      "host": "http://ep-bp1nitq0krp8yhcf****-cn-hangzhou-i.epsrv-bp1zczi0fgoc5qtv****.
cn-hangzhou.privatelink.aliyuncs.com:9200",
      "username": "elastic",
      "password": "Elastic@123***"
    },
    "index": "source",
    "size": 5000
  },
  "dest": {
    "index": "dest"
  }
}

For more information, see the reindex API.

2. (Optional)If  you want to obtain detailed information about all running reindex requests during data
migration, run the following command:

GET _tasks?detailed=true&actions=*reindex

3. View data migration results.

After the data migration is complete, you can run the following command to view the data
migration results:

GET _cat/indices?

In the following figure, the test  index is the dest ination index. If  the health status and data volume
of the index are normal, the data migration is successful.

Elast icsearch Best  Pract ices··Elast icsearch migrat i
on

> Document  Version: 20220614 67

https://www.alibabacloud.com/help/doc-detail/122668.htm#task-761873
https://www.elastic.co/guide/en/elasticsearch/reference/6.7/docs-reindex.html#docs-reindex-manual-slice


FAQFAQ
Problem: What do I do if  the source index stores large volumes of data and the data migration is slow?

Solution:

If you use the reindex API to migrate data, data is migrated in scroll mode. To improve the efficiency
of data migration, you can increase the scroll size or configure a sliced scroll. The sliced scroll can
parallelize the reindex process. For more information, see the reindex API.

If  the self-managed Elast icsearch cluster stores large volumes of data, we recommend that you use
snapshots stored in Object  Storage Service (OSS) to migrate data. For more information, see Use OSS
to migrate data from a user-created Elast icsearch cluster to an Alibaba Cloud Elast icsearch cluster.

If  the source index stores large volumes of data, you can set  the number of replica shards to 0 and
the refresh interval to -1 for the dest ination index before you migrate data to accelerate data
migration. After data is migrated, restore the sett ings to the original values.

// You can set the number of replica shards to 0 and disable the refresh feature to accel
erate the data migration. 
curl -u user:password -XPUT 'http://<host:port>/indexName/_settings' -d' {
        "number_of_replicas" : 0,
        "refresh_interval" : "-1"
}'
// After data is migrated, set the number of replica shards to 1 and the refresh interval
to 1s, which is the default value. 
curl -u user:password -XPUT 'http://<host:port>/indexName/_settings' -d' {
        "number_of_replicas" : 1,
        "refresh_interval" : "1s"
}'

2.3. Migrate data from a third-party2.3. Migrate data from a third-party
Elasticsearch instance to AlibabaElasticsearch instance to Alibaba
Cloud ElasticsearchCloud Elasticsearch
2.3.1. Migrate data from an Amazon ES domain to2.3.1. Migrate data from an Amazon ES domain to
an Alibaba Cloud Elasticsearch clusteran Alibaba Cloud Elasticsearch cluster
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This topic describes how to migrate data from an Amazon Elast icsearch Service (Amazon ES) domain to
an Alibaba Cloud Elast icsearch cluster.

Background informationBackground information
The following figure shows the reference architecture for the migration.

TermsTerms
Elast icsearch: a distributed, RESTful search and analyt ics engine designed for various scenarios. As
the core of the Elast ic Stack, Elast icsearch stores your data in a centralized manner and searches for
and analyzes data.

Kibana: provides a visual interface for you to search for and analyze data.

Amazon ES: a fully managed service that offers easy-to-use Elast icsearch API operations and real-
t ime analyt ics capabilit ies. This service also provides the availability, scalability, and security that are
required for production workloads. You can use Amazon ES to easily deploy, protect, manage, and
scale Elast icsearch clusters for scenarios such as log analyt ics, full-text  search, and application
monitoring.

Alibaba Cloud Elast icsearch: It  is designed based on open source Elast icsearch for scenarios such as
data analyt ics and searches. It  provides enterprise-grade access control, automated report ing, and
security monitoring and alert ing.

Snapshot and restore: You can store snapshots of individual indexes or an entire cluster in a remote
repository like a shared file system, such as Amazon Simple Storage Service (Amazon S3) or HDFS. The
snapshots can be used to restore data. However, the data can be restored only to Elast icsearch
clusters of specific versions:

Data in a snapshot created in an Elast icsearch 5.x cluster can be restored to an Elast icsearch 6.x
cluster.

Data in a snapshot created in an Elast icsearch 2.x cluster can be restored to an Elast icsearch 5.x
cluster.

Data in a snapshot created in an Elast icsearch 1.x cluster can be restored to an Elast icsearch 2.x
cluster.

Migration planMigration plan
To migrate data from an Amazon ES domain to an Alibaba Cloud Elast icsearch cluster, perform the
following steps:

1. Create a baseline index.

i. Create a snapshot repository and associate it  with an S3 bucket.
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i. Create a snapshot repository and associate it  with an S3 bucket.

ii. Create the first  snapshot for the index whose data you want to migrate. The first  snapshot is a
full snapshot.

This snapshot is automatically stored in the S3 bucket.

iii. Create an Object  Storage Service (OSS) bucket on Alibaba Cloud, and register it  with the
snapshot repository of your Alibaba Cloud Elast icsearch cluster.

iv. Use ossimport  to transfer the full snapshot from the S3 bucket to the OSS bucket.

v. Restore data from the full snapshot to your Alibaba Cloud Elast icsearch cluster.

2. Process incremental snapshots on a regular basis.

Repeat the preceding steps to restore data from incremental snapshots.

3. Identify the final snapshot and perform a service switchover.

i. Stop services that may modify index data.

ii. Create the final snapshot for your Amazon ES domain.

iii. Transfer the final snapshot to your OSS bucket. Then, restore data from the snapshot to your
Alibaba Cloud Elast icsearch cluster.

iv. Perform a service switchover to the cluster.

PrerequisitesPrerequisites
You have completed the following operations:

Create an Amazon ES 5.5.2 domain in the Asia Pacific (Singapore) region.

For more information, see Create an Amazon ES domain.

Create an Alibaba Cloud Elast icsearch V5.5.3 cluster in the China (Hangzhou) region.

For more information, see Create an Alibaba Cloud Elasticsearch cluster.

Create an OSS bucket.

In this topic, an OSS bucket is created in the China (Hangzhou) region. The storage class of the bucket
is Standard, and the access control list  (ACL) of the bucket is Private. Default  sett ings are used for
other parameters. For more information, see Create buckets.

Prepare the index whose data you want to migrate. The  movies  index is used in this topic.

Prerequisites for creating manual snapshots in an Amazon ESPrerequisites for creating manual snapshots in an Amazon ES
domaindomain
Amazon ES automatically creates snapshots for the primary index shards in a domain every day and
stores them in a pre-configured S3 bucket. These snapshots are retained for a maximum of 14 days free
of charge. You can use these snapshots to restore data to the domain. However, you cannot use them
to migrate data to other domains. To migrate data, you must use manual snapshots stored in your S3
bucket. Standard S3 charges apply to manual snapshots.

To create manual snapshots and restore data from the snapshots, you must use AWS Identity and
Access Management (IAM) and S3. Before you create snapshots, perform the operations that are listed
in the following table.
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Operation Description

Create an S3 bucket The bucket stores the manual snapshots of your Amazon ES domain.

Create an IAM role

The role is used to grant permissions on Amazon ES. When you add a
trust relationship for the role, you must specify Amazon ES in the
 Principal  element. This role is also required when you register a

snapshot repository with Amazon ES. Only IAM users that assume this
role can register the snapshot repository.

Create an IAM policy

This policy specifies the actions that S3 can perform on your S3 bucket.
The policy must be attached to the IAM role that is used to grant
permissions on Amazon ES. You must specify your S3 bucket in the
Resource element of the policy.

Create an S3 bucket

You need an S3 bucket to store manual snapshots. Take note of its Amazon Resource Name (ARN).
The ARN is used by the following items:

Resource element in the IAM policy that is attached to your IAM role

Python client  that is used to register a snapshot repository

The following example shows the ARN of an S3 bucket:

arn:aws:s3:::eric-es-index-backups

Create an IAM role

You must have an IAM role, for which Amazon ES (es.amazonaws.com) is specified in the  Service 
element in its trust  relat ionship. Example:

{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "",
      "Effect": "Allow",
      "Principal": {
        "Service": "es.amazonaws.com"
      },
      "Action": "sts:AssumeRole"
    }
  ]
}

You can view the trust  relat ionship details in the AWS IAM console.
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Not e Not e When you create a role in the IAM console, Amazon ES is not included in the SelectSelect
role t yperole t ype drop-down list . You can select  Amazon EC2Amazon EC2 from the drop-down list  and create the
role as prompted. Then, change  ec2.amazonaws.com  in the trust  relat ionship of the role to  es
.amazonaws.com .

Create an IAM policy

You must attach an IAM policy to the IAM role. The policy specifies the S3 bucket that is used to store
the manual snapshots of your Amazon ES domain. The following example specifies the ARN of the  
eric-es-index-backups  bucket:

{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Action": [
                "s3:ListBucket"
            ],
            "Effect": "Allow",
            "Resource": [
                "arn:aws:s3:::eric-es-index-backups"
            ]
        },
        {
            "Action": [
                "s3:GetObject",
                "s3:PutObject",
                "s3:DeleteObject"
            ],
            "Effect": "Allow",
            "Resource": [
                "arn:aws:s3:::eric-es-index-backups/*"
            ]
        }
    ]
}
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i. Copy the policy content to the Edit  policy sect ion.

ii. Check whether the specified policy is correct.

iii. Attach the policy to the role.
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Step 1: Register a manual snapshot repositoryStep 1: Register a manual snapshot repository
You can create manual snapshots only after you register a snapshot repository with Amazon ES. Before
you create manual snapshots, sign your AWS request  to the user or role specified in the trust
relat ionship of the IAM role. For more information, see Prerequisites for creating manual snapshots in an
Amazon ES domain.

Not ice Not ice You cannot use a curl command to register a snapshot repository because the
command does not support  AWS request  signing. Instead, use the sample Python client  to register
a snapshot repository.

1. Download the Sample Python Client  file.

2. Modify the file.

Change the values highlighted in yellow in the file based on actual condit ions. Then, copy the
content into a Python file named snapshot.py.

The following table describes the parameters in the Sample Python Client  file.

Parameter Description

region The AWS region where the snapshot repository is created.

host The endpoint of your Amazon ES domain.

aws_access_key_id The ID of your IAM credential.

aws_secret_access_key The key of your IAM credential.

path The path of the snapshot repository.
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data

The value must include the name and ARN of the S3 bucket for the
IAM role that you created in Prerequisites for creating manual
snapshots in an Amazon ES domain.

Not iceNot ice

If you want to enable server-side encryption with S3-
managed keys for the snapshot repository, add  "ser
ver_side_encryption": true  to the settings JSON
array.

If the S3 bucket resides in the ap-southeast-1 region,
replace  "region": "ap-southeast-1"  with  "end
point": "s3.amazonaws.com" .

Parameter Description

3. Install Amazon Web Services Library boto-2.48.0.

The preceding sample Python client  requires that you install the boto package of version 2.x on the
computer where you register your snapshot repository.

# wget https://pypi.python.org/packages/66/e7/fe1db6a5ed53831b53b8a6695a8f134a58833cadb
5f2740802bc3730ac15/boto-2.48.0.tar.gz#md5=ce4589dd9c1d7f5d347363223ae1b970 
# tar zxvf boto-2.48.0.tar.gz
# cd boto-2.48.0
# python setup.py install

4. Run the Python client  to register the snapshot repository.

# python snapshot.py

5. Log on to the Kibana console of your AWS ES domain. In the left-side navigation pane, click DevDev
T oolsT ools. On the ConsoleConsole tab of the page that appears, run the following command to view the
registrat ion result:

GET _snapshot
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Step 2: Create the first  snapshot and restore data from the snapshotStep 2: Create the first  snapshot and restore data from the snapshot
1. Create a snapshot in your Amazon ES domain.

Not e Not e You can run the following commands in the Kibana console or by using curl
commands in the Linux or Mac OS X command line interface (CLI).

Create a snapshot named  snapshot_movies_1  for the  movies  index in the  eric-snapshot-
repository  snapshot repository.

PUT _snapshot/eric-snapshot-repository/snapshot_movies_1
{
"indexes": "movies"
}

View snapshot status.

GET _snapshot/ eric-snapshot-repository/snapshot_movies_1

In the S3 console, view snapshot objects.
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2. Transfer the created snapshot from your S3 bucket to your OSS bucket.

For more information, see Seamlessly migrate data from Amazon S3 to Alibaba Cloud OSS.

After the snapshot is transferred, view the snapshot in the OSS console.

3. Restore data from the snapshot to your Alibaba Cloud Elast icsearch cluster.

i. Create a snapshot repository.

Log on to the Kibana console of your Elast icsearch cluster. For more information, see Log on to
the Kibana console. Then, in the left-side navigation pane, click Dev T oolsDev T ools. On the ConsoleConsole tab
of the page that appears, run the following command to create a snapshot repository. The
name of the snapshot repository must be the same as that of the snapshot repository
registered with Amazon ES.

PUT _snapshot/eric-snapshot-repository
{
"type": "oss",
"settings": {
            "endpoint": "http://oss-cn-hangzhou-internal.aliyuncs.com",  
            "access_key_id": "your AccessKeyID",
            "secret_access_key": "your AccessKeySecret ",
            "bucket": "eric-oss-aws-es-snapshot-s3",
            "compress": true
      }
}
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ii. View the status of the snapshot named  snapshot_movies_1 .

GET _snapshot/eric-snapshot-repository/snapshot_movies_1

Not e Not e Take note of the start  t ime and end t ime of the snapshot creation operation.
This record is used when you use ossimport  to migrate data in incremental snapshots.
Example:

"start_t ime_in_millis": 1519786844591

"end_time_in_millis": 1519786846236

4. Restore data from the snapshot.

Run the following command to check the availability of the  movies  index:

POST _snapshot/eric-snapshot-repository/snapshot_movies_1/_restore
{
    "indexes": "movies"
}
GET movies/_recovery

After the command is successfully executed, you can view three sets of data in the  movies 
index. In addit ion, the data is the same as that in the Amazon ES domain.
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Step 3: Create the final snapshot and restore data from theStep 3: Create the final snapshot and restore data from the
snapshotsnapshot

1. Insert  data into the  movies  index in your Amazon ES domain.

The  movies  index contains three sets of data. Insert  another two sets of data.

You can run the  GET movies/_count  command to view the data volume of the index.

2. Create a snapshot.

Run the following command to create a snapshot. For more information, see Create a snapshot in
your Amazon ES domain.

PUT _snapshot/eric-snapshot-repository/snapshot_movies_2
{
"indices": "movies"
}

After the snapshot is created, run the following command to view the status of the snapshot:

GET _snapshot/eric-snapshot-repository/snapshot_movies_2

View objects in your S3 bucket.

3. Transfer the snapshot from your S3 bucket to your OSS bucket.
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You can use ossimport  to transfer the snapshot. The S3 bucket stores two snapshot objects. You
can change the value of the  isSkipExistFile  variable in the local_job.cfg file to migrate the
incremental snapshot object.

The  isSkipExistFile  variable indicates whether exist ing objects are skipped during data
migration. The value of this variable is of the Boolean type. The default  value is false. If  you set  the
value to true, objects are skipped based on the  size  and  LastModifiedTime  sett ings. If  you
set the value to false, exist ing objects are overwritten. If   jobType  is set  to  audit , this variable
is invalid.

Then, you can view the incremental snapshot object  in the OSS bucket.

4. Restore data from the incremental snapshot.

For more information, see the "Step 2: Create the first  snapshot and restore data from the
snapshot" sect ion. Before you restore data, you must disable the  movies  index. After the
restoration, you can enable the index.

Disable the  movies  index

POST /movies/_close

View the status of the  movies  index

GET movies/_stats

Restore data from the snapshot

POST _snapshot/eric-snapshot-repository/snapshot_movies_2/_restore
{
    "indexes": "movies"
}

Enable the  movies  index

POST /movies/_open

After data is restored from the snapshot, the number of documents in the  movies  index of your
Elast icsearch cluster is  5 . This number is the same as that in the index of your Amazon ES
domain.
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SummarySummary
You can use the snapshot and restore feature to migrate data from an Amazon ES domain to an
Alibaba Cloud Elast icsearch cluster. This feature requires that you disable the index whose data you
want to migrate to avoid requests and write operations during the migration.

References:

Open source Elast icsearch documentation

Snapshot module

Working with Amazon Elast icsearch Service Index Snapshots

Seamlessly migrate data from Amazon S3 to Alibaba Cloud OSS

ossimport  descript ion and configuration
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If  you encounter slow queries when you use an ApsaraDB RDS database, you can synchronize data from
the database to an Alibaba Cloud Elast icsearch cluster for data queries and analyt ics. Alibaba Cloud
Elast icsearch is a Lucene-based, distributed search and analyt ics engine. It  allows you to store, query,
and analyze large amounts of datasets in near real t ime. You can use Data Transmission Service (DTS),
Logstash, DataWorks, or Canal to synchronize data from an ApsaraDB RDS database to an Alibaba
Cloud Elast icsearch cluster. This topic describes the use scenarios of each method. You can select  an
appropriate method based on your business requirements.

Method Description Use scenario Usage note References

Use DTS to
synchronize
data in real
time

DTS uses
binary logs to
synchronize
data. You can
use DTS to
synchronize
data within
milliseconds,
without
affecting the
source
database.

You require a
high real-time
performance
for data
synchronizatio
n.

DTS uses the read and write
resources of the source
database and destination
cluster during data
init ialization. This may increase
the loads of the database and
cluster.

You can customize mappings
for indexes. However, you
must make sure that the fields
defined in the mappings are
the same as those in the
source database.

You must purchase a data
synchronization instance in the
DTS console. For more
information about how to
purchase such an instance, see
Purchase procedure. For more
information about the pricing
of DTS, see Pricing.

Use DTS to
synchronize
MySQL data to
an Alibaba
Cloud
Elasticsearch
cluster in real
time

3.Migrate and synchronize3.Migrate and synchronize
MySQL dataMySQL data
3.1. RDS synchronization3.1. RDS synchronization
3.1.1. Select a synchronization method3.1.1. Select a synchronization method
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Use the
logstash-
input-jdbc
plug-in to
synchronize
data

You can use
the logstash-
input-jdbc
plug-in to
query the data
in an ApsaraDB
RDS database
and migrate
the data to an
Elasticsearch
cluster. During
data
synchronizatio
n, the plug-in
uses a round-
robin method
to identify the
latest inserted
or updated
data in the
database on a
regular basis.
Then, it
queries all
identified data
at a t ime and
migrates the
data to an
Elasticsearch
cluster. The
logstash-
input-jdbc
plug-in
provides lower
real-time
performance
than DTS. Data
is
synchronized
within
seconds.

You want
to
synchronize
full data
and can
accept a
latency of a
few
seconds.

You want
to query
specific
data at a
time and
synchronize
the data.

Before you use this method,
upload an SQL JDBC driver that
is compatible with the version
of the ApsaraDB RDS
database.

You must add the IP addresses
of the nodes in your Logstash
cluster to the whitelist  of your
ApsaraDB RDS instance.

Your Logstash cluster and
ApsaraDB RDS instance must
reside in the same zone. This
avoids inconsistent
timestamps during data
synchronization.

You must make sure that the 
 _id  field in your

Elasticsearch cluster is the
same as the  id  field in the
ApsaraDB RDS database.

When you insert or update
data in your ApsaraDB RDS
database, make sure that the
related record contains a field
that indicates the insertion or
update t ime.

None

Method Description Use scenario Usage note References
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Use DataWorks
to synchronize
offline data

DataWorks is a
comprehensiv
e service that
provides
modules such
as Data
Integration,
DataStudio,
and Data
Quality. You
can use
DataWorks to
import and
store
structured
data, convert
and develop
the data, and
then
synchronize
the processed
data to
Elasticsearch
clusters or
other data
systems.

You want
to
synchronize
offline big
data.
DataWorks
can collect
offline data
at a
minimum
interval of 5
minutes.

You want
to
customize
query
statements,
perform
joint queries
on multiple
tables, and
then
synchronize
data.

You must activate the
DataWorks service.

If a high transmission speed is
required or the environment is
complex, you must customize
resource groups.

You must add the IP addresses
of the resource groups to the
whitelist  of your ApsaraDB RDS
instance.

Use
DataWorks to
synchronize
data from a
MySQL
database to
an Alibaba
Cloud
Elasticsearch
cluster

Use Canal to
synchronize
MySQL data

You can use
binary logs to
synchronize
and subscribe
to data in real
time.

You require a
high real-time
performance
for data
synchronizatio
n.

You must build a Canal
environment on an Elastic
Compute Service (ECS)
instance. However, this
increases the costs of data
synchronization.

Canal V1.1.4 cannot be used to
synchronize data to an
Elasticsearch V7.X cluster. We
recommend that you use
Logstash or DTS to
synchronize MySQL data to an
Elasticsearch V7.X cluster.

You can customize mappings
for indexes. However, you
must make sure that the fields
defined in the mappings are
the same as those in the
source database.

Use Canal to
synchronize
data to an
Alibaba Cloud
Elasticsearch
cluster

Method Description Use scenario Usage note References
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Use Logstash to synchronize data from an ApsaraDB RDS for MySQL database to an Alibaba Cloud
Elast icsearch cluster

If  you want to synchronize data from an ApsaraDB RDS for MySQL database to an Alibaba Cloud
Elast icsearch cluster, you can use the logstash-input-jdbc plug-in and the pipeline configuration
feature provided by Alibaba Cloud Logstash. logstash-input-jdbc is a built-in plug-in of Alibaba Cloud
Logstash and cannot be removed. You can use this method to synchronize full or incremental data from
an ApsaraDB RDS for MySQL database to an Alibaba Cloud Elast icsearch cluster. This topic describes the
procedure in detail.

Background informationBackground information
A lot  of service providers deploy Elast icsearch on top of relat ional databases. The service providers may
need to make sure that data in an Elast icsearch cluster is automatically synchronized from the relat ional
database with which the Elast icsearch cluster is associated. In this case, the service providers can use
Logstash to synchronize data by referring to the operations described in this topic. For more
information, see Use Logstash and JDBC to synchronize data from a relat ional database to an
Elast icsearch cluster.

LimitsLimits
The synchronization of data from an ApsaraDB RDS for MySQL database to an Alibaba Cloud
Elast icsearch cluster by using the logstash-input-jdbc plug-in is achieved based on the following logic:
The plug-in uses a round-robin method to identify the latest  inserted or updated data records in the
ApsaraDB RDS for MySQL database on a regular basis and synchronizes the data records to the
Elast icsearch cluster. To ensure that a data synchronization task can run as expected, the Elast icsearch
cluster and the ApsaraDB RDS for MySQL database must meet the following condit ions:

The values of the _id field in the Elast icsearch cluster must be the same as those of the id field in the
ApsaraDB RDS for MySQL database.

This condit ion ensures that the synchronization task can establish a mapping between data records
in the ApsaraDB RDS for MySQL database and documents in the Elast icsearch cluster. If  you update a
data record in the ApsaraDB RDS for MySQL database, the synchronization task uses the updated
data record to overwrite the document that has the same ID in the Elast icsearch cluster.

Not e Not e In essence, an update operation in Elast icsearch deletes the original document and
indexes the new document. Therefore, the overwrite operation is as efficient  as an update
operation performed by the synchronization task.

If  you insert  a data record to or update a data record in the ApsaraDB RDS for MySQL database, the
data record must contain a field that indicates the t ime when the data record is inserted or updated.

3.1.2. Use Logstash to synchronize data from3.1.2. Use Logstash to synchronize data from
ApsaraDB RDS for MySQL to Alibaba CloudApsaraDB RDS for MySQL to Alibaba Cloud
ElasticsearchElasticsearch
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Each t ime the logstash-input-jdbc plug-in performs a round robin, the plug-in records the t ime when
the last  data record in the round robin is inserted to or updated in the ApsaraDB RDS for MySQL
database. Logstash synchronizes only data records that meet the following requirements from the
ApsaraDB RDS for MySQL database: The t ime when the data records are inserted to or updated in the
ApsaraDB RDS for MySQL database is later than the t ime when the last  data record in the previous
round robin is inserted or updated in the ApsaraDB RDS for MySQL database.

Not ice Not ice If  you delete data records in the ApsaraDB RDS for MySQL database, the logstash-
input-jdbc plug-in cannot delete the documents that have the same IDs in the Elast icsearch
cluster. To delete the documents in the Elast icsearch cluster, you must run the related command
on the Elast icsearch cluster.

The ApsaraDB RDS for MySQL database and the Elast icsearch cluster must reside in the same t ime
zone. If  they do not reside in the same t ime zone, the t ime-related data may have a t ime zone offset
after the synchronization.

ProcedureProcedure
1. Step 1: Make preparations

2. Step 2: Configure a Logstash pipeline

3. Step 3: Verify the result

Step 1: Make preparationsStep 1: Make preparations
1. Create an Alibaba Cloud Elast icsearch cluster and enable the Auto Indexing feature for the cluster.

For more information, see Create an Alibaba Cloud Elast icsearch cluster and Access and configure
an Elast icsearch cluster. In this example, an Elast icsearch V7.10.0 cluster is used.

2. Create an Alibaba Cloud Logstash cluster and upload an SQL JDBC driver that is compatible with the
version of your ApsaraDB RDS for MySQL instance. In this example, the driver file mysql-connector-
java-5.1.48.jar is used.

The Logstash cluster must reside in the same virtual private cloud (VPC) as the Elast icsearch cluster,
and the version of the Logstash cluster must be the same as that of the Elast icsearch cluster. For
more information about how to create a Logstash cluster and upload a driver file for the Logstash
cluster, see Step 1: Create a Logstash cluster and Configure third-party libraries.

Not e Not e You can also use Logstash to synchronize data from an ApsaraDB RDS for MySQL
instance that is deployed on the Internet. Before you perform the operation, you must
configure a Source Network Address Translat ion (SNAT) entry for the Logstash cluster, enable
the public IP address of the ApsaraDB RDS for MySQL instance, and add the IP addresses of the
nodes in the Logstash cluster to the whitelist  of the ApsaraDB RDS for MySQL instance. For
more information about how to configure an SNAT entry, see Configure a NAT gateway for
data transmission over the Internet.

3. Prepare test  data and add the IP addresses of the nodes in the Logstash cluster to the whitelist  of
the ApsaraDB RDS for MySQL instance. You can obtain the IP addresses on the Basic Information
page of the Logstash cluster.

For more information about how to configure an IP address whitelist  for an ApsaraDB RDS for
MySQL instance, see Use a database client  or the CLI to connect to an ApsaraDB RDS for MySQL
instance.
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In this example, the following statement is used to create a table in the ApsaraDB RDS for MySQL
database:

CREATE table food(
id int PRIMARY key AUTO_INCREMENT,
name VARCHAR (32),
insert_time DATETIME,
update_time DATETIME );

The following statements are used to insert  data into the table:

INSERT INTO food values(null,'Chocolates',now(),now());
INSERT INTO food values(null,'Yogurt',now(),now());
INSERT INTO food values(null,'Ham sausages',now(),now());

Step 2: Configure a Logstash pipelineStep 2: Configure a Logstash pipeline
1. 

2. 

3. 

4. 

5. On the Creat e T askCreat e T ask page, configure Pipeline IDPipeline ID and Config Sett ings.

In this topic, the following configurations are entered in the Config Sett ings field:
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input {
  jdbc {
    jdbc_driver_class => "com.mysql.jdbc.Driver"
    jdbc_driver_library => "/ssd/1/share/<Logstash cluster ID>/logstash/current/confi
g/custom/mysql-connector-java-5.1.48.jar"
    jdbc_connection_string => "jdbc:mysql://rm-bp1xxxxx.mysql.rds.aliyuncs.com:3306/<
Name of the ApsaraDB RDS for MySQL database>?useUnicode=true&characterEncoding=utf-8&
useSSL=false&allowLoadLocalInfile=false&autoDeserialize=false"
    jdbc_user => "xxxxx"
    jdbc_password => "xxxx"
    jdbc_paging_enabled => "true"
    jdbc_page_size => "50000"
    statement => "select * from food where update_time >= :sql_last_value"
    schedule => "* * * * *"
    record_last_run => true
    last_run_metadata_path => "/ssd/1/<Logstash cluster ID>/logstash/data/last_run_me
tadata_update_time.txt"
    clean_run => false
    tracking_column_type => "timestamp"
    use_column_value => true
    tracking_column => "update_time"
  }
}
filter {
}
output {
 elasticsearch {
    hosts => "http://es-cn-0h****dd0hcbnl.elasticsearch.aliyuncs.com:9200"
    index => "rds_es_dxhtest_datetime"
    user => "elastic"
    password => "xxxxxxx"
    document_id => "%{id}"
  }
}

Not e Not e You must replace the  Logstash cluster ID  in the preceding code with the ID
of the Logstash cluster that you use. For more information about how to obtain the ID of a
Logstash cluster, see View the basic information of a cluster.

Descript ion of the configurations in the Config Sett ings field

Part Description

input

Specifies the input data source. For more information about the
supported data source types, see Input plugins. In this example,
an input data source that is connected by using JDBC is used. For
more information about the related parameters, see Parameters
in the input part.

filter
Specifies the plug-in that is used to preprocess input data. For
more information about the supported plug-ins, see Filter
plugins.
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output

Specifies the output data source. For more information about the
supported data source types, see Output plugins. In this example,
data in an ApsaraDB RDS for MySQL database is synchronized to
an Elasticsearch cluster. Therefore, the information of the
Elasticsearch cluster is configured in the output part. For more
information about the related parameters, see Step 2: Create and
run a Logstash pipeline.

Not ice Not ice If the file_extend parameter is specified in the
output configuration of a pipeline, you must make sure that
the logstash-output-file_extend plug-in is installed for the
Logstash cluster. For more information, see Install a Logstash
plug-in.

Part Description

Parameters in the input part

Parameter Description

jdbc_driver_class The class of the JDBC driver.

jdbc_driver_library

The driver file that is used for the JDBC-based connection to the
ApsaraDB RDS for MySQL database. Configure this parameter in
the /ssd/1/share/<Logstash cluster
ID>/logstash/current/config/custom/<Name of the driver file>
format. You must upload the desired driver file in the
Elasticsearch console in advance. For more information about the
driver files that are supported by Logstash and how to upload a
driver file, see Configure third-party libraries.
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jdbc_connection_string

The connection string that is used to connect to the ApsaraDB
RDS for MySQL database. The connection string contains the
endpoint and port number of the related ApsaraDB RDS for MySQL
instance, and the name of the ApsaraDB RDS for MySQL database.
Configure this parameter in the following format:
jdbc:mysql://<Endpoint of the ApsaraDB RDS for MySQL
instance>:<Port number>/<Name of the ApsaraDB RDS for MySQL
database>?useUnicode=true&characterEncoding=utf-
8&useSSL=false&allowLoadLocalInfile=false&autoDeserialize=fals
e.

Not iceNot ice

<Endpoint of the ApsaraDB RDS for MySQL instance>:
The internal endpoint of the ApsaraDB RDS for MySQL
instance must be used. If you use the public endpoint
of the ApsaraDB RDS for MySQL instance, you must
configure a Network Address Translation (NAT)
gateway for the Logstash cluster to enable the
Logstash cluster to connect to the Internet. For more
information, see Configure a NAT gateway for data
transmission over the Internet.

Port number: The port number must be the same as
the port number of the outbound traffic of the
ApsaraDB RDS for MySQL instance. In most cases, the
port number is 3306.

jdbc_user The username of the ApsaraDB RDS for MySQL database.

jdbc_password The password of the ApsaraDB RDS for MySQL database.

jdbc_paging_enabled Specifies whether to enable paging. Default value: false.

jdbc_page_size The number of entries to return on each page.

statement

The SQL statement that is used to query data from the ApsaraDB
RDS for MySQL database. If you want to query data from multiple
tables in the ApsaraDB RDS for MySQL database, you can use a
JOIN statement.

Not e Not e The value of sql_last_value is used to calculate
the rows to query. By default, this parameter is set to
Thursday, 1 January 1970. For more information, see Jdbc
input plugin.

schedule

The interval at which the SQL statement is executed. The value "*
* * * *" indicates that the SQL statement is executed every minute.
Set this parameter to a cron expression that is supported by
Rufus.

Parameter Description
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record_last_run

Specifies whether to record the last execution result. If this
parameter is set to true, the value of tracking_column in the last
execution result  is stored in the file in the path specified by using
the last_run_metadata_path parameter.

last_run_metadata_path

The path where the file that contains the last execution time is
stored. A path in which you can store the file is provided at the
backend. The path is in the  /ssd/1/<Logstash cluster ID>/l
ogstash/data/  format.

Not e Not e We recommend that you configure this
parameter in the  /ssd/1/<Logstash cluster ID>/logsta
sh/data/  format when you configure a Logstash pipeline.
If you configure this parameter in another format, the
condition records for synchronization cannot be stored in the
file in the path specified by using the
last_run_metadata_path parameter. The storage failure is
due to insufficient permissions.

clean_run

Specifies whether to clear the path that is specified by using the
last_run_metadata_path parameter. Default value: false. If this
parameter is set to true, each query starts from the first  entry in
the database.

use_column_value

Specifies whether to record the values of a specific column. If this
parameter is set to true, the system records the latest value of
the column that is specified by using tracking_column and
determines the records that need to be updated in the file based
on the value of tracking_column when the SQL statement runs for
the next t ime.

tracking_column_type
The type of the column whose values you want to track. Default
value: numeric.

tracking_column
The column whose values you want to track. The values must be
sorted in ascending order. In most cases, this column is the
primary key.

Parameter Description
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Not iceNot ice

The preceding configurations are based on test  data. You can configure the pipeline
based on your business requirements. For more information about other parameters
supported by the input plug-in, see Logstash Jdbc input plugin.

If  your configurations contain a parameter similar to last_run_metadata_path, the file
path must be provided by Alibaba Cloud Logstash. A path in the  /ssd/1/<Logstash 
cluster ID>/logstash/data/  format is provided at  the backend and is available for
tests. The system does not delete the data in this path. Make sure that your disk has
sufficient  storage space when you use this path.

For security purposes, if  you use a JDBC driver to configure a pipeline, you must add
allowLoadLocalInfile=false&autoDeserialize=false at  the end of the
jdbc_connection_string parameter, such as  jdbc_connection_string => "jdbc:mysq
l://xxx.drds.aliyuncs.com:3306/<Database name>?allowLoadLocalInfile=false&aut
oDeserialize=false" . Otherwise, the system displays an error message that
indicates a check failure.

For more information about how to configure parameters in the Config Sett ings field, see Logstash
configuration files.

6. 

7. 

Step 3: Verify the resultStep 3: Verify the result
1. 

2. 

3. On the ConsoleConsole tab of the page that appears, run the following command to view the number of
indexes that store synchronized data:

GET rds_es_dxhtest_datetime/_count
{
  "query": {"match_all": {}}
}

If  the command is successfully run, the following result  is returned:

{
  "count" : 3,
  "_shards" : {
    "total" : 1,
    "successful" : 1,
    "skipped" : 0,
    "failed" : 0
  }
}

4. Update the data in the MySQL table and insert  data into the table.

UPDATE food SET name='Chocolates',update_time=now() where id = 1;
INSERT INTO food values(null,'Egg',now(),now());
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5. In the Kibana console, view the updated and inserted data.

Query the data record in which the value of name is Chocolates.

GET rds_es_dxhtest_datetime/_search
{
  "query": {
    "match": {
      "name": "Chocolates"
   }}
}

If  the command is successfully run, the following result  is returned:

Query all data.

GET rds_es_dxhtest_datetime/_search
{
  "query": {
    "match_all": {}
  }
}

If  the command is successfully run, the following result  is returned:
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FAQFAQ
Q: What do I do if  my synchronization task fails because the pipeline is stuck in the init ializing state,
data before and after synchronization is inconsistent, or the connection to the database fails?

A: Check whether the cluster logs of your Logstash cluster contain error information and identify the
cause based on the error information. For more information, see Query logs. The following table
describes common causes of errors and solut ions to the errors.

Not e Not e If  an update operation is being performed on your Logstash cluster when you perform
the operations described in the following solut ions, pause the update operation by referring to
View the progress of a cluster task. After the operations described in the solut ions are complete,
the system restarts the Logstash cluster and resumes the update operation.

Cause Solution

The IP addresses of nodes in the
Logstash cluster are not added
to the whitelist  of the ApsaraDB
RDS for MySQL instance.

Add the IP addresses of nodes in the Logstash cluster to the whitelist
of the ApsaraDB RDS for MySQL instance. For more information, see Use
a database client or the CLI to connect to an ApsaraDB RDS for MySQL
instance.

Not e Not e For more information about how to obtain the IP
addresses of the nodes in a Logstash cluster, see View the basic
information of a cluster.
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You use the Logstash cluster to
synchronize data from a self-
managed MySQL database that is
hosted on an ECS instance, but
the private IP addresses and
internal ports of nodes in the
cluster are not added to a
security group of the ECS
instance.

Add the private IP addresses and internal ports of nodes in the cluster
to a security group of the ECS instance. For more information, see Add
a security group rule.

Not e Not e For more information about how to obtain the IP
address and port of a node in a Logstash cluster, see View the
basic information of a cluster.

The Elasticsearch cluster does
not reside in the same VPC as the
Logstash cluster.

Use one of the following solutions:

Purchase an Elasticsearch cluster that resides in the same VPC as the
Logstash cluster. For more information, see Create an Alibaba Cloud
Elasticsearch cluster. After the Elasticsearch cluster is purchased,
modify the pipeline configuration of the Logstash cluster.

Configure a NAT gateway to transmit data over the Internet. For
more information, see Configure a NAT gateway for data
transmission over the Internet.

The endpoint of the ApsaraDB
RDS for MySQL instance is
incorrect, and the port number of
the instance is not 3306.

Obtain the correct endpoint and port number. For more information,
see View and change the internal and public endpoints and port
numbers of an ApsaraDB RDS for MySQL instance. Replace the endpoint
and port number in the value of the jdbc_connection_string parameter
with the endpoint and port number that you obtained.

Not ice Not ice <Endpoint of the ApsaraDB RDS for MySQL
instance>: The internal endpoint of the ApsaraDB RDS for MySQL
instance must be used. If you use the public endpoint of the
ApsaraDB RDS for MySQL instance, you must configure a Network
Address Translation (NAT) gateway for the Logstash cluster to
enable the Logstash cluster to connect to the Internet. For more
information, see Configure a NAT gateway for data transmission
over the Internet.

The Auto Indexing feature is
disabled for the Elasticsearch
cluster.

Enable the Auto Indexing feature for the Elasticsearch cluster. For more
information, see Configure the YML file.

Cause Solution
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The load of the Elasticsearch or
Logstash cluster is excessively
high.

Upgrade the configuration of the Elasticsearch or Logstash cluster. For
more information, see Upgrade the configuration of a cluster.

Not e Not e If the load of the Elasticsearch cluster is excessively
high, you can view the monitoring data collected based on metrics
in the Elasticsearch console to obtain the load information of the
Elasticsearch cluster. For more information, see View cluster
monitoring data. If the load of the Logstash cluster is excessively
high, you can enable the X-Pack Monitoring feature for the
Logstash cluster, use the feature to monitor the Logstash cluster,
and then view the monitoring data. For more information, see
Enable the X-Pack Monitoring feature.

No driver file that is used for
JDBC-based connection to the
ApsaraDB RDS for MySQL
database is uploaded.

Upload a driver file. For more information, see Configure third-party
libraries.

The file_extend parameter is
specified in the configuration of
the pipeline. However, the
logstash-output-file_extend
plug-in is not installed.

Use one of the following solutions:

Install the logstash-output-file_extend plug-in. For more
information, see Install a Logstash plug-in.

Remove the file_extend parameter from the configuration of the
pipeline.

Cause Solution

For more information about the cause of and solut ion to this issue, see FAQ about data transfer by using
Logstash.

Synchronize data from MySQL to Alibaba Cloud Elast icsearch

Alibaba Cloud provides a variety of cloud storage and database services. If  you want to search for and
analyze data stored in these services, you can use the Data Integration service provided by DataWorks
to collect  the offline data at  a minimum interval of 5 minutes and synchronize the collected data to
Alibaba Cloud Elast icsearch. In this topic, data is synchronized from an ApsaraDB RDS for MySQL
database to an Alibaba Cloud Elast icsearch cluster.

ProcedureProcedure
1. Preparations

Prepare a MySQL data source and create a DataWorks workspace and an Alibaba Cloud
Elast icsearch cluster. Configure the Elast icsearch cluster.

2. Step 1: Purchase and create an exclusive resource group

3. Step 2: Add data sources

3.1.3. Use DataWorks to synchronize data from a3.1.3. Use DataWorks to synchronize data from a
MySQL database to an Alibaba CloudMySQL database to an Alibaba Cloud
Elasticsearch clusterElasticsearch cluster
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Connect the MySQL data source and Elast icsearch cluster to the Data Integration service provided
by DataWorks.

4. Step 3: Create and run a data synchronization node

Use the codeless user interface (UI) to create a node to synchronize data from the MySQL data
source to the Elast icsearch cluster and configure the node. Select  the exclusive resource group
that you created when you configure the node. The data synchronization node runs on the
selected exclusive resource group for Data Integration and writes data to the Elast icsearch cluster.

5. Step 4: View the synchronized data

View the synchronized data in the Kibana console of the Elast icsearch cluster.

PreparationsPreparations
1. Create a database.

You can use an ApsaraDB RDS database or create a database on your on-premises machine. In this
topic, an ApsaraDB RDS for MySQL database is used. Join two MySQL tables and synchronize data in
the tables to Alibaba Cloud Elast icsearch. The following figures show the two tables. For more
information, see Create an ApsaraDB RDS for MySQL instance.

Table 1

Table 2

2. Create a DataWorks workspace.

For more information, see Create a workspace. The workspace must reside in the same region as the
ApsaraDB RDS for MySQL database.

3. Create an Alibaba Cloud Elast icsearch cluster and enable the Auto Indexing feature for the cluster.

The Elast icsearch cluster must reside in the same virtual private cloud (VPC) as the ApsaraDB RDS for
MySQL database. For more information, see Create an Alibaba Cloud Elast icsearch cluster and
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Configure the YML file.

Step 1: Purchase and create an exclusive resource groupStep 1: Purchase and create an exclusive resource group
1. 

2. 

3. 

4. 

5. Find the exclusive resource group that you create and click Network Sett ings in the Act ions column.
The VPC BindingVPC Binding tab appears. On the VPC Binding tab, click Add Binding to bind the exclusive
resource group to a VPC. For more information, see Configure network settings.

Exclusive resources are deployed in the VPC where DataWorks resides. You can use DataWorks to
synchronize data from the ApsaraDB RDS for MySQL database to the Elast icsearch cluster only
after DataWorks connects to the VPCs where the database and cluster reside. In this topic, the
ApsaraDB RDS for MySQL database and Elast icsearch cluster reside in the same VPC. Therefore,
when you bind the exclusive resource group to a VPC, you need to select  the VPCVPC and vSwit chvSwit ch to
which the Elast icsearch cluster belongs.

6. 

Step 2: Add data sourcesStep 2: Add data sources
1. 

2. 

3. 

4. In the Relat ional Database sect ion of the Add dat a sourceAdd dat a source dialog box, click MySQLMySQL. In the AddAdd
MySQL dat a sourceMySQL dat a source dialog box, configure the parameters.
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Dat a source t ypeDat a source t ype: In this example, this parameter is set  to Alibaba Cloud inst ance modeAlibaba Cloud inst ance mode. You
can also set  this parameter to Connect ion st ring modeConnect ion st ring mode. For more information about the
configurations of other parameters, see Add a MySQL data source.

Not ice Not ice If  you set  the Data source type parameter to Connect ion st ring modeConnect ion st ring mode, you can
set the JDBC URLJDBC URL parameter to the public endpoint  of the ApsaraDB RDS for MySQL instance.
You must add the elast ic IP address (EIP) of the exclusive resource group to the whitelist  of the
ApsaraDB RDS for MySQL instance. For more information, see Configure an IP address whitelist
for an ApsaraDB RDS for MySQL instance and Add the EIP or CIDR block of an exclusive resource
group for Data Integration to the whitelist  of a data source.

5. Click Complet eComplet e.

6. 

Step 3: Create and run a data synchronization nodeStep 3: Create and run a data synchronization node
1. On the DataStudio page of the DataWorks console, create a workflow.

For more information, see Manage workflows.
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2. Create a batch synchronization node.

i. In the DataStudio pane, open the newly created workflow, right-click Dat a Int egrat ionDat a Int egrat ion, and
then choose Creat eCreat e >  > Bat ch Synchronizat ionBat ch Synchronizat ion.

ii. In the Creat e NodeCreat e Node dialog box, configure the Node NameNode Name parameter and click CommitCommit .

3. In the SourceSource sect ion of the Connect ionsConnect ions step, specify the MySQL data source and the name of
the table that you created. In the T argetT arget  sect ion, specify the Elast icsearch data source, index
name, and index type.

Not eNot e

You can also use the code editor to configure the node. For more information, see
Create a synchronization node by using the code editor, DRDS Reader, and Elast icsearch
Writer.

We recommend that you set  Enable node discoveryEnable node discovery to NoNo in the advancedadvanced
set t ingsset t ings of the Elast icsearchElast icsearch data source. Otherwise, a connection t imeout error
occurs during data synchronization.

4. In the MappingsMappings step, configure mappings between source f ieldssource f ields and dest inat ion f ieldsdest inat ion f ields.

5. In the ChannelChannel step, configure the parameters.

6. Configure propert ies for the node.

In the right-side navigation pane of the configuration tab of the node, click Propert iesPropert ies. On the
Propert ies tab, configure propert ies for the node. For more information about the parameters, see
Basic propert ies.

Not iceNot ice

Before you commit a node, you must configure a dependent  ancest or nodedependent  ancest or node for the
node in the Dependencies sect ion of the Propert ies tab. For more information, see
Configure same-cycle scheduling dependencies.

If  you want the system to periodically run a node, you must configure t ime propert ies
for the node in the ScheduleSchedule sect ion of the Propert ies tab. The t ime propert ies include
Validity Period, Scheduling Cycle, Run At, and Rerun.

The configuration of an auto triggered node takes effect  at  00:00 of the next  day.

7. Configure the resource group that you want to use to run the synchronization node.
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i. In the right-side navigation pane of the configuration tab of the node, click the ResourceResource
Group conf igurat ionGroup conf igurat ion tab.

ii. Select  the exclusive resource group that you create from the Exclusive Resource GroupsExclusive Resource Groups
drop-down list .

8. Commit the node.

i. Save the current configurations and click the  icon in the top toolbar.

ii. In the Commit  NodeCommit  Node dialog box, enter your comments in the Change descript ionChange descript ion field.

iii. Click OKOK.

9. Click the  icon in the top toolbar to run the node.

You can view the operational logs of the node when the node is running. After the node is
successfully run, the result  shown in the following figure is returned.

Step 4: View the synchronized dataStep 4: View the synchronized data
1. Log on to the Kibana console of the dest ination Elast icsearch cluster.

For more information, see Log on to the Kibana console.

2. In the left-side navigation pane, click Dev T oolsDev T ools.

3. On the ConsoleConsole tab of the page that appears, run the following command to query the
synchronized data:
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POST /mysqljoin/_search?pretty
{
"query": { "match_all": {}}
}

Not e Not e  mysqljoin  is the value that you configured for the  index  f ield when you
configure the node by using the code editor.

If  the data is successfully synchronized, the result  shown in the following figure is returned.

当前中文与控制台界面不符，与TW确认，取消翻译

This topic describes how to use Canal to synchronize incremental data from an ApsaraDB RDS for MySQL
database to an Alibaba Cloud Elast icsearch cluster.

PrerequisitesPrerequisites

3.1.4. Use DTS to synchronize MySQL data to an3.1.4. Use DTS to synchronize MySQL data to an
Alibaba Cloud Elasticsearch cluster in real timeAlibaba Cloud Elasticsearch cluster in real time

3.1.5. Use Canal to synchronize data to an3.1.5. Use Canal to synchronize data to an
Alibaba Cloud Elasticsearch clusterAlibaba Cloud Elasticsearch cluster
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Not ice Not ice Make sure that you have specified the same regionregion, zonezone, Virt ual Privat e CloudVirt ual Privat e Cloud
(VPC)(VPC), subnetsubnet , and securit y groupsecurit y group for the required services. These services include ApsaraDB RDS
for MySQL, Alibaba Cloud Elast icsearch, and Alibaba Cloud Elast ic Compute Service (ECS).

ApsaraDB RDS for MySQL is act ivated.

ApsaraDB RDS for MySQL stores data that you want to synchronize. For more information about how
to act ivate ApsaraDB RDS MySQL, see Create an ApsaraDB RDS for MySQL instance. The following figure
shows the ApsaraDB RDS for MySQL configuration that is used in this topic.

canal.adapter-1.1.4.tar.gz and canal.deployer-1.1.4.tar.gz are prepared.

The Canal packages. Canal is a GitHub open-source extract, transform, and load (ETL) tool. It  is used
to parse database logs and retrieve incremental data for data synchronization. For more information,
see Canal.

Alibaba Cloud Elast icsearch is act ivated.

Alibaba Cloud Elast icsearch receives the synchronized incremental data. For more information about
how to act ivate Alibaba Cloud Elast icsearch, see Create an Alibaba Cloud Elasticsearch cluster. This topic
uses an Alibaba Cloud Elast icsearch V6.7V6.7 cluster of t he St andard Edit iont he St andard Edit ion as an example.

Alibaba Cloud ECS is act ivated.

Alibaba Cloud ECS connects ApsaraDB RDS for MySQL and Elast icsearch. In addit ion, both Canal
deployer and Canal adapter are deployed on an Alibaba Cloud ECS instance. For more information
about how to act ivate Alibaba Cloud ECS, see Step 1: Create an ECS instance. The imageimage of the ECS
instance is a Cent OS 7.6 64-bitCent OS 7.6 64-bit  image.

Create a table and add fieldsCreate a table and add fields
1. Create a table in an ApsaraDB RDS for MySQL instance and add fields to the table.

In this topic, table es_t estes_t est  is created. The following figure shows the fields that are added to the
table.

2. Create an index on the Elast icsearch cluster and configure mappings.

Log on to the Kibana console. In the left-side navigation pane, click Dev T oolsDev T ools. On the ConsoleConsole
tab of the page that appears, create an index and configure mappings.
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Not ice Not ice Make sure that the field names and field types specified in the following
command are the same as those in the created table.

PUT es_test?include_type_name=true
{
    "settings" : {
      "index" : {
        "number_of_shards" : "5",
        "number_of_replicas" : "1"
      }
    },
    "mappings" : {
        "_doc" : {
            "properties" : {
              "count": {          
                   "type": "text"       
               },
              "id": {
                   "type": "integer"
               },
                "name" : {
                    "type" : "text"                    
                },
                "color" : {
                    "type" : "text"                    
                }
            }
        }
    }
}

If  the index is created and mappings are configured, the following result  is returned:

{
  "acknowledged" : true,
  "shards_acknowledged" : true,
  "index" : "es_test"
}

Install MySQLInstall MySQL
1. Connect to the ECS instance.

2. Download the MySQL source package.

wget http://dev.mysql.com/get/mysql57-community-release-el7-11.noarch.rpm

3. Install the MySQL source.

yum -y install mysql57-community-release-el7-11.noarch.rpm

4. Check whether the MySQL source is successfully installed.
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yum repolist enabled | grep mysql.* 

If  the MySQL source is successfully installed, the result  shown in the following figure is returned.

5. Install MySQL.

yum install mysql-community-server

6. Start  the MySQL service and check the service status.

systemctl start mysqld.service
systemctl status mysqld.service

If  MySQL is successfully started, the result  shown in the following figure is returned.

7. Connect to an ApsaraDB RDS for MySQL database.

Not iceNot ice

Before you run the required command to connect to an ApsaraDB RDS for MySQL
database, you must add the privat e IP addressprivat e IP address of your ECS instance to the whitelist
of the corresponding ApsaraDB RDS for MySQL instance. For more information, see Use a
database client  or the CLI to connect to an ApsaraDB RDS for MySQL instance.

To use Canal, you must enable the MySQL binlog mode. By default , this mode is enabled
for ApsaraDB RDS for MySQL. You can run the following command to query the status of
the binlog mode:

show variables like '%log_bin%';

If  the binlog mode is enabled, the result  shown in the following figure is returned.
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mysql -h<Hostname> -P<Port> -u<Username> -p<Password> -D<Database>

Variable Description

<Hostname>
The internal endpoint of the ApsaraDB RDS for MySQL instance.
You can query the internal endpoint on the Basic Inf ormat ionBasic Inf ormat ion
page of the ApsaraDB RDS for MySQL instance.

<Port>
The internal port of the ApsaraDB RDS for MySQL instance. The
default port is 33063306. You can query the internal port on the BasicBasic
Inf ormat ionInf ormat ion page of the ApsaraDB RDS for MySQL instance.

<Username>

The username that is used to log on to the ApsaraDB RDS for
MySQL database. You can query the username on the Account sAccount s
page of the ApsaraDB RDS for MySQL instance. If no account is
available, you must create an account. For more information, see
Create databases and accounts for an ApsaraDB RDS for MySQL
instance.

<Database>

The name of the ApsaraDB RDS for MySQL database. You can
query the database name on the Dat abasesDat abases  page of the
ApsaraDB RDS for MySQL instance. If no database is available, you
must create a database. For more information, see Create
databases and accounts for an ApsaraDB RDS for MySQL instance.

<Password> The password that is used to log on to the ApsaraDB RDS for
MySQL database.

Example command:

mysql -hrm-bp1u1xxxxxxxxx6ph.mysql.rds.aliyuncs.com -P3306 -ues -pmima -Delasticsearc
h

If  ApsaraDB RDS for MySQL is successfully connected, the result  shown in the following figure is
returned.
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Install the JDKInstall the JDK
1. Connect to the ECS instance and query available JDK packages.

yum search java | grep -i --color JDK

2. Install the JDK of the required version.

java-1.8.0-openjdk-devel.x86_64java-1.8.0-openjdk-devel.x86_64 is used in this topic.

yum install java-1.8.0-openjdk-devel.x86_64

3. Configure environment variables.

i. Open the profile file in the etc folder.

vi /etc/profile

ii. Add the following environment variables to the file:

export JAVA_HOME=/usr/lib/jvm/java-1.8.0-openjdk-1.8.0.71-2.b15.el7_2.x86_64
export CLASSPATH=.:$JAVA_HOME/jre/lib/rt.jar:$JAVA_HOME/lib/dt.jar:$JAVA_HOME/lib
/tools.jar
export PATH=$PATH:$JAVA_HOME/bin

iii. Enter  :wq  to save the file and quit  the vi mode. Then, run the following command for the
modificat ion to take effect:

source /etc/profile

4. Run the following commands to check whether the JDK is successfully installed:

 java 

 javac 

 java -version 

If  the JDK is successfully installed, the result  shown in the following figure is returned.

Install and start the Canal serverInstall and start the Canal server
1. Connect to the ECS instance. Then, download and decompress the Canal deployer package.

Canal deployer 1.1.4 is used in this topic.

wget https://github.com/alibaba/canal/releases/download/canal-1.1.4/canal.deployer-1.
1.4.tar.gz

2. Decompress the canal.deployer-1.1.4.tar.gz package.

tar -zxvf canal.deployer-1.1.4.tar.gz

3. Modify the conf/example/instance.propert ies file.
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vi conf/example/instance.properties

Parameter Description

 canal.instance.master.add
ress 

The parameter is in the format of  <Internal endpoint of the 
ApsaraDB RDS for MySQL instance>:<Internal port> . You
can query the required information on the Basic Inf ormat ionBasic Inf ormat ion page
of the ApsaraDB RDS for MySQL instance. Example:  rm-bp1u1xxxx
xxxxx6ph.mysql.rds.aliyuncs.com:3306 .

 canal.instance.dbUsername
 

The username that is used to log on to the ApsaraDB RDS for MySQL
database. You can query the username on the Account sAccount s  page of
the ApsaraDB RDS for MySQL instance.

 canal.instance.dbPassword
 

The password that is used to log on to the ApsaraDB RDS for MySQL
database.

4. Enter :wq:wq to save the file and quit  the vi mode.

5. Start  the Canal server and query the log.

./bin/startup.sh
cat logs/canal/canal.log
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Install and start the Canal adapterInstall and start the Canal adapter
1. Connect to the ECS instance. Then, download and decompress the Canal adapter package.

Canal adapter 1.1.4 is used in this topic.

wget https://github.com/alibaba/canal/releases/download/canal-1.1.4/canal.adapter-1.1
.4.tar.gz

2. Decompress the canal.adapter-1.1.4.tar.gz package.

tar -zxvf canal.adapter-1.1.4.tar.gz

3. Modify the conf/application.yml file.

vi conf/application.yml
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Parameter Description

 canal.conf.canalServerHos
t 

The endpoint of the Canal deployer. Retain the default value:  127
.0.0.1:11111 .

 canal.conf.srcDataSources
.defaultDS.url 

 jdbc:mysql://<Internal endpoint of the ApsaraDB RDS for
MySQL instance>:<Internal port>/<Database name>?useUnico
de=true . You can query the required information on the BasicBasic
Inf ormat ionInf ormat ion page of the ApsaraDB RDS for MySQL instance.
Example:  jdbc:mysql://rm-bp1xxxxxxxxxnd6ph.mysql.rds.ali
yuncs.com:3306/elasticsearch?useUnicode=true .

 canal.conf.srcDataSources
.defaultDS.username 

The username that is used to log on to the ApsaraDB RDS for MySQL
database. You can query the username on the Account sAccount s  page of
the ApsaraDB RDS for MySQL instance.
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 canal.conf.srcDataSources
.defaultDS.password 

The password that is used to log on to the ApsaraDB RDS for MySQL
database.

 canal.conf.canalAdapters.
groups.outerAdapters.hosts
 

Find  name:es  and set  hosts  to a value in the format of  <I
nternal endpoint of the Elasticsearch cluster>:<Internal
port> . You can query the required information on the Basic
Information page of the Elasticsearch cluster. Example:  es-cn-v6
4xxxxxxxxx3medp.elasticsearch.aliyuncs.com:9200 .

 canal.conf.canalAdapters.
groups.outerAdapters.mode Set the value to  rest .

 canal.conf.canalAdapters.
groups.outerAdapters.prope
rties.security.auth 

The parameter is in the format of  <Username of the Elasticse
arch cluster>:<Password> . Example:  elastic:es_password
 .

 canal.conf.canalAdapters.
groups.outerAdapters.prope
rties.cluster.name 

The ID of the Elasticsearch cluster. You can query the cluster ID on
the Basic Information page of the Elasticsearch cluster. Example:  
es-cn-v64xxxxxxxxx3medp .

Parameter Description

4. Enter :wq:wq to save the file and exit  the vi mode.

5. Repeat the preceding steps to modify the conf/es/*.yml file and specify the fields that you want
to map from an ApsaraDB RDS for MySQL database to an Elast icsearch cluster.

Parameter Description

 esMapping._index 
Set the value to the name of the index created on the Elasticsearch
cluster in the Create a table and add fields section. es_t estes_t est  is used
in this topic.

 esMapping._type 
Set the value to the type of the index created on the Elasticsearch
cluster in the Create a table and add fields section. _doc_doc is used in
this topic.

 esMapping._id 
The ID of the document that you want to synchronize to the
Elasticsearch cluster. This parameter is user-defined. _id_id  is used in
this topic.
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 esMapping.sql 

The SQL statement that is used to query the fields to be
synchronized to the Elasticsearch cluster. The  select t.id as _
id,t.id,t.count,t.name,t.color from es_test t;  statement
is used in this topic.

Parameter Description

6. Start  the Canal adapter and query the log.

./bin/startup.sh
cat logs/adapter/adapter.log

If  the Canal adapter is successfully started, the result  shown in the following figure is returned.

Verify the incremental data synchronization resultVerify the incremental data synchronization result
1. In an ApsaraDB RDS for MySQL database, add, modify, or delete data in the es_t estes_t est  table.

insert `elasticsearch`.`es_test`(`count`,`id`,`name`,`color`) values('11',2,'canal_te
st2','red');

2. Log on to the Kibana console of the Elast icsearch cluster.

For more information, see Log on to the Kibana console.

3. In the left-side navigation pane, click Dev T oolsDev T ools. On the ConsoleConsole tab of the pane that appears,
run the following command to query synchronized data:

GET /es_test/_search

If  the incremental data is successfully synchronized, the result  shown in the following figure is
returned.
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Your business data is stored in a Distributed Relat ional Database Service (DRDS) database. If  you want
to perform full-text  searches and semantic analyt ics on the data, you can synchronize the data to an
Alibaba Cloud Elast icsearch cluster in offline mode.

ContextContext
DRDS is developed by Alibaba Cloud. It  integrates the distributed SQL engine DRDS and the proprietary
distributed storage X-DB. DRDS supports tens of millions of concurrent connections and can store
hundreds of petabytes of data based on the integrated cloud-native architecture. DRDS aims to
provide solut ions for massive data storage, ultra-high concurrent throughput, large table performance
bott lenecks, and complex computing efficiency. DRDS has become a mature service after it  is applied to
Double 11 and the business of Alibaba Cloud customers in various industries. The application of DRDS
boosts the digital transformation of enterprises. For more information, see Overview.

Alibaba Cloud Elast icsearch is compatible with open source Elast icsearch features, such as Security,
Machine Learning, Graph, and Application Performance Monitoring (APM). It  is released in 5.5.3, 6.3.2,
6.7.0, 6.8.0, 7.4.0, and 7.7.1 versions. It  supports the commercial plug-in X-Pack and is ideal for scenarios
such as data analyt ics and searches. Alibaba Cloud Elast icsearch implements enterprise-grade access
control, security monitoring and alert ing, and automated report ing based on open source Elast icsearch.
For more information, see What is Alibaba Cloud Elasticsearch.

3.2. PolarDB-X(DRDS) synchronization3.2. PolarDB-X(DRDS) synchronization
3.2.1. Use DataWorks to synchronize data from a3.2.1. Use DataWorks to synchronize data from a
DRDS database to an Elasticsearch cluster inDRDS database to an Elasticsearch cluster in
offline modeoffline mode
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ProcedureProcedure
1. Preparations

Create a DRDS instance and an Alibaba Cloud Elast icsearch cluster in the same virtual private cloud
(VPC). Prepare the data that you want to migrate in the DRDS instance. Act ivate the Data
Integration and DataStudio services of DataWorks.

Not e Not e To improve the stability of synchronization nodes, we recommend that you
synchronize data within a VPC.

2. Step 1: Purchase and create an exclusive resource group

In the DataWorks console, purchase and create an exclusive resource group. To ensure the network
connection, you must bind the exclusive resource group to the VPC where the DRDS instance
resides.

Not e Not e Exclusive resource groups can be used to transmit  data in a fast  and stable
manner.

3. Step 2: Add data sources

In the DataWorks console, add the DRDS instance and the Elast icsearch cluster as data sources.

4. Step 3: Create and run a data synchronization node

Use the codeless user interface (UI) to create a node to synchronize data from the MySQL data
source to the Elast icsearch cluster and configure the node. Select  the exclusive resource group
that you created when you configure the node. The data synchronization node runs on the
selected exclusive resource group for Data Integration and writes data to the Elast icsearch cluster.

5. Step 4: View synchronization results

In the Kibana console of the Elast icsearch cluster, view the synchronized data and search for data
by using a specific f ield.

PreparationsPreparations
1. Create a DRDS V1.0 instance, a DRDS database, and a table. Then, insert  data into the table.

For more information, see Basic SQL operations. The following figure shows the test  data that is
used in this topic.
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Not ice Not ice After a database is created, all IP addresses are allowed to access the database
by default . For security purposes, we recommend that you add only the IP address of the host
that you use to the whitelist  of the DRDS instance. For more information, see Set  an IP address
whitelist .

2. Create a DataWorks workspace.

For more information, see Create a workspace. The workspace must reside in the same region as the
DRDS instance that you created.

3. Create an Elast icsearch cluster and enable the Auto Indexing feature for the cluster.

For more information, see Create an Alibaba Cloud Elast icsearch cluster and Access and configure
an Elast icsearch cluster. The cluster must belong to the same VPC and vSwitch as the DRDS
instance.

Step 1: Purchase and create an exclusive resource groupStep 1: Purchase and create an exclusive resource group
1. Log on to the DataWorks console.

2. In the top navigation bar, select  the desired region. In the left-side navigation pane, click ResourceResource
GroupsGroups.

3. Purchase exclusive resources for Data Integration. For more information, see Purchase exclusive
resources for Data Integration.

Not ice Not ice The exclusive resources for Data Integration must reside in the same region as the
DataWorks workspace that you created.

4. Create an exclusive resource group for Data Integration. For more information, see Create an
exclusive resource group for Data Integration.

The following figure shows the configuration used in this example. Resource Group T ypeResource Group T ype is set
to Exclusive Resource Groups f or Dat a Int egrat ionExclusive Resource Groups f or Dat a Int egrat ion.

5. Find the created exclusive resource group and click Network Sett ings in the Act ions column. The
VPC Binding tab appears. On the VPC BindingVPC Binding tab, click Add Binding to bind the exclusive resource
group to a VPC. For more information, see Configure network settings.
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Exclusive resources are deployed in the VPC where DataWorks resides. You can use DataWorks to
synchronize data from the DRDS database to the Elast icsearch cluster only after DataWorks
connects to the VPCs where the database and cluster reside. In this topic, the DRDS database and
Elast icsearch cluster reside in the same VPC. Therefore, when you bind the exclusive resource group
to a VPC, you need to select  the VPCVPC and vSwit chvSwit ch to which the DRDS instance belongs.

6. 

Step 2: Add data sourcesStep 2: Add data sources
1. 

2. In the left-side navigation pane of the Data Integration page, choose Dat a SourceDat a Source > Data
Sources.

3. On the Data Source page, click Add dat a sourceAdd dat a source in the upper-right corner.

4. In the Relat ional Database sect ion of the Add dat a sourceAdd dat a source dialog box, click DRDSDRDS.

5. In the Add DRDS dat a sourceAdd DRDS dat a source dialog box, configure the parameters and test  connectivity
between the DRDS data source and resource group that you created. After the connectivity test  is
passed, click Complet eComplet e.
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Parameter Description

Dat a source t ypeDat a source t ype
In this topic, this parameter is set to Connect ion st ring modeConnect ion st ring mode.
You can also set this parameter to Alibaba Cloud Dat abaseAlibaba Cloud Dat abase
(DRDS)(DRDS). For more information, see Add a DRDS data source.

Dat a Source NameDat a Source Name
The name of the data source. The name must contain letters,
digits, and underscores (_). It  must start with a letter.

Dat a source descript ionDat a source descript ion
The description of the data source. The description can be a
maximum of 80 characters in length.

JDBC URLJDBC URL

The Java Database Connectivity (JDBC) URL of the database, in the
format of jdbc:mysql://ServerIP:Port/Database. Replace
ServerIP:Port with Endpoint of the VPC where the DRDS instance
resides:Port number of the VPC. Replace Database with the name
of the DRDS database that you created.

User nameUser name The username that is used to connect to the DRDS database.

PasswordPassword The password that is used to connect to the DRDS database.

6. Add an Elast icsearch data source in the same way.
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Parameter Description

Dat a Source NameDat a Source Name
The name of the data source. The name must contain letters,
digits, and underscores (_). It  must start with a letter.

Dat a source descript ionDat a source descript ion
The description of the data source. The description can be a
maximum of 80 characters in length.

EndpointEndpoint
Set this parameter to a value in the format of http://<Internal
endpoint of the Elasticsearch cluster>:9200. You can obtain the
internal endpoint from the Basic Information page of the cluster.

UsernameUsername
The username that is used to access the Elasticsearch cluster. The
default username is elast icelast ic .

PasswordPassword

The password that corresponds to the elastic username. The
password of the elast icelast ic  username is specified when you create the
cluster. If you forget the password, you can reset it . For more
information about the procedure and precautions for resetting a
password, see Reset the access password for an Elasticsearch
cluster.
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Step 3: Create and run a data synchronization nodeStep 3: Create and run a data synchronization node
1. On the DataStudio page of the DataWorks console, create a workflow.

For more information, see Manage workflows.

2. Create a batch synchronization node.

i. In the DataStudio pane, open the newly created workflow, right-click Dat a Int egrat ionDat a Int egrat ion, and
then choose Creat eCreat e >  > Bat ch Synchronizat ionBat ch Synchronizat ion.

ii. In the Creat e NodeCreat e Node dialog box, configure the Node NameNode Name parameter and click CommitCommit .

3. In the SourceSource sect ion of the Connect ionsConnect ions step, specify the DRDS data source and the name of
the table that you created. In the T argetT arget  sect ion, specify the Elast icsearch data source, index
name, and index type.

Not eNot e

You can also use the code editor to configure the node. For more information, see
Create a synchronization node by using the code editor, DRDS Reader, and Elast icsearch
Writer.

We recommend that you set  Enable node discoveryEnable node discovery to NoNo in the advancedadvanced
set t ingsset t ings of the Elast icsearchElast icsearch data source. Otherwise, a connection t imeout error
occurs during data synchronization.

4. In the MappingsMappings step, configure mappings between source f ieldssource f ields and dest inat ion f ieldsdest inat ion f ields.

In this example, the default  source f ieldssource f ields are used. You need only to change dest inat ion f ieldsdest inat ion f ields.

Click the  icon in the dest ination fields sect ion on the right. In the Change Fields dialog box, enter

the following information:
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null
null
null
null
null
null
null
null
null
null
null
null
null
null
null
null

The following figure shows the configured field mappings.

5. In the ChannelChannel step, configure the parameters.

6. Configure propert ies for the node.

In the right-side navigation pane of the configuration tab of the node, click Propert iesPropert ies. On the
Propert ies tab, configure propert ies for the node. For more information about the parameters, see
Basic propert ies.
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Not iceNot ice

Before you commit a node, you must configure a dependent  ancest or nodedependent  ancest or node for the
node in the Dependencies sect ion of the Propert ies tab. For more information, see
Configure same-cycle scheduling dependencies.

If  you want the system to periodically run a node, you must configure t ime propert ies
for the node in the ScheduleSchedule sect ion of the Propert ies tab. The t ime propert ies include
Validity Period, Scheduling Cycle, Run At, and Rerun.

The configuration of an auto triggered node takes effect  at  00:00 of the next  day.

7. Configure the resource group that you want to use to run the synchronization node.

i. In the right-side navigation pane of the configuration tab of the node, click the ResourceResource
Group conf igurat ionGroup conf igurat ion tab.

ii. Select  the exclusive resource group that you create from the Exclusive Resource GroupsExclusive Resource Groups
drop-down list .

8. Commit the node.

i. Save the current configurations and click the  icon in the top toolbar.

ii. In the Commit  NodeCommit  Node dialog box, enter your comments in the Change descript ionChange descript ion field.

iii. Click OKOK.

9. Click the  icon in the top navigation bar to run the node.

You can view the operational logs of the node when the node is running. successf ullysuccessf ully indicates
that the node is successfully run. FINISHFINISH indicates that the running of the node is complete.
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Not e Not e Before you run the node, you can configure propert ies for the node and select  the
desired resource group to run the node. For more information, see Configure basic propert ies .

Step 4: View synchronization resultsStep 4: View synchronization results
1. Log on to the Kibana console of the dest ination Elast icsearch cluster.

For more information, see Log on to the Kibana console.

2. In the left-side navigation pane, click Dev T oolsDev T ools.

3. On the ConsoleConsole tab of the page that appears, run the following command to query the volume of
data in the Elast icsearch cluster.

Not e Not e You can compare the queried data volume with the volume of data in the DRDS
database to check whether all data is synchronized.

GET drdstest/_search
{
  "query": {
    "match_all": null
  }
}
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If  the command is successfully run, the result  shown in the following figure is returned.

4. Run the following command to search for data by using a specific f ield:

GET drdstest/_search
{
  "query": {
    "term": {
      "Publisher.keyword": {
        "value": "Nintendo"
      }
    }
  }
}
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If  the command is successfully run, the result  shown in the following figure is returned.

If  you encounter slow queries when you use a PolarDB for MySQL database, you can use Data
Transmission Service (DTS) to synchronize production data from the database to an Elast icsearch
cluster in real t ime. Then, you can search for and analyze the synchronized data in the Elast icsearch
cluster. This topic describes how to synchronize data from a PolarDB for MySQL database to an
Elast icsearch cluster.

ContextContext
The following cloud services are used:

DTS is a data transmission service that integrates data migration, data subscript ion, and real-t ime
data synchronization. For more information, see DTS. You can use DTS to synchronize these SQL

3.3. Use DTS to synchronize data from3.3. Use DTS to synchronize data from
a PolarDB for MySQL database to ana PolarDB for MySQL database to an
Alibaba Cloud Elasticsearch clusterAlibaba Cloud Elasticsearch cluster
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statements: INSERT, DELETE, and UPDATE.

Not ice Not ice When you synchronize data, you must select  a data source and a version that are
supported by DTS.

PolarDB is a next-generation relat ional database service developed by Alibaba Cloud. It  is compatible
with MySQL, PostgreSQL, and Oracle database engines. A PolarDB cluster can provide a maximum of
100 TB of storage space and can be scaled to a maximum of 16 nodes. PolarDB provides superior
performance in storage and computing to meet diverse requirements of enterprises. For more
information, see PolarDB for MySQL overview.

Elast icsearch is a Lucene-based, distributed, real-t ime search and analyt ics engine. It  allows you to
store, query, and analyze large amounts of datasets in near real t ime. In most cases, it  is used as a
basic engine or technology to accommodate complex queries and high application performance. For
more information, see What is Alibaba Cloud Elast icsearch?.

This topic can be used to guide real-t ime synchronization for data in relat ional databases.

PrecautionsPrecautions
DTS uses read and write resources of the source and dest ination databases during init ial full data
synchronization. This may increase the loads of the database servers. If  the database performance is
unfavorable, the specificat ion is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the dest ination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and dest ination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilizat ion of the source and dest ination databases is less than 30%.

DTS does not synchronize data definit ion language (DDL) operations. If  a DDL operation is performed
on a table in the source database during data synchronization, you must perform the following
steps: Remove the table from the required objects, remove the index for the table from the
Elast icsearch cluster, and then add the table to the required objects. For more information, see
Remove an object  from a data synchronization task and Add an object  to a data synchronization
task.

To add columns to the table that you want to synchronize, perform the following steps: Modify the
mapping of the table in the Elast icsearch cluster, perform DDL operations in the source MySQL
database, and then pause and start  the data synchronization task.

PreparationsPreparations

Create a PolarDB for MySQL cluster and enable binary logging.

For more information, see Purchase a pay-as-you-go cluster and Enable binary logging.

Create a PolarDB for MySQL database and a table, and insert  test  data into the table.

For more information, see Database Management.
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Table creation statement

CREATE TABLE `product` (
    `id` bigint(32) NOT NULL AUTO_INCREMENT,
    `name` varchar(32) NULL,
    `price` varchar(32) NULL,
    `code` varchar(32) NULL,
    `color` varchar(32) NULL,
    PRIMARY KEY (`id`)
) ENGINE=InnoDB
DEFAULT CHARACTER SET=utf8;

Test  data

INSERT INTO `estest`.`product` (`id`,`name`,`price`,`code`,`color`) VALUES (1,'mobile p
hone A','2000','amp','golden');
INSERT INTO `estest`.`product` (`id`,`name`,`price`,`code`,`color`) VALUES (2,'mobile p
hone B','2200','bmp','white');
INSERT INTO `estest`.`product` (`id`,`name`,`price`,`code`,`color`) VALUES (3,'mobile p
hone C','2600','cmp','black');
INSERT INTO `estest`.`product` (`id`,`name`,`price`,`code`,`color`) VALUES (4,'mobile p
hone D','2700','dmp','red');
INSERT INTO `estest`.`product` (`id`,`name`,`price`,`code`,`color`) VALUES (5,'mobile p
hone E','2800','emp','silvery');

ProcedureProcedure
1. Preparations

Create an Elast icsearch cluster and a PolarDB for MySQL cluster and prepare test  data.

2. Step 1: Configure and enable a data synchronization channel

Use DTS to create and start  a real-t ime task to synchronize data from the PolarDB for MySQL
database to the Elast icsearch cluster.

3. Step 2: View the data synchronization result

Log on to the Kibana console of the Elast icsearch cluster and query the synchronized data.

4. Step 3: Verify incremental data synchronization

Add data to the PolarDB for MySQL database and check whether the data is synchronized to the
Elast icsearch cluster.

Step 1: Configure and enable a data synchronization channelStep 1: Configure and enable a data synchronization channel
1. Create a data synchronization task in the DTS console.

i. Log on to the Data Transmission Service console.

ii. In the left-side navigation pane, click Dat a Synchronizat ionDat a Synchronizat ion.

iii. On the page that appears, click Creat e Dat a Synchronizat ion T askCreat e Dat a Synchronizat ion T ask. Then, purchase a data
synchronization instance on the buy page as prompted.

For more information, see Purchase a data synchronization instance. On the buy page, set
Source Instance to PolarDBPolarDB, Target Instance to Elast icsearchElast icsearch, and Synchronization Topology
to One-Way Synchronizat ionOne-Way Synchronizat ion.

2. On the page that appears, select  the region. Then, find the target instance and click Conf igureConf igure
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Synchronizat ion ChannelSynchronizat ion Channel in the Act ionsAct ions column.

3. In the Creat e Dat a Synchronizat ion T askCreat e Dat a Synchronizat ion T ask wizard, configure the PolarDB for MySQL cluster and
Elast icsearch cluster for synchronization.

Field/Section Parameter Description

Synchroniz at ioSynchroniz at io
n T ask Namen T ask Name

None

DTS automatically generates a task name. You do not
need to use a unique task name.

We recommend that you use an informative name for
easy identification.

SourceSource
Inst anceInst ance
Det ailsDet ails

Inst ance T ypeInst ance T ype
The value of this parameter is PolarDB Inst ancePolarDB Inst ance and
cannot be changed.

Inst anceInst ance
RegionRegion

The value of this parameter is the region that you selected
for the PolarDB for MySQL cluster when you purchased the
data synchronization instance. The value cannot be changed.

PolarDBPolarDB
Inst ance IDInst ance ID

The ID of the PolarDB for MySQL cluster.

Dat abaseDat abase
AccountAccount

The account of the PolarDB for MySQL database from which
you want to synchronize data.

Not e Not e The account must have the read
permissions on the database.

Dat abaseDat abase
PasswordPassword

The password for the account of the PolarDB for MySQL
database.

Dest inat ionDest inat ion
Inst anceInst ance
Det ailsDet ails

Inst ance T ypeInst ance T ype
The value of this parameter is Elast icsearchElast icsearch and cannot be
changed.

Inst anceInst ance
RegionRegion

The value of this parameter is the region that you selected
for the Elasticsearch cluster when you purchased the data
synchronization instance. The value cannot be changed.

Elast icsearchElast icsearch The ID of the Elasticsearch cluster.

Dat abaseDat abase
AccountAccount

The username of the Elasticsearch cluster. Default value:
elastic.

Dat abaseDat abase
PasswordPassword

The password of the Elasticsearch cluster. Enter the
password that corresponds to the username specified by
Dat abase AccountDat abase Account .

4. Click Set  Whit elist  and NextSet  Whit elist  and Next . After the synchronization account is created, click NextNext .
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Not ice Not ice In this step, the IP address of the DTS server is automatically added to the
whitelists of the PolarDB for MySQL cluster and Elast icsearch cluster. This ensures that the DTS
server communicates with both clusters.

5. Select  the objects that you want to synchronize.

Parameter Description

Index NameIndex Name

T able NameT able Name

If you select T able NameT able Name, the indexes and tables created on the
Elasticsearch cluster use the same names as those on the ApsaraDB RDS
for MySQL instance.

Dat abaseName_T ableNameDat abaseName_T ableName

If you select Dat abseName_T ableNameDat abseName_T ableName, the indexes created on the
Elasticsearch cluster are named in the format of Database name_Table
name.

Processing Mode InProcessing Mode In
Exist ed T argetExist ed T arget
T ableT able

Pre-check and Int erceptPre-check and Int ercept : The system checks whether the destination
Elasticsearch cluster contains indexes that have the same names as tables
in the source database. If the destination Elasticsearch cluster does not
contain indexes that have the same names as tables in the source
database, the precheck is passed. Otherwise, the system displays an error
message during the precheck and does not start the data synchronization
task.

Not e Not e If indexes in the destination Elasticsearch cluster have the
same names as tables in the source database, and cannot be deleted
or renamed, you can perform the operations described in Rename an
object to be synchronized to avoid table name conflicts.

IgnoreIgnore: The system skips the precheck for identical table names in the
source database and destination Elasticsearch cluster.

Warning Warning If you select IgnoreIgnore, data inconsistency may occur
and your business may be affected.

The source database and destination Elasticsearch cluster
have the same mappings. If the primary key of a record in the
destination Elasticsearch cluster is the same as that in the
source database, the record remains unchanged during init ial
data synchronization. However, the record is overwritten
during incremental data synchronization.

The source database and destination Elasticsearch cluster
have different mappings. This may cause init ial data
synchronization to fail, only some columns to be
synchronized, or the entire data synchronization to fail.
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Object s t o beObject s t o be
synchroniz edsynchroniz ed

Select objects from the AvailableAvailable section and click the  button to move

the objects to the Select edSelect ed section.

Parameter Description

6. In the Select edSelect ed sect ion, move the pointer over the name of the table whose data you want to
synchronize and click EditEdit . In the Edit  Table dialog box, configure parameters for the table in the
Elast icsearch cluster, such as Index Name and Type Name. Then, click OKOK.

Parameter Description

Index NameIndex Name For more information, see Terms.

T ype NameT ype Name For more information, see Terms.

Filt erFilt er
Specifies SQL filter conditions to filter data. Only data that meets the
specific conditions is synchronized to the Elasticsearch cluster. For more
information, see Use SQL conditions to filter data.

IsPart it ionIsPart it ion
Specifies whether to set partit ions. If you select YesYes , you must also specify
the partit ion key column and number of partit ions.

_id value_id value

t he primary key of  t ablet he primary key of  t able

Composite primary key fields are merged into one column.

Bis idBis id

If you select a business key, you must also specify the business key
column.

add paramadd param
Select the required column paramcolumn param and column param valuecolumn param value parameters.
For more information, see Mapping parameters.

7. In the lower-right corner of the page, click PrecheckPrecheck.

Not iceNot ice

You can start  a data synchronization task only after the task passes the precheck.

If  the task fails to pass the precheck, click the  icon next  to each failed item to view

the details. Troubleshoot the issues and run the precheck again.

8. After the T he precheck is passedT he precheck is passed message appears, close the PrecheckPrecheck dialog box.

The data synchronization task starts. Data starts to synchronize until init ial synchronization is
complete and the synchronization task is in the Synchroniz ingSynchroniz ing state.
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Not ice Not ice PolarDB for MySQL and Elast icsearch support  different data types. During init ial
schema synchronization, DTS maps the data types of the PolarDB for MySQL database to those
of the Elast icsearch cluster. For more information, see Data type mappings for schema
synchronization.

Step 2: View the data synchronization resultStep 2: View the data synchronization result
1. Log on to the Kibana console of the Elast icsearch cluster.

For more information, see Log on to the Kibana console.

2. Use a command to query the synchronized data.

i. In the left-side navigation pane, click Dev T oolsDev T ools.

ii. On the ConsoleConsole tab of the page that appears, run the following command to query the
synchronized data:

GET /product/_doc/_search

If  the command is successfully executed, the result  shown in the following figure is returned.

3. Perform operations in the console to query the synchronized data.
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i. Create an index pattern for the dest ination index.

a. In the left-side navigation pane, click ManagementManagement .

b. In the KibanaKibana sect ion, click Index Pat t ernsIndex Pat t erns.

c. Click Creat e index pat t ernCreat e index pat t ern.

d. In the Creat e index pat t ernCreat e index pat t ern sect ion, enter a name in the Index pat t ernIndex pat t ern field.

e. Click Next  st epNext  st ep.

f. Click Creat e index pat t ernCreat e index pat t ern.

ii. In the left-side navigation pane, click DiscoverDiscover.

iii. Select  the index pattern that you created to view the synchronized data.

Step 3: Verify incremental data synchronizationStep 3: Verify incremental data synchronization
1. Log on to the PolarDB console.

2. Execute the following statement to insert  a data record into the PolarDB for MySQL database:

INSERT INTO `estest`.`product` (`id`,`name`,`price`,`code`,`color`) VALUES (6,'mobile p
hone F','2750','fmp','white');

3. Log on to the Kibana console.

For more information, see Log on to the Kibana console.

4. In the left-side navigation pane, click DiscoverDiscover.

5. Select  the index pattern that you created to view the synchronized incremental data.
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Not e Not e After you delete or modify data in the source PolarDB for MySQL database, you
can use the same method to verify data synchronization.

Use Monstache to synchronize data from a MongoDB database to an Alibaba Cloud Elast icsearch
cluster in real t ime

Alibaba Cloud Elast icsearch allows you to analyze semantics and displays analysis results in large charts
for your business data that is stored in a MongoDB database. This topic describes how to use
Monstache to synchronize data from a MongoDB database to an Elast icsearch cluster in real t ime. It
also describes how to analyze the data and display analysis results.

ContextContext
The example in this topic demonstrates how to parse and collect  stat ist ics on data of popular movies.
You can perform the following operations:

Use Monstache to quickly synchronize and subscribe to full or incremental data.

Synchronize data from your MongoDB database to an Elast icsearch cluster of a later version in real
t ime.

Familiarize yourself with the common configuration parameters of Monstache.

BenefitsBenefits
The MongoDB database, Elast icsearch cluster, and Monstache are deployed in virtual private clouds
(VPCs). Data can be securely transmitted over internal networks at  a high speed.

Monstache synchronizes and subscribes to data in real t ime based on MongoDB oplogs. It  allows you

3.4. Use Monstache to synchronize3.4. Use Monstache to synchronize
data from a MongoDB database to andata from a MongoDB database to an
Alibaba Cloud Elasticsearch cluster inAlibaba Cloud Elasticsearch cluster in
real timereal time
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to synchronize data between MongoDB databases and later versions of Elast icsearch clusters.
Monstache supports the change streams and aggregation pipelines of MongoDB. For more
information about Monstache features, see Features.

Monstache supports logical and physical delet ion. You can also use it  to delete databases and
collect ions. It  can ensure data consistency between the Elast icsearch cluster and MongoDB database
in real t ime.

ProcedureProcedure
1. Preparations

Create an ApsaraDB for MongoDB instance, an Elast icsearch cluster, and an Elast ic Compute Service
(ECS) instance in the same VPC. The ECS instance is used to install Monstache.

Not ice Not ice Make sure that the version of Monstache you installed is compatible with the
versions of the ApsaraDB for MongoDB instance and Elast icsearch cluster. For more information
about version compatibility of Monstache, see Monstache version.

2. Step 1: Build a Monstache environment

Install Monstache on the ECS instance. Before you install Monstache, make sure that you have
configured Go environment variables.

3. Step 2: Configure a real-t ime data synchronization task

Modify information in the default  configuration file of Monstache. The information includes the
endpoints of the ApsaraDB for MongoDB instance and Elast icsearch cluster, the collect ions you
want to synchronize, and the username and password of the Elast icsearch cluster. After you
modify the preceding information, run Monstache to synchronize data from the ApsaraDB for
MongoDB instance to the Elast icsearch cluster in real t ime.

4. Step 3: Verify the data synchronization result

Add, update, or remove data in an ApsaraDB for MongoDB instance. Then, check whether data is
synchronized in real t ime.

5. Step 4: Analyze data and display analysis results in the Kibana console

In the Kibana console, analyze data and display analysis results in pie charts.

PreparationsPreparations
1. Create an Elast icsearch cluster and enable the Auto Indexing feature for the cluster.

For more information, see Create an Alibaba Cloud Elast icsearch cluster and Access and configure
an Elast icsearch cluster. In this topic, an Elast icsearch V6.7.0 cluster of the Standard Edit ion is used.

2. Create an ApsaraDB for MongoDB instance and prepare test  data.

For more information, see Quick start . In this topic, an ApsaraDB for MongoDB replica set  instance of
V4.2 is used. The following figure shows part  of the test  data.
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Not ice Not ice The ApsaraDB for MongoDB instance you use must be a replica set  instance or
sharded cluster instance.

3. Create an ECS instance.

For more information, see Create an instance by using the wizard. The ECS instance is used to install
Monstache and must reside in the same VPC as the Elast icsearch cluster.

Step 1: Build a Monstache environmentStep 1: Build a Monstache environment
1. Connect to the ECS instance.

For more information, see 连接ECS实例.

2. Install SDK for Go and configure environment variables.

Not e Not e Monstache-based data synchronization depends on the Go language. Therefore,
before you install Monstache, you must prepare the Go environment on the ECS instance.

i. Download and decompress the installat ion package of SDK for Go.

wget https://dl.google.com/go/go1.14.4.linux-amd64.tar.gz
tar -C /usr/local -xzf go1.14.4.linux-amd64.tar.gz

ii. Configure environment variables.

Run the  vim /etc/profile  command to open the configuration file for environment
variables. Then, add the following content to the file.  GOPROXY  specifies a proxy for the
modules of Alibaba Cloud SDK for Go.

export GOROOT=/usr/local/go
export GOPATH=/home/go/
export PATH=$PATH:$GOROOT/bin:$GOPATH/bin
export GOPROXY=https://mirrors.aliyun.com/goproxy/

iii. Apply the environment variables.

source /etc/profile

Best  Pract ices··Migrat e and synchro
nize MySQL dat a

Elast icsearch

134 > Document  Version: 20220614

https://www.alibabacloud.com/help/doc-detail/87190.htm#task-vwq-5g4-r2b
https://www.alibabacloud.com/help/doc-detail/25425.htm#task-728112


3. Install Monstache.

i. Go to the installat ion path.

cd /usr/local/

ii. Download the installat ion package from the GitHub repository.

git clone https://github.com/rwynn/monstache.git

iii. Go to the monstache directory.

cd monstache

iv. Switch the version.

In this topic, rel5 is used.

git checkout rel5

v. Install Monstache.

go install

vi. View the version of Monstache.

monstache -v

If  the running of the command is successful, the following result  is returned:

5.5.5

Step 2: Configure a real-time data synchronization taskStep 2: Configure a real-time data synchronization task
Monstache uses the TOML format for its configuration. In most cases, Monstache uses the default  port
to connect to the Elast icsearch cluster and ApsaraDB for MongoDB instance on your on-premises host
and tracks the oplogs of the ApsaraDB for MongoDB instance. During the running of Monstache, all
changes to data in your ApsaraDB for MongoDB database are synchronized to the Elast icsearch cluster.

In this topic, ApsaraDB for MongoDB and Alibaba Cloud Elast icsearch are used, and you need to specify
the objects that you want to synchronize. Therefore, you must modify the default  configuration file of
Monstache. The objects that are used in this topic are the hotmovies and col collect ions in the mydb
database. To modify the configuration file, perform the following steps:

1. Go to the Monstache installat ion directory, create a configuration file, and then edit  the file.

cd /usr/local/monstache/
vim config.toml

2. Modify the configuration file.

The following example demonstrates how to modify the configuration file. For more information,
see Monstache Usage.

# connection settings
# connect to MongoDB using the following URL
mongo-url = "mongodb://root:<your_mongodb_password>@dds-bp1aadcc629******.mongodb.rds.a
liyuncs.com:3717"
# connect to the Elasticsearch REST API at the following node URLs
elasticsearch-urls = ["http://es-cn-mp91kzb8m00******.elasticsearch.aliyuncs.com:9200"]
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elasticsearch-urls = ["http://es-cn-mp91kzb8m00******.elasticsearch.aliyuncs.com:9200"]
# frequently required settings
# if you need to seed an index from a collection and not just listen and sync changes e
vents
# you can copy entire collections or views from MongoDB to Elasticsearch
direct-read-namespaces = ["mydb.hotmovies","mydb.col"]
# if you want to use MongoDB change streams instead of legacy oplog tailing use change-
stream-namespaces
# change streams require at least MongoDB API 3.6+
# if you have MongoDB 4+ you can listen for changes to an entire database or entire dep
loyment
# in this case you usually don't need regexes in your config to filter collections unle
ss you target the deployment.
# to listen to an entire db use only the database name.   For a deployment use an empty
string.
#change-stream-namespaces = ["mydb.col"]
# additional settings
# if you don't want to listen for changes to all collections in MongoDB but only a few
# e.g. only listen for inserts, updates, deletes, and drops from mydb.mycollection
# this setting does not initiate a copy, it is only a filter on the change event listen
er
#namespace-regex = '^mydb\.col$'
# compress requests to Elasticsearch
#gzip = true
# generate indexing statistics
#stats = true
# index statistics into Elasticsearch
#index-stats = true
# use the following PEM file for connections to MongoDB
#mongo-pem-file = "/path/to/mongoCert.pem"
# disable PEM validation
#mongo-validate-pem-file = false
# use the following user name for Elasticsearch basic auth
elasticsearch-user = "elastic"
# use the following password for Elasticsearch basic auth
elasticsearch-password = "<your_es_password>"
# use 4 go routines concurrently pushing documents to Elasticsearch
elasticsearch-max-conns = 4
# use the following PEM file to connections to Elasticsearch
#elasticsearch-pem-file = "/path/to/elasticCert.pem"
# validate connections to Elasticsearch
#elastic-validate-pem-file = true
# propogate dropped collections in MongoDB as index deletes in Elasticsearch
dropped-collections = true
# propogate dropped databases in MongoDB as index deletes in Elasticsearch
dropped-databases = true
# do not start processing at the beginning of the MongoDB oplog
# if you set the replay to true you may see version conflict messages
# in the log if you had synced previously. This just means that you are replaying old d
ocs which are already
# in Elasticsearch with a newer version. Elasticsearch is preventing the old docs from 
overwriting new ones.
#replay = false
# resume processing from a timestamp saved in a previous run
resume = true
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# do not validate that progress timestamps have been saved
#resume-write-unsafe = false
# override the name under which resume state is saved
#resume-name = "default"
# use a custom resume strategy (tokens) instead of the default strategy (timestamps)
# tokens work with MongoDB API 3.6+ while timestamps work only with MongoDB API 4.0+
resume-strategy = 0
# exclude documents whose namespace matches the following pattern
#namespace-exclude-regex = '^mydb\.ignorecollection$'
# turn on indexing of GridFS file content
#index-files = true
# turn on search result highlighting of GridFS content
#file-highlighting = true
# index GridFS files inserted into the following collections
#file-namespaces = ["users.fs.files"]
# print detailed information including request traces
verbose = true
# enable clustering mode
cluster-name = 'es-cn-mp91kzb8m00******'
# do not exit after full-sync, rather continue tailing the oplog
#exit-after-direct-reads = false
[[mapping]]
namespace = "mydb.hotmovies"
index = "hotmovies"
type = "movies"
[[mapping]]
namespace = "mydb.col"
index = "mydbcol"
type = "collection"

Parameter Description

mongo-url

The connection string of the primary node in the ApsaraDB for
MongoDB instance. You can obtain the connection string from the
details page of the ApsaraDB for MongoDB instance. Before you
obtain the connection string, add the private IP address of the ECS
instance where Monstache is installed to the whitelist  of the
ApsaraDB for MongoDB instance. For more information, see
Configure a whitelist  for a sharded cluster instance.

elasticsearch-urls

The URL that is used to access the Elasticsearch cluster. Specify the
URL in the format of  http://<Internal endpoint of the Elas
ticsearch cluster>:9200 . You can obtain the internal endpoint
from the details page of the cluster. For more information, see
View the basic information of a cluster.

direct-read-namespaces
The collections that you want to synchronize. For more information,
see direct-read-namespaces. The collections used in this topic are
hotmovies and col in the mydb database.

change-stream-namespaces

You must specify this parameter if you want to use the change
streams of the ApsaraDB for MongoDB instance. If you specify this
parameter, oplog tracking becomes invalid. For more information,
see change-stream-namespaces.
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namespace-regex

The regular expression that is used to specify the collections you
want to monitor. After you specify a regular expression, the system
can monitor changes to data in collections that match the regular
expression.

elasticsearch-user

The username that is used to access the Elasticsearch cluster.
Default value: elastic.

Not ice Not ice To ensure system security, we recommend that
you do not use the elastic username. You can use a custom
username instead. Before you use a custom username, you
must create a role for it  and grant the required permissions to
the role. For more information, see Use the RBAC mechanism
provided by Elasticsearch X-Pack to implement access control.

elasticsearch-password

The password of the elastic account. The password that
corresponds to the elastic username is specified when you create
your Elasticsearch cluster. If you forget the password, you can reset
it. For more information about the precautions and procedures for
resetting a password, see Reset the access password for an
Elasticsearch cluster.

elasticsearch-max-conns

The number of threads that are used to connect to the
Elasticsearch cluster. The default value is 4. This value indicates that
four Go threads are used at a t ime to synchronize data to the
Elasticsearch cluster.

dropped-collections
The default value is true. This value indicates that Monstache
deletes a mapped index in the Elasticsearch cluster if a collection in
your ApsaraDB for MongoDB database is deleted.

dropped-databases
The default value is true. This value indicates that Monstache
deletes mapped indexes in the Elasticsearch cluster if your
ApsaraDB for MongoDB database is deleted.

resume

The default value is false. If you set this parameter to true,
Monstache writes the t imestamps of operations that are
synchronized to the Elasticsearch cluster to the
monstache.monstache collection. If Monstache fails, you can use
the timestamps to resume the synchronization task. This avoids
data loss. If Monstache starts with the cluster-name parameter
specified, the resume parameter is automatically set to true. For
more information, see resume.

resume-strategy
The resuming policy. This parameter is valid only when resume is set
to true. For more information, see resume-strategy.

verbose
The default value is false. This value indicates that log debugging is
disabled.

Parameter Description
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cluster-name

The name of the cluster. If you specify this parameter, Monstache
runs in high availability mode. Processes that have the same cluster
name cooperate with each other. For more information, see cluster-
name.

mapping

The mapping of the index in the Elasticsearch cluster. By default,
when data is synchronized from a MongoDB database to an
Elasticsearch cluster, the index name is automatically mapped to  
Database name.Collection name . You can change this index
name by setting this parameter. For more information, see Index
Mapping.

Parameter Description

Not e Not e Monstache supports a large number of parameters. The preceding table describes
only some parameters that are used for real-t ime data synchronization. For more information
about how to configure parameters that are used for complex data synchronization, see
Monstache config and Advanced.

3. Run Monstache.

monstache -f config.toml

Not e Not e The -f parameter is used to explicit ly run Monstache. In this case, the system will
log all debugging operations, including request  tracking for the Elast icsearch cluster.

Step 3: Verify the data synchronization resultStep 3: Verify the data synchronization result
1. Log on to the Data Management (DMS) console of the ApsaraDB for MongoDB instance and the

Kibana console of the Elast icsearch cluster. Query the number of documents before the
synchronization and that after the synchronization.

Not eNot e

For more information about how to log on to the DMS console, see Connect to an
ApsaraDB for MongoDB replica set  instance by using DMS.

For more information about how to log on to the Kibana console, see Log on to the
Kibana console.

MongoDB

db.hotmovies.find().count()

If  the running of the command is successful, the following result  is returned:

[
10000
]

Elast icsearch cluster
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GET hotmovies/_count

If  the running of the command is successful, the following result  is returned:

{
  "count" : 10000,
  "_shards" : {
    "total" : 5,
    "successful" : 5,
    "skipped" : 0,
    "failed" : 0
  }
}

2. Insert  data into the ApsaraDB for MongoDB database and check whether the data is synchronized
to the Elast icsearch cluster.

MongoDB

db.hotmovies.insert({id: 11003,title: "Beauty",overview: "How a group of IT women wit
h high IQ become outstanding",original_language:"cn",release_date:"2020-06-17",popula
rity:67.654,vote_count:65487,vote_average:9.9})

db.hotmovies.insert({id: 11004,title: "Heroic Programmers",overview: "How a group of 
IT men with high IQ become outstanding",original_language:"cn",release_date:"2020-06-
15",popularity:77.654,vote_count:85487,vote_average:11.9})

Elast icsearch cluster

GET hotmovies/_search
{
  "query": {
    "bool": {
      "should": [
        {"term":{"id":"11003"}},
        {"term":{"id":"11004"}}
      ]
    }
  }
}
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3. Update data in the ApsaraDB for MongoDB database. Then, check whether the data in the
Elast icsearch cluster is also updated.

MongoDB

db.hotmovies.update({'title':'Beauty'},{$set:{'title':'Beautiful Programmers'}})

Elast icsearch cluster

GET hotmovies/_search
{
  "query": {
    "match": {
      "id":"11003"
    }
  }
}
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4. Remove data from the ApsaraDB for MongoDB database. Then, check whether the data is also
removed from the Elast icsearch cluster.

MongoDB

db.hotmovies.remove({id: 11003})

db.hotmovies.remove({id: 11004})

Elast icsearch cluster

GET hotmovies/_search
{
  "query": {
    "bool": {
      "should": [
        {"term":{"id":"11003"}},
        {"term":{"id":"11004"}}
      ]
    }
  }
}
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Step 4: Analyze data and display analysis results in the KibanaStep 4: Analyze data and display analysis results in the Kibana
consoleconsole

1. 

2. Create an index pattern.

i. 

ii. 

iii. 

iv. 

v. Specify T ime Filt er f ield nameT ime Filt er f ield name. In this example, Time Filter f ield name is set  to I don't  wantI don't  want
t o use t he T ime Filt ert o use t he T ime Filt er.

vi. 

3. Configure a chart.

The following example demonstrates how to configure a pie chart  for the top 10 popular movies:

i. In the left-side navigation pane, click VisualizeVisualize.

ii. Click ++  next  to the search box.
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iii. In the New Visualizat ionNew Visualizat ion dialog box, click PiePie.

iv. Click the hot movieshot movies index pattern.
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v. Configure parameters in the Met ricsMet rics and Bucket sBucket s sect ions based on the following figure.
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vi. Click the  icon to apply the configurations and display data.

FAQFAQ
Problem descript ion: After I enable the high availability and high concurrency features for my
Elast icsearch cluster, data loss occurs.

Solut ion: Check whether the cluster is normal. If  the cluster is normal, you must check whether
Monstache can normally provide services. For more information, visit  the official Monstache website. If
the cluster is abnormal, you must troubleshoot the issue from the cluster and reduce the number of
concurrencies. For more information about the frequently asked questions about Elast icsearch clusters
and the answers to these questions, see References. If  the issue cannot be resolved, submit  a t icket  for
consultat ion.
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Synchronize data from MaxCompute to Alibaba Cloud Elast icsearch

Alibaba Cloud provides a variety of cloud storage and database services. To search for and analyze the
data stored in these services, you can use the Data Integration feature of DataWorks to collect  offline
data at  intervals of at  least  f ive minutes. Then, synchronize the data to an Alibaba Cloud Elast icsearch
cluster. This topic describes how to synchronize data from MaxCompute to an Alibaba Cloud
Elast icsearch cluster.

ContextContext
Alibaba Cloud Elast icsearch supports the following offline data sources:

Alibaba Cloud databases: ApsaraDB RDS for MySQL, ApsaraDB RDS for PostgreSQL, ApsaraDB RDS for
SQL Server, ApsaraDB RDS for PPAS, ApsaraDB for MongoDB, and ApsaraDB for HBase

Distributed Relat ional Database Service (DRDS)

MaxCompute

Object  Storage Service (OSS)

Tablestore

User-created databases: HDFS, Oracle, FTP, DB2, MySQL, PostgreSQL, SQL Server, PPAS, MongoDB, and
HBase

ProcedureProcedure
1. Preparations

Create a DataWorks workspace, act ivate MaxCompute, prepare the MaxCompute data source, and
create an Alibaba Cloud Elast icsearch cluster.

2. Step 1: Purchase and create an exclusive resource group

Purchase and create an exclusive resource group for data integration. Bind the exclusive resource
group to a virtual private cloud (VPC) and the created workspace. Exclusive resource groups
transmit  data in a fast  and stable manner.

3. Step 2: Add data sources

Connect MaxCompute and Elast icsearch data sources to Data Integration.

4. Step 3: Create and run a data synchronization task

Configure a data synchronization script  to import  the data synchronized by Data Integration into
the Elast icsearch cluster. The exclusive resource group is registered with Data Integration as a
resource to run tasks. This resource group retrieves data from data sources and runs the task of
writ ing data to the Elast icsearch cluster. The task is issued by Data Integration.

5. Step 4: View synchronization results

In the Kibana console, view the synchronized data and search for data based on specific

4.Big data synchronization4.Big data synchronization
4.1. Use DataWorks to synchronize4.1. Use DataWorks to synchronize
data from MaxCompute to an Alibabadata from MaxCompute to an Alibaba
Cloud Elasticsearch clusterCloud Elasticsearch cluster
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condit ions.

PreparationsPreparations
1. Create a DataWorks workspace. Select  MaxCompute as the computing engine.

For more information, see Create a MaxCompute project.

2. Create a table in MaxCompute and import  data into the table.

For more information, see Create tables and Import  data to tables.

The following figures show the table schema and a part  of the table data.

Table schema

Table data

Not e Not e The provided data is only for tests. You can migrate data from Hadoop to
MaxCompute and synchronize the data to your Elast icsearch cluster. For more information, see
Synchronize data from Hadoop to MaxCompute.

3. Create an Elast icsearch cluster and enable the Auto Indexing feature for the cluster.

For more information, see Create an Alibaba Cloud Elast icsearch cluster and Access and configure
an Elast icsearch cluster. The Elast icsearch cluster must reside in the same region as the DataWorks
workspace you created.

Step 1: Purchase and create an exclusive resource groupStep 1: Purchase and create an exclusive resource group
1. Log on to the DataWorks console.

2. In the top navigation bar, select  a region. In the left-side navigation pane, click Resource GroupsResource Groups.

3. Purchase exclusive resources for data integration. For more information, see Purchase exclusive
resources for Data Integration.
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Not ice Not ice The exclusive resources for data integration must reside in the same region as the
DataWorks workspace you created.

4. Create an exclusive resource group for data integration. For more information, see Create an
exclusive resource group for Data Integration.

The following figure shows the configuration used in this example. Resource Group T ypeResource Group T ype is set
to Exclusive Resource Groups f or Dat a Int egrat ionExclusive Resource Groups f or Dat a Int egrat ion.

5. Find the created exclusive resource group and click Add VPC BindingAdd VPC Binding in the Act ions column to
bind the exclusive resource group to a VPC. For more information, see Configure network settings.

Exclusive resources are deployed in VPCs managed by DataWorks. DataWorks can synchronize data
to an Elast icsearch cluster only after DataWorks and the cluster are connected to the same VPC.
Therefore, when you bind the exclusive resource group to a VPC, you must select  the VPCVPC and
VSwit chVSwit ch to which your Elast icsearch cluster belongs.
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6. Click Change WorkspaceChange Workspace in the Act ions column that corresponds to the exclusive resource group
to bind it  to the DataWorks workspace you created. For more information, see Associate an exclusive
resource group with a workspace.
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Step 2: Add data sourcesStep 2: Add data sources
1. Go to the Dat a Int egrat ionDat a Int egrat ion page.

i. In the left-side navigation pane of the DataWorks console, click WorkspacesWorkspaces.

ii. Find the workspace you created and click Dat a Int egrat ionDat a Int egrat ion in the Act ionsAct ions column.

2. In the left-side navigation pane of the Data Integration page, click Connect ionConnect ion.

3. In the left-side navigation pane of the page that appears, click Dat a SourceDat a Source. Then, click NewNew
dat a sourcedat a source in the upper-right corner.

4. In the Big Data Storage sect ion of the Add dat a sourceAdd dat a source dialog box, click MaxComput e (ODPS)MaxComput e (ODPS).
In the Add MaxComput e (ODPS) dat a sourceAdd MaxComput e (ODPS) dat a source dialog box, configure the parameters.

Parameter Description

ODPS EndpointODPS Endpoint
The endpoint of MaxCompute, which varies in different regions. For
more information, see Endpoints.

ODPS project  nameODPS project  name
To obtain the project name, log on to the DataWorks console. In
the left-side navigation pane, click MaxComput eMaxComput e below Comput eComput e
EnginesEngines .

AccessKey IDAccessKey ID
To obtain the AccessKey ID, move the pointer over your profile
picture and click AccessKey ManagementAccessKey Management .

AccessKey SecretAccessKey Secret
To obtain the AccessKey secret, move the pointer over your profile
picture and click AccessKey ManagementAccessKey Management .

Not e Not e Configure the parameters that are not listed in the preceding table as required or
use their default  values.

After parameters are configured, you can test  the connectivity to the exclusive resource group. If
the connectivity test  is passed, Connect ableConnect able appears in the Connect ivit y st at usConnect ivit y st at us column.

5. Click Complet eComplet e.
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6. Add an Elast icsearch data source in the same way.

Parameter Description

EndpointEndpoint

The URL that is used to access the Elasticsearch cluster. Specify the
URL in the following format:  http://<Internal or public endp
oint of the Elasticsearch cluster>:9200 . You can obtain
the endpoint from the Basic Information page of the cluster. For
more information, see View the basic information of a cluster.

Not ice Not ice If you use the public endpoint of the cluster, add
the elastic IP address (EIP) of the exclusive resource group to
the public IP address whitelist  of the cluster. For more
information, see Configure a public or private IP address
whitelist  for an Elasticsearch cluster and Add the EIP or CIDR
block of an exclusive resource group for Data Integration to the
whitelist  of a data source.

User nameUser name
The username that is used to access the Elasticsearch cluster. The
default username is elastic.

PasswordPassword

The password that is used to access the Elasticsearch cluster. The
password of the elastic account is specified when you create the
cluster. If you forget the password, you can reset it . For more
information about the procedure and precautions for resetting a
password, see Reset the access password for an Elasticsearch
cluster.

Not e Not e Configure the parameters that are not listed in the preceding table as required.

Step 3: Create and run a data synchronization taskStep 3: Create and run a data synchronization task
1. 

2. 

3. 

4. In the upper part  of the page, click the  icon.

5. In the Tips message, click OK. Then, configure the data synchronization script.

For more information, see Create a synchronization node by using the code editor.
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Not e Not e You can also click the  icon in the upper part  of the page to import  a script

configuration template. Then, modify the template as required.

The following code provides a sample script:

{
    "order": {
        "hops": [
            {
                "from": "Reader",
                "to": "Writer"
            }
        ]
    },
    "setting": {
        "errorLimit": {
            "record": "0"
        },
        "speed": {
            "concurrent": 1,
            "throttle": false
        }
    },
    "steps": [
        {
            "category": "reader",
            "name": "Reader",
            "parameter": {
                "column": [
                    "create_time",
                    "category",
                    "brand",
                    "buyer_id",
                    "trans_num",
                    "trans_amount",
                    "click_cnt"
                ],
                "datasource": "odps_es",
                "partition": "pt=1",
                "table": "hive_doc_good_sale"
            },
            "stepType": "odps"
        },
        {
            "category": "writer",
            "name": "Writer",
            "parameter": {
                "batchSize": 1000,
                "cleanup": true,
                "column": [
                    {
                        "name": "create_time",
                        "type": "id"

Elast icsearch Best  Pract ices··Big dat a synchroniza
t ion

> Document  Version: 20220614 153



                        "type": "id"
                    },
                    {
                        "name": "category",
                        "type": "text"
                    },
                    {
                        "name": "brand",
                        "type": "text"
                    },
                    {
                        "name": "buyer_id",
                        "type": "text"
                    },
                    {
                        "name": "trans_num",
                        "type": "integer"
                    },
                    {
                        "name": "trans_amount",
                        "type": "double"
                    },
                    {
                        "name": "click_cnt",
                        "type": "integer"
                    }
                ],
                "datasource": "es_test",
                "discovery": false,
                "index": "odps_index",
                "indexType": "_doc",
                "splitter": ","
            },
            "stepType": "elasticsearch"
        }
    ],
    "type": "job",
    "version": "2.0"
}

The preceding script  includes three parts.

Part Description

 setting 

Used to configure parameters related to packet loss and the maximum
concurrency during synchronization.

Not e Not e If the volume of data you want to synchronize is large,
you can increase the maximum concurrency.
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 Reader 

Used to configure MaxCompute as the reader. If your MaxCompute table is
a partit ioned table, you must configure partit ion information by using the 
 partition  field. For more information, see MaxCompute Reader. The

partit ion information in this example is  pt=1 .

Not e Not e If the volume of data you want to synchronize is large,
you can split  the data into partit ions and synchronize the data by
partit ion.

 Writer 

Used to configure the Elasticsearch cluster as the writer. For more
information, see Elasticsearch Writer.

 index : the name of the destination index.

 indexType : the type of the destination index. The index type of
Elasticsearch clusters of V7.0 or later must be  _doc .

Part Description

6. 

7. Configure the resource group that is used to execute the synchronization task.

i. Click the Dat a int egrat ion resource group conf igurat ionDat a int egrat ion resource group conf igurat ion tab on the right side of the
page.

ii. Set  ProgrammeProgramme to Exclusive dat a int egrat ion Resource GroupExclusive dat a int egrat ion Resource Group.

iii. Set  Exclusive dat a int egrat ion Resource GroupExclusive dat a int egrat ion Resource Group to the exclusive resource group you
created.

8. 

9. 
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Step 4: View synchronization resultsStep 4: View synchronization results
1. Log on to the Kibana console of the Elast icsearch cluster.

For more information, see Log on to the Kibana console.

2. In the left-side navigation pane, click Dev T oolsDev T ools.

3. On the ConsoleConsole tab of the page that appears, run the following command to query the
synchronized data:

POST /odps_index/_search?pretty
{
"query": { "match_all": {}}
}

Not e Not e  odps_index  is the value that you specified for the  index  f ield in the data
synchronization script.

If  the data is synchronized, the result  shown in the following figure is returned.
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4. Run the following command to query the  category  and  brand  f ields in the data:

POST /odps_index/_search?pretty
{
"query": { "match_all": {} },
"_source": ["category", "brand"]
}

5. Run the following command to query data entries where the value of the  category  f ield is  fre
sh :
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POST /odps_index/_search?pretty
{
"query": { "match": {"category":"fresh"} }
}

6. Run the following command to sort  the data based on the  trans_num  f ield:

POST /odps_index/_search?pretty
{
"query": { "match_all": {} },
"sort": { "trans_num": { "order": "desc" } }
}

For more information, see open source Elast ic documentation.

Use Realt ime Compute for Apache Flink to synchronize data to Elast icsearch

If you want to build a log retrieval system, you can use Alibaba Cloud Realt ime Compute for Apache
Flink to compute log data and import  the processed data into Alibaba Cloud Elast icsearch for searches.
This topic uses log data in Log Service to describe the detailed procedure.

PrerequisitesPrerequisites
You have completed the following operations:

Activate Realt ime Compute and create a project.

For more information, see Activate Realtime Compute for Apache Flink and create a project.

Create an Elast icsearch cluster.

For more information, see Create an Alibaba Cloud Elasticsearch cluster.

Act ivate Log Service, and create a project  and a Logstore.

For more information, see Quick start, Create a project, and Create a Logstore.

ContextContext
Realt ime Compute for Apache Flink is a Flink-based service provided by Alibaba Cloud. It  supports
various input and output systems, such as Kafka and Elast icsearch. You can use Realt ime Compute for
Apache Flink and Elast icsearch to retrieve logs.

Realt ime Compute for Apache Flink processes logs in Kafka or Log Service by using simple or complex
Flink SQL statements. Then, it  imports the processed logs into an Elast icsearch cluster as source data for
searches. The computing capabilit ies of Realt ime Compute for Apache Flink and the search capabilit ies
of Elast icsearch allow you to process and search for data in real t ime. This help you transform your
business into real-t ime services.

4.2. Use Realtime Compute to process4.2. Use Realtime Compute to process
and synchronize data to an Alibabaand synchronize data to an Alibaba
Cloud Elasticsearch clusterCloud Elasticsearch cluster
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Realt ime Compute for Apache Flink provides a simple way to interact  with Elast icsearch. For example,
logs or data records are imported into Log Service and must be processed before they are imported
into an Elast icsearch cluster. The following figure shows the data consumption pipeline.

ProcedureProcedure
1. Log on to the .

2. Create a Realt ime Compute job.

For more information, see Create a job.

3. Write Flink SQL statements.
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i. Create a source table for Log Service.

create table sls_stream(
  a int,
  b int,
  c VARCHAR
)
WITH (
  type ='sls',  
  endPoint ='<yourEndpoint>',
  accessId ='<yourAccessId>',
  accessKey ='<yourAccessKey>',
  startTime = '<yourStartTime>',
  project ='<yourProjectName>',
  logStore ='<yourLogStoreName>',
  consumerGroup ='<yourConsumerGroupName>'
);

The following table describes the parameters in the WITH part.

Parameter Description

endPoint

The URL that is used to access projects and logs in Log Service.
For more information, see Endpoints.

For example, the URL that is used to access Log Service in the
China (Hangzhou) region is ht t p://cn-ht t p://cn-
hangz hou.log.aliyuncs.comhangz hou.log.aliyuncs.com. Make sure that the URL starts
with ht t p://ht t p://.

accessId The AccessKey ID of your Alibaba Cloud account.

accessKey The AccessKey secret of your Alibaba Cloud account.

startT ime
The time when logs start to be consumed. When you run a
Realtime Compute for Apache Flink job, specify a t ime point
that is later than the start t ime specified by this parameter.

project The name of the Log Service project.

logStore The name of the Logstore in the project.

consumerGroup The name of the Log Service consumer group.

For more information about other parameters in the WITH part, see Create a Log Service source
table.

ii. Create an Elast icsearch result  table.
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Not iceNot ice

Elast icsearch result  tables are supported in Realt ime Compute V3.2.2 and later.
When you create a Realt ime Compute for Apache Flink job, select  a valid version.

Elast icsearch result  tables are based on RESTful APIs and are compatible with all
Elast icsearch versions.

CREATE TABLE es_stream_sink(
  a int,
  cnt BIGINT,
  PRIMARY KEY(a)
)
WITH(
  type ='elasticsearch',
  endPoint = 'http://<instanceid>.public.elasticsearch.aliyuncs.com:<port>',
  accessId = '<yourAccessId>',
  accessKey = '<yourAccessSecret>',
  index = '<yourIndex>',
  typeName = '<yourTypeName>'
);

The following table describes the parameters in the WITH part.

Parameter Description

endPoint

The URL that is used to access the Elasticsearch cluster over
the Internet. Specify the URL in the format of
http://<instanceid>.public.elasticsearch.aliyuncs.com:9200.
You can obtain the public endpoint of the cluster from the
Basic Information page of the cluster. For more information,
see View the basic information of a cluster.

accessId
The username that is used to access the Elasticsearch cluster.
The default username is elastic.

accessKey

The password that is used to access the Elasticsearch cluster.
The password of the elastic account is specified when you
create the cluster. If you forget the password, you can reset it .
For more information about the procedure and precautions for
resetting a password, see Reset the access password for an
Elasticsearch cluster.

index

The name of the destination index. If no indexes are created in
the Elasticsearch cluster, create one first. For more
information, see Step 3: Create an index. You can also enable
the Auto Indexing feature for the Elasticsearch cluster to
automatically create indexes. For more information, see
Configure the YML file.

typeName
The type of the destination index. The index type of
Elasticsearch clusters of V7.0 or later must be _doc.
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For more information about other parameters in the WITH part, see Create an Elasticsearch
result table.

Not eNot e

Elast icsearch allows you to update documents based on the  PRIMARY KEY  f ield.
Only one field can be specified as the  PRIMARY KEY  f ield. If  you specify the  PRIM
ARY KEY  f ield, values of the  PRIMARY KEY  f ield are used as document IDs. If  the 
 PRIMARY KEY  f ield is not specified, the system generates random IDs for

documents. For more information, see Index API.

Elast icsearch supports mult iple update modes. You can set  the  updateMode 
parameter to specify the update mode.

If   updateMode  is set  to full, new documents overwrite exist ing documents.

If   updateMode  is set  to inc, new values overwrite exist ing values of the
related fields.

All updates in Elast icsearch are performed by using INSERT or UPDATE statements
that follow the UPSERT syntax.

iii. Create data consumption logic and synchronize data.

INSERT INTO es_stream_sink
SELECT 
  a,
  count(*) as cnt
FROM sls_stream GROUP BY a

4. Submit  and run the job.

For more information, see Publish a job and Start  a job.

After you submit  and run the job, data stored in Log Service is aggregated and imported into the
Elast icsearch cluster. Realt ime Compute for Apache Flink also supports other compute operations.
For more information, see Overview.

SummarySummary
Realt ime Compute for Apache Flink and Elast icsearch allow you to quickly create your own real-t ime
search services. If  more complex logic is required to import  data into an Elast icsearch cluster, use the
user-defined sinks of Realt ime Compute for Apache Flink. For more information, see Create a custom
result table.

4.3. Use DataWorks to synchronize4.3. Use DataWorks to synchronize
data from a Hadoop cluster to andata from a Hadoop cluster to an
Alibaba Cloud Elasticsearch clusterAlibaba Cloud Elasticsearch cluster
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When you use a Hadoop cluster to perform interact ive big data analyt ics and queries, the process may
be t ime-consuming. To address this issue, you can synchronize data from the Hadoop cluster to an
Alibaba Cloud Elast icsearch cluster for analyt ics and queries. Elast icsearch can respond to mult iple
types of queries within seconds, especially ad hoc queries. This topic describes how to synchronize data
from a Hadoop cluster to an Elast icsearch cluster by using the data synchronization feature of
DataWorks.

ProcedureProcedure
1. Preparations

Create a Hadoop cluster, a DataWorks workspace, and an Elast icsearch cluster. Configure the
Elast icsearch cluster.

2. Step 1: Prepare data

Create test  data in the Hadoop cluster.

3. Step 2: Purchase and create an exclusive resource group

4. Step 3: Add data sources

Connect the Elast icsearch cluster and the HDFS of the Hadoop cluster to the Data Integration
service of DataWorks.

5. Step 4: Create and run a data synchronization task

6. Step 5: View synchronization results

In the Kibana console, view the synchronized data and search for data based on specific
condit ions.

PreparationsPreparations
1. Create a Hadoop cluster.

Before you synchronize data, make sure that your Hadoop cluster runs normally. In this step, the
Alibaba Cloud E-MapReduce (EMR) service is used to automatically create a Hadoop cluster. For
more information, see Create a cluster.

Sample configurations of the EMR Hadoop cluster: (Default  configurations are used for items that
are not listed. You can also modify the default  configurations based on your business needs.)

Clust er T ypeClust er T ype: Hadoop

EMR VersionEMR Version: EMR-3.26.3

Assign Public IP AddressAssign Public IP Address: turned on

2. Create an Elast icsearch cluster and enable the Auto Indexing feature for the cluster.

For more information, see Create an Alibaba Cloud Elast icsearch cluster and Access and configure
an Elast icsearch cluster. Make sure that the Elast icsearch cluster resides in the same virtual private
cloud (VPC), region, and zone as the EMR Hadoop cluster. In this step, an Elast icsearch V6.7.0 cluster
of the Standard Edit ion is created.

3. Create a DataWorks workspace.

Make sure that the workspace resides in the same region as the Elast icsearch cluster. For more
information, see Create a workspace.

Step 1: Prepare dataStep 1: Prepare data
1. Log on to the EMR console.
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2. In the top navigation bar, select  the region where your EMR Hadoop cluster resides.

3. In the Clust ersClust ers sect ion of the page that appears, f ind your EMR Hadoop cluster and click its ID.

4. In the upper part  of the page, click the Dat a Plat f ormDat a Plat f orm tab.

5. Click Creat e ProjectCreat e Project  to create a data development project. In this step, set  Select  Resource Group
to Default  Resource Group.

For more information, see Manage projects.

6. In the Project sProject s sect ion, f ind the created project  and click Edit  JobEdit  Job in the Act ionsAct ions column to create
a job.

For more information, see Edit  jobs. In this step, set  Job Type to Hive.

7. Create a data table and insert  data into the table.

i. In the code editor, enter a statement to create a Hive table. Then, click RunRun.

In this step, the following statement is used:

CREATE TABLE IF NOT
EXISTS hive_esdoc_good_sale(
 create_time timestamp,
 category STRING,
 brand STRING,
 buyer_id STRING,
 trans_num BIGINT,
 trans_amount DOUBLE,
 click_cnt BIGINT
 )
 PARTITIONED BY (pt string) ROW FORMAT
 DELIMITED FIELDS TERMINATED BY ',' lines terminated by '\n'

ii. In the Run JobRun Job dialog box, configure the parameters and click OKOK.

Set Select  Resource Group to Default  Resource Group.

Set Target Cluster to the cluster you created.

iii. Create another job. In the code editor, enter the following SQL statement to insert  test  data.

You can import  data from Object  Storage Service (OSS) or other data sources. You can also
manually insert  data. In this step, data is manually inserted.

insert into
hive_esdoc_good_sale PARTITION(pt =1 ) values('2018-08-21','Coat','Brand A','lilei'
,3,500.6,7),('2018-08-22','Fresh','Brand B','lilei',1,303,8),('2018-08-22','Coat','
Brand C','hanmeimei',2,510,2),(2018-08-22,'Bathroom','Brand A','hanmeimei',1,442.5,
1),('2018-08-22','Fresh','Brand D','hanmeimei',2,234,3),('2018-08-23','Coat','Brand
B','jimmy',9,2000,7),('2018-08-23','Fresh','Brand A','jimmy',5,45.1,5),('2018-08-23
','Coat','Brand E','jimmy',5,100.2,4),('2018-08-24','Fresh','Brand G','peiqi',10,55
60,7),('2018-08-24','Bathroom','Brand F','peiqi',1,445.6,2),('2018-08-24','Coat','B
rand A','ray',3,777,3),('2018-08-24','Bathroom','Brand G','ray',3,122,3),('2018-08-
24','Coat','Brand C','ray',1,62,7) ;

8. Check whether the data is inserted.

i. Create a job for an ad hoc query.

For more information, see Perform ad hoc queries.
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ii. Enter the following SQL statement and click RunRun:

select * from hive_esdoc_good_sale where pt =1;

iii. In the lower part  of the page, click the RecordsRecords tab. On this tab, click Det ailsDet ails in the Act ionAct ion
column.

iv. In the upper part  of the page, click the Scheduling Cent erScheduling Cent er tab. On this tab, click the
Execut ion ResultExecut ion Result  tab.
Then, you can check whether the data is inserted into the Hive table of the Hadoop cluster for
synchronization. The following figure shows the inserted data.

Step 2: Purchase and create an exclusive resource groupStep 2: Purchase and create an exclusive resource group
1. 

2. 

3. 

4. 

5. Find the created exclusive resource group. Then, click Add VPC BindingAdd VPC Binding in the Act ions column to
bind the exclusive resource group to a VPC. For more information, see Configure network settings.

Exclusive resources are deployed in a VPC managed by DataWorks. DataWorks can be used to
synchronize data from the Hadoop cluster to the Elast icsearch cluster only after it  connects to the
VPCs where the clusters reside. In this topic, the Hadoop cluster and Elast icsearch cluster reside in
the same VPC. Therefore, you only need to select  the VPCVPC and VSwit chVSwit ch of the Elast icsearch
cluster for the binding.
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6. 

Step 3: Add data sourcesStep 3: Add data sources
1. 

2. 

3. 

4. In the Semi-st ruct ured st orageSemi-st ruct ured st orage sect ion of the Add dat a sourceAdd dat a source dialog box, click HDFSHDFS.

5. In the Add HDFS dat a sourceAdd HDFS dat a source dialog box, specify Dat a Source NameDat a Source Name and Def ault FSDef ault FS.

Def ault FSDef ault FS: If  your EMR Hadoop cluster is in non-HA mode, set  this parameter to  hdfs://Internal
IP address of emr-header-1:9000 . If  your EMR Hadoop cluster is in HA mode, set  this parameter
to  hdfs://Internal IP address of emr-header-1:8020 . The internal IP address of emr-header-1
is used because emr-header-1 communicates with DataWorks over a VPC.

6. Click Complet eComplet e.

7. 

Step 4: Create and run a data synchronization taskStep 4: Create and run a data synchronization task
1. 

2. 

3. 

Best  Pract ices··Big dat a synchroniza
t ion

Elast icsearch

166 > Document  Version: 20220614



4. In the upper part  of the page, click the  icon.

5. In the Tips message, click OK. Then, configure the data synchronization script.

For more information, see Create a synchronization node by using the code editor.

Not e Not e You can also click the  icon in the upper part  of the page to import  a script

configuration template. Then, modify the template as required.

The following code provides a sample script:

{
    "order": {
        "hops": [
            {
                "from": "Reader",
                "to": "Writer"
            }
        ]
    },
    "setting": {
        "errorLimit": {
            "record": "10"
        },
        "speed": {
            "concurrent": 3,
            "throttle": false
        }
    },
    "steps": [
        {
            "category": "reader",
            "name": "Reader",
            "parameter": {
                "column": [
                    {
                        "format": "yyyy-MM-dd HH:mm:ss",
                        "index": 0,
                        "type": "date"
                    },
                    {
                        "index": 1,
                        "type": "string"
                    },
                    {
                        "index": 2,
                        "type": "string"
                    },
                    {
                        "index": 3,
                        "type": "string"
                    },
                    {
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                        "index": 4,
                        "type": "long"
                    },
                    {
                        "index": 5,
                        "type": "double"
                    },
                    {
                        "index": 6,
                        "type": "long"
                    }
                ],
                "datasource": "HDFS_data_source",
                "encoding": "UTF-8",
                "fieldDelimiter": ",",
                "fileType": "text",
                "path": "/user/hive/warehouse/hive_esdoc_good_sale"
            },
            "stepType": "hdfs"
        },
        {
            "category": "writer",
            "name": "Writer",
            "parameter": {
                "batchSize": 1000,
                "cleanup": true,
                "column": [
                    {
                        "name": "create_time",
                        "type": "id"
                    },
                    {
                        "name": "category",
                        "type": "text"
                    },
                    {
                        "name": "brand",
                        "type": "text"
                    },
                    {
                        "name": "buyer_id",
                        "type": "text"
                    },
                    {
                        "name": "trans_num",
                        "type": "integer"
                    },
                    {
                        "name": "trans_amount",
                        "type": "double"
                    },
                    {
                        "name": "click_cnt",
                        "type": "integer"
                    }
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                    }
                ],
                "datasource": "ES_data_source",
                "discovery": false,
                "index": "hive_esdoc_good_sale",
                "indexType": "_doc",
                "splitter": ","
            },
            "stepType": "elasticsearch"
        }
    ],
    "type": "job",
    "version": "2.0"
}

The preceding script  includes three parts.

Part Description

 setting 

Used to configure parameters related to packet loss and the maximum
concurrency during synchronization. The default value of the  record 
field in the  errorLimit  parameter is 0. You must set the field to a
larger value, such as 10.

 Reader 

Used to configure the Hadoop cluster as the reader.  path  specifies the
location of the data that is stored in the Hadoop cluster. To obtain the
location, log on to the master node of the Hadoop cluster and run the  h
dfs dfs -ls /user/hive/warehouse/hive_esdoc_good_sale 
command. For a partit ioned table, the data synchronization feature of
DataWorks can automatically recurse to the partit ion where the data is
stored. For more information, see HDFS Reader.

 Writer 

Used to configure the Elasticsearch cluster as the writer. For more
information, see Elasticsearch Writer.

 index : the name of the destination index.

 indexType : the type of the destination index. The index type of
Elasticsearch clusters of V7.0 or later must be  _doc .

6. 

7. 

8. 

9. 

Step 5: View synchronization resultsStep 5: View synchronization results
1. Log on to the Kibana console of the dest ination Elast icsearch cluster.

For more information, see Log on to the Kibana console.

2. In the left-side navigation pane, click Dev T oolsDev T ools.

3. On the ConsoleConsole tab of the page that appears, run the following command to query the
synchronized data:
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POST /hive_esdoc_good_sale/_search?pretty
{
"query": { "match_all": {}}
}

Not e Not e  hive_esdoc_good_sale  is the index name that is specified by the  index  f ield
in the data synchronization script.

If  the data is synchronized, the result  shown in the following figure is returned.

4. Run the following command to search for all documents that contain Brand A:

POST /hive_esdoc_good_sale/_search?pretty
{
  "query": { "match_phrase": { "brand":"Brand A" } }
}
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5. Run the following command to sort  products of each brand based on the number of  clicksnumber of  clicks. Then,
determine the popularity of the products:

POST /hive_esdoc_good_sale/_search?pretty
{
"query": { "match_all": {} },
"sort": { "click_cnt": { "order": "desc" } },
"_source": ["category", "brand","click_cnt"]
}
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For more information about other commands and their use scenarios, see Alibaba Cloud
Elast icsearch documentation and open source Elast icsearch documentation.
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This topic describes how to use the solr-to-es tool to migrate documents from a Solr cluster to an
Alibaba Cloud Elast icsearch cluster. The tool is provided by a third-party community.

PreparationsPreparations
1. Create an Alibaba Cloud Elast icsearch V6.X cluster. This topic uses an Elast icsearch V6.3.2 cluster as

an example. For more information, see Create an Alibaba Cloud Elast icsearch cluster.

Not ice Not ice The solr-to-es tool used in this topic supports only Elast icsearch V6.X clusters. If
you want to use an Elast icsearch cluster of another version, f irst  perform a compatibility test.

2. Enable the Auto Indexing feature for the cluster. For more information, see Access and configure
an Elast icsearch cluster.

3. Create an Alibaba Cloud Elast ic Compute Service (ECS) instance. For more information, see Step 1:
Create an ECS instance. In this topic, the ECS instance runs CentOS 7.3.

Not ice Not ice The ECS instance must reside in the same region, zone, and Virtual Private Cloud
(VPC) as the Elast icsearch cluster.

4. Install Solr on the ECS instance. This topic uses Solr 5.0.0 as an example. For more information, see
Official Solr documentation.

5. Install Python on the ECS instance. The version must be 3.0 or later. This topic uses Python 3.6.2 as
an example.

6. Install pysolr on the ECS instance. The version must be 3.3.3 or later but earlier than 4.0.

Install solr-to-esInstall solr-to-es
1. Connect to the ECS instance and download solr-to-es.

2. Navigate to the directory where setup.py is stored and run the  python setup.py install 
command to install solr-to-es.

3. After solr-to-es is installed, run the following command to migrate documents:

python __main__.py <solr_url>:8983/solr/<my_core>/select http://<username>:<password>
@<elasticsearch_url>:9200 <elasticsearch_index> <doc_type>

Parameters

Parameter Description

 <solr_url> The endpoint of your Solr cluster. Example: http://116.62.**.**.

5.Data migration5.Data migration
5.1. Migrate documents from a Solr5.1. Migrate documents from a Solr
cluster to an Alibaba Cloudcluster to an Alibaba Cloud
Elasticsearch clusterElasticsearch cluster
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 <my_core> The name of the Solr Core that contains the documents you want
to migrate.

 <username> The username that is used to access your Elasticsearch cluster.
The default username is elastic.

 <password> The password that is used to access your Elasticsearch cluster.
The password is specified when you create the cluster.

 <elasticsearch_url> 
The internal or public endpoint of your Elasticsearch cluster. You
can obtain the endpoint from the Basic Information page of your
cluster. For more information, see View the basic information of a
cluster.

 <elasticsearch_index> The name of the index to which documents will be migrated.

 <doc_type> The type of the index.

Parameter Description

Not ice Not ice If  you are using solr-to-es of a version that is different from the one described
in this topic, you can try the following command to migrate documents. For more
information, see solr-to-es.

solr-to-es [-h] [--solr-query SOLR_QUERY] [--solr-fields COMMA_SEP_FIELDS]
                 [--rows-per-page ROWS_PER_PAGE] [--es-timeout ES_TIMEOUT]
                 solr_url elasticsearch_url elasticsearch_index doc_type

If  you use the preceding command in the environment described in this topic, the  -bash: s
olr-to-es.py: command not found  error is returned.

ProcedureProcedure
Query all documents in the  my_core  Solr Core and write these documents to the index on your
Elast icsearch cluster. The name of the index is  elasticsearch_index , and the type of the index is
 doc_type .

1. In the Solr environment, navigate to the solr-to-es-master/solr_to_es directory.

2. Run the following command:

python __main__.py 'http://116.62.**.**:8983/solr/my_core/select?q=*%3A*&wt=json&inde
nt=true' 'http://elastic:Your password@es-cn-so4lwf40ubsrf****.public.elasticsearch.a
liyuncs.com:9200' elasticsearch_index doc_type

Parameter Description

 q 
Required. This parameter defines a query that uses the standard query
syntax in Solr. Operators are supported. The value  *%3A*  indicates that
all documents will be queried.

 wt The type of the data to return. Valid values: JSON, XML, PY, RB, and CSV.
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 indent Specifies whether to use indentations to ensure that the returned data is
easier to read. Default value:  false .

Parameter Description

For information about other parameters, see Parameters.

3. Log on to the Kibana console of your Elast icsearch cluster.

For more information, see Log on to the Kibana console.

4. In the left-side navigation pane, click Dev T oolsDev T ools. On the ConsoleConsole tab of the page that appears,
run the following command to check whether the  elasticsearch_index  index is created on the
Elast icsearch cluster:

GET _cat/indices?v

5. Run the following command to query details about the migrated documents:

GET /elasticsearch_index/doc_type/_search

If  the command is executed successfully, the following result  is returned:
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{
  "took" : 12,
  "timed_out" : false,
  "_shards" : {
    "total" : 5,
    "successful" : 5,
    "skipped" : 0,
    "failed" : 0
  },
  "hits" : {
    "total" : 2,
    "max_score" : 1.0,
    "hits" : [
      {
        "_index" : "elasticsearch_index",
        "_type" : "doc_type",
        "_id" : "Tz8WNW4BwRjcQciJ****",
        "_score" : 1.0,
        "_source" : {
          "id" : "2",
          "title" : [
            "test"
          ],
          "_version_" : 1648195017403006976
        }
      },
      {
        "_index" : "elasticsearch_index",
        "_type" : "doc_type",
        "_id" : "Tj8WNW4BwRjcQciJ****",
        "_score" : 1.0,
        "_source" : {
          "id" : "1",
          "title" : [
            "change.me"
          ],
          "_version_" : 1648195007391203328
        }
      }
    ]
  }
}

Best  Pract ices··Dat a migrat ion Elast icsearch

176 > Document  Version: 20220614



Elast icsearch-Hadoop (ES-Hadoop) is a tool developed by open source Elast icsearch. It  connects
Elast icsearch to Apache Hadoop and enables data transmission between them. ES-Hadoop combines
the quick search capability of Elast icsearch and the batch processing capability of Hadoop to achieve
interact ive data processing. This topic describes how to use ES-Hadoop to enable Hive to write data to
and read data from Alibaba Cloud Elast icsearch.

ContextContext
Hadoop can handle large datasets. However, when it  is used for interact ive analyt ics, a high latency
occurs. Elast icsearch has an advantage over Hadoop in interact ive analyt ics. It  can respond to queries,
especially ad hoc queries, within seconds. ES-Hadoop combines the advantages of Hadoop and
Elast icsearch. ES-Hadoop allows you to make only a few code modificat ions to process the data that is
stored in Elast icsearch. ES-Hadoop also provides an accelerated query experience.

ES-Hadoop uses Elast icsearch as a data source of data processing engines, such as MapReduce, Spark,
and Hive. ES-Hadoop also uses Elast icsearch as storage in a computing-storage separation architecture.
Elast icsearch works in a similar way to other data sources of MapReduce, Spark, and Hive. However,
Elast icsearch can select  and filter data in a more rapid manner. This is crit ical to an analyt ics engine.

ProcedureProcedure
1. Preparations

Create an Alibaba Cloud Elast icsearch cluster and an E-MapReduce (EMR) cluster in the same virtual

6.Using ES-Hadoop6.Using ES-Hadoop
6.1. Use ES-Hadoop to enable Hive to6.1. Use ES-Hadoop to enable Hive to
write data to and read data fromwrite data to and read data from
Alibaba Cloud ElasticsearchAlibaba Cloud Elasticsearch
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private cloud (VPC). Disable the Auto Indexing feature for the Elast icsearch cluster. Create an index
in the Elast icsearch cluster and configure mappings for the index. Download the ES-Hadoop
package that is compatible with the version of the Elast icsearch cluster.

2. Step 1: Upload the ES-Hadoop JAR package to HDFS

Upload the ES-Hadoop package to the HDFS directory on the master node of the EMR cluster.

3. Step 2: Create a Hive external table

Create a Hive external table and map the fields in the table with those in the index of the
Elast icsearch cluster.

4. Step 3: Use Hive to write data to the index

Use HiveSQL to write data to the index of the Elast icsearch cluster.

5. Step 4: Use Hive to read data from the index

Use HiveSQL to read data from the index of the Elast icsearch cluster.

PreparationsPreparations
1. Create an Alibaba Cloud Elast icsearch cluster.

In this topic, an Elast icsearch V6.7.0 cluster is created. For more information, see Create an Alibaba
Cloud Elast icsearch cluster.

2. Disable the Auto Indexing feature for the cluster. Create an index in the cluster and configure
mappings for the index.

If  you enable the Auto Indexing feature for the cluster, the index that is automatically created by
the Elast icsearch cluster may not meet your requirements. For example, you define the age field of
the INT data type and enable the Auto Indexing feature. In this case, the data type of the age
field may become LONG in the index. Therefore, we recommend that you disable the Auto Indexing
feature. An index named company is created in this topic. The following code shows this index and
its mappings:
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PUT company
{
  "mappings": {
    "_doc": {
      "properties": {
        "id": {
          "type": "long"
        },
        "name": {
          "type": "text",
          "fields": {
            "keyword": {
              "type": "keyword",
              "ignore_above": 256
            }
          }
        },
        "birth": {
          "type": "text"
        },
        "addr": {
          "type": "text"
        }
      }
    }
  },
  "settings": {
    "index": {
      "number_of_shards": "5",
      "number_of_replicas": "1"
    }
  }
}

3. Create an EMR cluster that resides in the same VPC as the Elast icsearch cluster.

Not ice Not ice By default , 0.0.0.0/0 is specified in the private IP address whitelist  of the
Elast icsearch cluster. You can view the whitelist  configuration on the cluster security
configuration page. If  the default  sett ing is not used, you must add the private IP address of
the EMR cluster to the whitelist .

For more information about how to obtain the private IP address of the EMR cluster, see
View the cluster list  and cluster details.

For more information about how to configure the private IP address whitelist  of the
Elast icsearch cluster, see Configure a public or private IP address whitelist  for an
Elast icsearch cluster. The IP addresses in the whitelist  can be used to access the
Elast icsearch cluster over a VPC.

4. Download an ES-Hadoop package that is compatible with the version of the Elast icsearch cluster.

The elast icsearch-hadoop-6.7.0.zip package is used in this topic.

Step 1: Upload the ES-Hadoop JAR package to HDFSStep 1: Upload the ES-Hadoop JAR package to HDFS
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1. Log on to the EMR console and obtain the IP address of the master node of the EMR cluster. Then,
use SSH to log on to the Elast ic Compute Service (ECS) instance that is indicated by the IP address.

For more information, see Log on to a cluster.

2. Upload the elast icsearch-hadoop-6.7.0.zip package to the master node. Decompress the package
to obtain the elast icsearch-hadoop-hive-6.7.0.jar f ile.

3. Create an HDFS directory and upload the elast icsearch-hadoop-hive-6.7.0.jar f ile to the directory.

hadoop fs -mkdir /tmp/hadoop-es
hadoop fs -put elasticsearch-hadoop-6.7.0/dist/elasticsearch-hadoop-hive-6.7.0.jar /tmp
/hadoop-es

Step 2: Create a Hive external tableStep 2: Create a Hive external table
1. On the Dat a Plat f ormDat a Plat f orm tab of the EMR console, create a HiveSQLHiveSQL job.

For more information, see Configure a Hive SQL job.

2. Configure the job and create a Hive external table.

The following code shows the configuration of the job:
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####Add a JAR file, which is valid only for the current session.########
add jar hdfs:///tmp/hadoop-es/elasticsearch-hadoop-hive-6.7.0.jar;
####Create a Hive external table and map the table with the index of the Elasticsearch 
cluster.####
CREATE EXTERNAL table IF NOT EXISTS company( 
   id BIGINT,
   name STRING,
   birth STRING,
   addr STRING 
)  
STORED BY 'org.elasticsearch.hadoop.hive.EsStorageHandler' 
TBLPROPERTIES(  
    'es.nodes' = 'http://es-cn-mp91kzb8m0009****.elasticsearch.aliyuncs.com',
    'es.port' = '9200',
    'es.net.ssl' = 'true', 
    'es.nodes.wan.only' = 'true', 
    'es.nodes.discovery'='false',
    'es.input.use.sliced.partitions'='false',
    'es.input.json' = 'false',
    'es.resource' = 'company/_doc',
    'es.net.http.auth.user' = 'elastic', 
    'es.net.http.auth.pass' = 'xxxxxx'
);

ES-Hadoop parameters

Parameter Default value Description

es.nodes localhost

The endpoint that is used to access the
Elasticsearch cluster. We recommend that you use
the internal endpoint. You can obtain the internal
endpoint on the Basic Information page of the
Elasticsearch cluster. For more information, see
View the basic information of a cluster.

es.port 9200
The port number that is used to access the
Elasticsearch cluster.
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es.net.http.auth.user elastic

The username that is used to access the
Elasticsearch cluster.

Not e Not e If you use the elastic account to
access your Elasticsearch cluster and then
reset the password of the account, it  may
require some time for the new password to
take effect. During this period, you cannot
use the elastic account to access the cluster.
Therefore, we recommend that you do not
use the elastic account to access an
Elasticsearch cluster. You can log on to the
Kibana console and create a user with the
required role to access an Elasticsearch
cluster. For more information, see Use the
RBAC mechanism provided by Elasticsearch X-
Pack to implement access control.

es.net.http.auth.pass /
The password that is used to access the
Elasticsearch cluster.

es.nodes.wan.only false

Specifies whether to enable node sniffing when
the Elasticsearch cluster uses a virtual IP address
for connections. Valid values:

true: indicates that node sniffing is enabled.

false: indicates that node sniff is disabled.

es.nodes.discovery true

Specifies whether to prohibit  the node discovery
mechanism. Valid values:

true: indicates that the node discovery
mechanism is prohibited.

false: indicates that the node discovery
mechanism is not prohibited.

Not ice Not ice If you use Alibaba Cloud
Elasticsearch, you must set this parameter to
false.

Parameter Default value Description
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es.input.use.sliced.part
it ions

true

Specifies whether to use partit ions. Valid values:

true: indicates that partit ions are used. In this
case, more time may be required for the index
read-ahead phase. The time required for this
phase may be longer than the t ime required for
data queries. To improve query efficiency, we
recommend that you set this parameter to
false.

false: indicates that partit ions are not used.

es.index.auto.create true

Specifies whether the system creates an index in
the Elasticsearch cluster when you use ES-Hadoop
to write data to the cluster. Valid values:

true: indicates that the system creates an index
in the Elasticsearch cluster.

false: indicates that the system does not
create an index in the Elasticsearch cluster.

es.resource /
The name and type of the index on which data
read or write operations are performed.

es.mapping.names /
The mappings between the field names in the
table and those in the index of the Elasticsearch
cluster.

es.read.metadata false
Specifies whether to include the document
metadata such as _id_id  in the results. To include
the document metadata, set the value to true.

Parameter Default value Description

For more information about the configuration items of ES-Hadoop, see open source ES-Hadoop
configuration.

3. Save and run the job.
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If  the job is successfully run, the result  shown in the following figure is returned.

Step 3: Use Hive to write data to the indexStep 3: Use Hive to write data to the index
1. Create a HiveSQLHiveSQL data write job.

The following code shows the configuration of the job:

add jar hdfs:///tmp/hadoop-es/elasticsearch-hadoop-hive-6.7.0.jar;
INSERT INTO TABLE company VALUES (1, "zhangsan", "1990-01-01","No.969, wenyixi Rd, yuha
ng, hangzhou");
INSERT INTO TABLE company VALUES (2, "lisi", "1991-01-01", "No.556, xixi Rd, xihu, hang
zhou");
INSERT INTO TABLE company VALUES (3, "wangwu", "1992-01-01", "No.699 wangshang Rd, binj
iang, hangzhou");

2. Save and run the job.

3. If  the job is successfully run, log on to the Kibana console of the Elast icsearch cluster and query the
data in the company index.

For more information about how to log on to the Kibana console, see Log on to the Kibana
console. You can run the following command to query the data in the company index:

GET company/_search
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If  the command is successfully run, the result  shown in the following figure is returned.

Step 4: Use Hive to read data from the indexStep 4: Use Hive to read data from the index
1. Create a HiveSQLHiveSQL data read job.

The following code shows the configuration of the job:

add jar hdfs:///tmp/hadoop-es/elasticsearch-hadoop-hive-6.7.0.jar;
select * from company;

2. Save and run the job.

SummarySummary
This topic describes how to enable Hive to read and write data by using ES-Hadoop. Alibaba Cloud EMR
and Elast icsearch are used in this topic. Data read and write by using Hive achieve more flexible data
analyt ics. For more information about the advanced configurations of ES-Hadoop and Hive, see open
source Elast icsearch documentation.

6.2. Use ES-Hadoop to write HDFS6.2. Use ES-Hadoop to write HDFS
data to Elasticsearchdata to Elasticsearch
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ES-Hadoop is a tool developed by open source Elast icsearch. It  connects Elast icsearch to Apache
Hadoop and enables data transmission between them. ES-Hadoop combines the quick search capability
of Elast icsearch and the batch processing capability of Hadoop to achieve interact ive data processing.
For some complex data analyt ics tasks, you must run a MapReduce task to read data from the JSON files
stored in Hadoop Distributed File System (HDFS) and write the data to an Elast icsearch cluster. This
topic describes how to use ES-Hadoop to run such a MapReduce task.

ProcedureProcedure
1. Preparations

Create an Alibaba Cloud Elast icsearch cluster and an E-MapReduce (EMR) cluster in the same virtual
private cloud (VPC). Then, enable the Auto Indexing feature for the Elast icsearch cluster, and
prepare test  data and a Java environment.

2. Step 1: Upload the ES-Hadoop JAR package to HDFS

Download the ES-Hadoop package and upload the package to the HDFS directory on the master
node in the EMR cluster.

3. Step 2: Configure POM dependencies

Create a Java Maven project  and configure POM dependencies.

4. Step 3: Compile code and run a MapReduce task

Compile the Java code that is used to write data to the Elast icsearch cluster. Compress the code
into a JAR package and upload the package to the EMR cluster. Then, run the code in a MapReduce
task to write data.

5. Step 4: Verify the results

Log on to the Kibana console of the Elast icsearch cluster. Then, query the data that is writ ten by
the MapReduce task.

PreparationsPreparations
1. Create an Alibaba Cloud Elast icsearch cluster and enable the Auto Indexing feature for the cluster.

For more information, see Create an Alibaba Cloud Elast icsearch cluster and Access and configure
an Elast icsearch cluster. In this topic, an Elast icsearch V6.7.0 cluster is created.

Not ice Not ice In a production environment, we recommend that you disable the Auto Indexing
feature. You must create an index and configure mappings for the index in advance. The
Elast icsearch cluster used in this topic is only for tests. Therefore, the Auto Indexing feature is
enabled.

2. Create an EMR cluster that resides in the same VPC as the Elast icsearch cluster.

EMR cluster configuration:

EMR Version: Select  EMR-3.29.0.

Required Services: HDFS (2.8.5) is one of the required services. Default  sett ings are retained for
other services.

For more information, see Create a cluster.
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Not ice Not ice By default , 0.0.0.0/0 is specified in the private IP address whitelist  of the
Elast icsearch cluster. You can view the whitelist  configuration on the cluster security
configuration page. If  the default  sett ing is not used, you must add the private IP address of
the EMR cluster to the whitelist .

For more information about how to obtain the private IP address of the EMR cluster, see
View the cluster list  and cluster details.

For more information about how to configure the private IP address whitelist  of the
Elast icsearch cluster, see Configure a public or private IP address whitelist  for an
Elast icsearch cluster. The IP addresses in the whitelist  can be used to access the
Elast icsearch cluster over a VPC.

3. Prepare JSON-formatted test  data and write the data to the map.json file. Upload the file to the /t
mp/hadoop-es directory of HDFS.

The following test  data is used in this topic:

{"id": 1, "name": "zhangsan", "birth": "1990-01-01", "addr": "No.969, wenyixi Rd, yuhan
g, hangzhou"}
{"id": 2, "name": "lisi", "birth": "1991-01-01", "addr": "No.556, xixi Rd, xihu, hangzh
ou"}
{"id": 3, "name": "wangwu", "birth": "1992-01-01", "addr": "No.699 wangshang Rd, binjia
ng, hangzhou"}

4. Prepare a Java environment. The JDK version must be 1.8.0 or later.

Step 1: Upload the ES-Hadoop JAR package to HDFSStep 1: Upload the ES-Hadoop JAR package to HDFS
1. Download an ES-Hadoop package that is compatible with the version of the Elast icsearch cluster.

The elast icsearch-hadoop-6.7.0.zip package is used in this topic.

2. Log on to the EMR console and obtain the IP address of the master node of the EMR cluster. Then,
use SSH to log on to the Elast ic Compute Service (ECS) instance that is indicated by the IP address.

For more information, see Log on to a cluster.

3. Upload the elast icsearch-hadoop-6.7.0.zip package to the master node in the EMR cluster.
Decompress the package to obtain the elast icsearch-hadoop-6.7.0.jar f ile.

4. Create an HDFS directory and upload the elast icsearch-hadoop-6.7.0.jar f ile to the directory.

hadoop fs -mkdir /tmp/hadoop-es
hadoop fs -put elasticsearch-hadoop-6.7.0/dist/elasticsearch-hadoop-6.7.0.jar /tmp/hado
op-es

Step 2: Configure POM dependenciesStep 2: Configure POM dependencies
Create a Java Maven project  and add the following POM dependencies to the pom.xml file of the
project.

<build>
    <plugins>
        <plugin>
            <groupId>org.apache.maven.plugins</groupId>
            <artifactId>maven-shade-plugin</artifactId>
            <version>2.4.1</version>
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            <executions>
                <execution>
                    <phase>package</phase>
                    <goals>
                        <goal>shade</goal>
                    </goals>
                    <configuration>
                        <transformers>
                            <transformer
                                    implementation="org.apache.maven.plugins.shade.resource
.ManifestResourceTransformer">
                                <mainClass>WriteToEsWithMR</mainClass>
                            </transformer>
                        </transformers>
                    </configuration>
                </execution>
            </executions>
        </plugin>
    </plugins>
</build>
<dependencies>
    <dependency>
        <groupId>org.apache.hadoop</groupId>
        <artifactId>hadoop-hdfs</artifactId>
        <version>2.8.5</version>
    </dependency>
    <dependency>
        <groupId>org.apache.hadoop</groupId>
        <artifactId>hadoop-mapreduce-client-jobclient</artifactId>
        <version>2.8.5</version>
    </dependency>
    <dependency>
        <groupId>org.apache.hadoop</groupId>
        <artifactId>hadoop-common</artifactId>
        <version>2.8.5</version>
    </dependency>
    <dependency>
        <groupId>org.apache.hadoop</groupId>
        <artifactId>hadoop-auth</artifactId>
        <version>2.8.5</version>
    </dependency>
    <dependency>
        <groupId>org.elasticsearch</groupId>
        <artifactId>elasticsearch-hadoop-mr</artifactId>
        <version>6.7.0</version>
    </dependency>
    <dependency>
        <groupId>commons-httpclient</groupId>
        <artifactId>commons-httpclient</artifactId>
        <version>3.1</version>
    </dependency>
</dependencies>
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Not ice Not ice Make sure that the versions of POM dependencies are consistent with those of the
related Alibaba Cloud services. For example, the version of elast icsearch-hadoop-mr is consistent
with that of Alibaba Cloud Elast icsearch, and the version of hadoop-hdfs is consistent with that of
HDFS.

Step 3: Compile code and run a MapReduce taskStep 3: Compile code and run a MapReduce task
1. Compile code.

The following code reads data from the JSON files in the /tmp/hadoop-es directory of HDFS. The
code also writes each row of data in these JSON files as a document to the Elast icsearch cluster.
Data write is f inished by EsOutputFormat in the map stage.

import java.io.IOException;
import org.apache.hadoop.conf.Configuration;
import org.apache.hadoop.conf.Configured;
import org.apache.hadoop.fs.Path;
import org.apache.hadoop.io.NullWritable;
import org.apache.hadoop.io.Text;
import org.apache.hadoop.mapreduce.Job;
import org.apache.hadoop.mapreduce.Mapper;
import org.apache.hadoop.mapreduce.lib.input.FileInputFormat;
import org.apache.hadoop.mapreduce.lib.input.TextInputFormat;
import org.apache.hadoop.util.GenericOptionsParser;
import org.elasticsearch.hadoop.mr.EsOutputFormat;
import org.apache.hadoop.util.Tool;
import org.apache.hadoop.util.ToolRunner;
public class WriteToEsWithMR extends Configured implements Tool {
    public static class EsMapper extends Mapper<Object, Text, NullWritable, Text> {
        private Text doc = new Text();
        @Override
        protected void map(Object key, Text value, Context context) throws IOException,
InterruptedException {
            if (value.getLength() > 0) {
                doc.set(value);
                System.out.println(value);
                context.write(NullWritable.get(), doc);
            }
        }
    }
    public int run(String[] args) throws Exception {
        Configuration conf = new Configuration();
        String[] otherArgs = new GenericOptionsParser(conf, args).getRemainingArgs();
        conf.setBoolean("mapreduce.map.speculative", false);
        conf.setBoolean("mapreduce.reduce.speculative", false);
        conf.set("es.nodes", "es-cn-4591jumei000u****.elasticsearch.aliyuncs.com");
        conf.set("es.port","9200");
        conf.set("es.net.http.auth.user", "elastic");
        conf.set("es.net.http.auth.pass", "xxxxxx");
        conf.set("es.nodes.wan.only", "true");
        conf.set("es.nodes.discovery","false");
        conf.set("es.input.use.sliced.partitions","false");
        conf.set("es.resource", "maptest/_doc");
        conf.set("es.input.json", "true");
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        conf.set("es.input.json", "true");
        Job job = Job.getInstance(conf);
        job.setInputFormatClass(TextInputFormat.class);
        job.setOutputFormatClass(EsOutputFormat.class);
        job.setMapOutputKeyClass(NullWritable.class);
        job.setMapOutputValueClass(Text.class);
        job.setJarByClass(WriteToEsWithMR.class);
        job.setMapperClass(EsMapper.class);
        FileInputFormat.setInputPaths(job, new Path(otherArgs[0]));
        return job.waitForCompletion(true) ? 0 : 1;
    }
    public static void main(String[] args) throws Exception {
        int ret = ToolRunner.run(new WriteToEsWithMR(), args);
        System.exit(ret);
    }
}

ES-Hadoop parameters

Parameter Default value Description

es.nodes localhost

The endpoint that is used to access the
Elasticsearch cluster. We recommend that you use
the internal endpoint. You can obtain the internal
endpoint on the Basic Information page of the
Elasticsearch cluster. For more information, see
View the basic information of a cluster.

es.port 9200
The port number that is used to access the
Elasticsearch cluster.

es.net.http.auth.user elastic

The username that is used to access the
Elasticsearch cluster.

Not e Not e If you use the elastic account to
access your Elasticsearch cluster and then
reset the password of the account, it  may
require some time for the new password to
take effect. During this period, you cannot
use the elastic account to access the cluster.
Therefore, we recommend that you do not
use the elastic account to access an
Elasticsearch cluster. You can log on to the
Kibana console and create a user with the
required role to access an Elasticsearch
cluster. For more information, see Use the
RBAC mechanism provided by Elasticsearch X-
Pack to implement access control.

es.net.http.auth.pass /
The password that is used to access the
Elasticsearch cluster.
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es.nodes.wan.only false

Specifies whether to enable node sniffing when
the Elasticsearch cluster uses a virtual IP address
for connections. Valid values:

true: indicates that node sniffing is enabled.

false: indicates that node sniff is disabled.

es.nodes.discovery true

Specifies whether to prohibit  the node discovery
mechanism. Valid values:

true: indicates that the node discovery
mechanism is prohibited.

false: indicates that the node discovery
mechanism is not prohibited.

Not ice Not ice If you use Alibaba Cloud
Elasticsearch, you must set this parameter to
false.

es.input.use.sliced.part
it ions

true

Specifies whether to use partit ions. Valid values:

true: indicates that partit ions are used. In this
case, more time may be required for the index
read-ahead phase. The time required for this
phase may be longer than the t ime required for
data queries. To improve query efficiency, we
recommend that you set this parameter to
false.

false: indicates that partit ions are not used.

es.index.auto.create true

Specifies whether the system creates an index in
the Elasticsearch cluster when you use ES-Hadoop
to write data to the cluster. Valid values:

true: indicates that the system creates an index
in the Elasticsearch cluster.

false: indicates that the system does not
create an index in the Elasticsearch cluster.

es.resource /
The name and type of the index on which data
read or write operations are performed.

es.input.json false
Specifies whether the input data is in the JSON
format.

es.mapping.names /
The mappings between the field names in the
table and those in the index of the Elasticsearch
cluster.

Parameter Default value Description
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es.read.metadata false
Specifies whether to include the document
metadata such as _id_id  in the results. To include
the document metadata, set the value to true.

Parameter Default value Description

For more information about the configuration items of ES-Hadoop, see open source ES-Hadoop
configuration.

2. Compress the code into a JAR package and upload it  to an EMR client, such as the master node in
the EMR cluster or the gateway cluster that is associated with this EMR cluster.

3. On the EMR client, run the following command to run the MapReduce task:

hadoop jar es-mapreduce-1.0-SNAPSHOT.jar /tmp/hadoop-es/map.json

Not e Not e Replace es-mapreduce-1.0-SNAPSHOT.jar with the name of the uploaded JAR file.

Step 4: Verify the resultsStep 4: Verify the results
1. Log on to the Kibana console of the Elast icsearch cluster.

For more information, see Log on to the Kibana console.

2. In the left-side navigation pane, click Dev T oolsDev T ools.

3. On the ConsoleConsole tab of the page that appears, run the following command to query the data that
is writ ten by the MapReduce task:

GET maptest/_search
{
  "query": {
    "match_all": {}
  }
}
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If  the command is successfully run, the result  shown in the following figure is returned.

SummarySummary
This topic describes how to use ES-Hadoop to write data to Elast icsearch by running a MapReduce task
in an EMR cluster. You can also run a MapReduce task to read data from Elast icsearch. The
configurations for data read operations are similar to those for data write operations. For more
information, see Reading data from Elast icsearch in open source Elast icsearch documentation.

Apache Spark is a general-purpose framework for big data computing and has all the computing
advantages of Hadoop MapReduce. The difference is that Spark caches data in memory to enable fast
iterat ions of large datasets. This way, data can be directly read from the cache instead of disks. This
enables Spark to provide higher processing performance than MapReduce. This topic describes how to
enable Spark to write data to and read data from Alibaba Cloud Elast icsearch by using Elast icsearch-
Hadoop (ES-Hadoop).

PreparationsPreparations
1. Create an Alibaba Cloud Elast icsearch cluster and enable the Auto Indexing feature for the cluster.

6.3. Use ES-Hadoop to enable Apache6.3. Use ES-Hadoop to enable Apache
Spark to write data to and read dataSpark to write data to and read data
from Alibaba Cloud Elasticsearchfrom Alibaba Cloud Elasticsearch
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For more information, see Create an Alibaba Cloud Elast icsearch cluster and Access and configure
an Elast icsearch cluster. In this topic, an Elast icsearch V6.7.0 cluster is created.

Not ice Not ice In a production environment, we recommend that you disable the Auto Indexing
feature. You must create an index and configure mappings for the index in advance. The
Elast icsearch cluster used in this topic is only for tests. Therefore, the Auto Indexing feature is
enabled.

2. Create an E-MapReduce (EMR) cluster in the virtual private cloud (VPC) where the Elast icsearch
cluster resides.

EMR cluster configuration:

EMR Version: Select  EMR-3.29.0.

Required Services: Spark (2.4.5) is one of the required services. Default  sett ings are retained for
other services.

For more information, see Create a cluster.

Not ice Not ice By default , 0.0.0.0/0 is specified in the private IP address whitelist  of the
Elast icsearch cluster. You can view the whitelist  configuration on the cluster security
configuration page. If  the default  sett ing is not used, you must add the private IP address of
the EMR cluster to the whitelist .

For more information about how to obtain the private IP address of the EMR cluster, see
View the cluster list  and cluster details.

For more information about how to configure the private IP address whitelist  of the
Elast icsearch cluster, see Configure a public or private IP address whitelist  for an
Elast icsearch cluster. The IP addresses in the whitelist  can be used to access the
Elast icsearch cluster over a VPC.

3. Prepare a Java environment. The JDK version must be 1.8.0 or later.

Compile and run a Spark jobCompile and run a Spark job
1. Prepare test  data.

i. Log on to the EMR console and obtain the IP address of the master node of the EMR cluster.
Then, use SSH to log on to the Elast ic Compute Service (ECS) instance that is indicated by the
IP address.

For more information, see Log on to a cluster.

ii. Write the test  data to a file.

In this example, the following JSON-formatted test  data is writ ten to the http_log.txt  f ile:

{"id": 1, "name": "zhangsan", "birth": "1990-01-01", "addr": "No.969, wenyixi Rd, y
uhang, hangzhou"}
{"id": 2, "name": "lisi", "birth": "1991-01-01", "addr": "No.556, xixi Rd, xihu, ha
ngzhou"}
{"id": 3, "name": "wangwu", "birth": "1992-01-01", "addr": "No.699 wangshang Rd, bi
njiang, hangzhou"}
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iii. Run the following command to upload the file to the tmp/hadoop-es directory on the master
node of the EMR cluster:

hadoop fs -put http_log.txt /tmp/hadoop-es

2. Add POM dependencies.

Create a Java Maven project  and add the following POM dependencies to the pom.xml file of the
project:

<dependencies>
    <dependency>
        <groupId>org.apache.spark</groupId>
        <artifactId>spark-core_2.12</artifactId>
        <version>2.4.5</version>
    </dependency>
    <dependency>
        <groupId>org.apache.spark</groupId>
        <artifactId>spark-sql_2.11</artifactId>
        <version>2.4.5</version>
    </dependency>
    <dependency>
        <groupId>org.elasticsearch</groupId>
        <artifactId>elasticsearch-spark-20_2.11</artifactId>
        <version>6.7.0</version>
    </dependency>
</dependencies>

Not ice Not ice Make sure that the versions of POM dependencies are consistent with those of
the related Alibaba Cloud services. For example, the version of elast icsearch-spark-20_2.11 is
consistent with that of your Elast icsearch cluster, and the version of spark-core_2.12 is
consistent with that of HDFS.

3. Compile code.
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i. Write data

The following sample code is used to write the test  data to the company index of the
Elast icsearch cluster:

import java.util.Map;
import java.util.concurrent.atomic.AtomicInteger;
import org.apache.spark.SparkConf;
import org.apache.spark.SparkContext;
import org.apache.spark.api.java.JavaRDD;
import org.apache.spark.api.java.function.Function;
import org.apache.spark.sql.Row;
import org.apache.spark.sql.SparkSession;
import org.elasticsearch.spark.rdd.api.java.JavaEsSpark;
import org.spark_project.guava.collect.ImmutableMap;
public class SparkWriteEs {
    public static void main(String[] args) {
        SparkConf conf = new SparkConf();
        conf.setAppName("Es-write");
        conf.set("es.nodes", "es-cn-n6w1o1x0w001c****.elasticsearch.aliyuncs.com");
        conf.set("es.net.http.auth.user", "elastic");
        conf.set("es.net.http.auth.pass", "xxxxxx");
        conf.set("es.nodes.wan.only", "true");
        conf.set("es.nodes.discovery","false");
        conf.set("es.input.use.sliced.partitions","false");
        SparkSession ss = new SparkSession(new SparkContext(conf));
        final AtomicInteger employeesNo = new AtomicInteger(0);
        //Replace /tmp/hadoop-es/http_log.txt with the actual path of your test dat
a.
        JavaRDD<Map<Object, ?>> javaRDD = ss.read().text("/tmp/hadoop-es/http_log.t
xt")
                .javaRDD().map((Function<Row, Map<Object, ?>>) row -> ImmutableMap.
of("employees"   employeesNo.getAndAdd(1), row.mkString()));
        JavaEsSpark.saveToEs(javaRDD, "company/_doc");
    }
}
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ii. Read data

The following sample code is used to read and display the test  data that is writ ten to the
Elast icsearch cluster:

import org.apache.spark.SparkConf;
import org.apache.spark.api.java.JavaPairRDD;
import org.apache.spark.api.java.JavaSparkContext;
import org.elasticsearch.spark.rdd.api.java.JavaEsSpark;
import  java.util.Map;
public class ReadES {
    public static void main(String[] args) {
        SparkConf  conf = new SparkConf().setAppName("readEs").setMaster("local[*]"
)
                .set("es.nodes", "es-cn-n6w1o1x0w001c****.elasticsearch.aliyuncs.co
m")
                .set("es.port", "9200")
                .set("es.net.http.auth.user", "elastic")
                .set("es.net.http.auth.pass", "xxxxxx")
                .set("es.nodes.wan.only", "true")
                .set("es.nodes.discovery","false")
                .set("es.input.use.sliced.partitions","false")
                .set("es.resource", "company/_doc")
                .set("es.scroll.size","500");
        JavaSparkContext sc = new JavaSparkContext(conf);
        JavaPairRDD<String, Map<String, Object>> rdd = JavaEsSpark.esRDD(sc);
        for ( Map<String, Object> item : rdd.values().collect()) {
            System.out.println(item);
        }
        sc.stop();
    }
}

Parameters

Parameter Default value Description

es.nodes localhost

The endpoint that is used to access the
Elasticsearch cluster. We recommend that you use
the internal endpoint. You can obtain the internal
endpoint on the Basic Information page of the
Elasticsearch cluster. For more information, see
View the basic information of a cluster.

es.port 9200
The port number that is used to access the
Elasticsearch cluster.
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es.net.http.auth.user elastic

The username that is used to access the
Elasticsearch cluster.

Not e Not e If you use the elastic account to
access your Elasticsearch cluster and then
reset the password of the account, it  may
require some time for the new password to
take effect. During this period, you cannot
use the elastic account to access the cluster.
Therefore, we recommend that you do not
use the elastic account to access an
Elasticsearch cluster. You can log on to the
Kibana console and create a user with the
required role to access an Elasticsearch
cluster. For more information, see Use the
RBAC mechanism provided by Elasticsearch X-
Pack to implement access control.

es.net.http.auth.pass /

The password that corresponds to the elastic
username. The password is specified when you
create the Elasticsearch cluster. If you forget the
password, you can reset it . For more information,
see Reset the access password for an
Elasticsearch cluster.

es.nodes.wan.only false

Specifies whether to enable node sniffing when
the Elasticsearch cluster uses a virtual IP address
for connections. Valid values:

true: indicates that node sniffing is enabled.

false: indicates that node sniff is disabled.

es.nodes.discovery true

Specifies whether to prohibit  the node discovery
mechanism. Valid values:

true: indicates that the node discovery
mechanism is prohibited.

false: indicates that the node discovery
mechanism is not prohibited.

Not ice Not ice If you use Alibaba Cloud
Elasticsearch, you must set this parameter to
false.

Parameter Default value Description
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es.input.use.sliced.part
it ions

true

Specifies whether to use partit ions. Valid values:

true: indicates that partit ions are used. In this
case, more time may be required for the index
read-ahead phase. The time required for this
phase may be longer than the t ime required for
data queries. To improve query efficiency, we
recommend that you set this parameter to
false.

false: indicates that partit ions are not used.

es.index.auto.create true

Specifies whether the system creates an index in
the Elasticsearch cluster when you use ES-Hadoop
to write data to the cluster. Valid values:

true: indicates that the system creates an index
in the Elasticsearch cluster.

false: indicates that the system does not
create an index in the Elasticsearch cluster.

es.resource /
The name and type of the index on which data
read or write operations are performed.

es.mapping.names /
The mappings between the field names in the
table and those in the index of the Elasticsearch
cluster.

Parameter Default value Description

For more information about the configuration items of ES-Hadoop, see open source ES-Hadoop
configuration.

4. Compress the code into a JAR package and upload it  to an EMR client, such as the master node in
the EMR cluster or the gateway cluster that is associated with this EMR cluster.

5. On the EMR client, run the following Spark jobs:

Write data

cd /usr/lib/spark-current
./bin/spark-submit  --master yarn --executor-cores 1 --class "SparkWriteEs" /root/spa
rk_es.jar

Not ice Not ice Replace /root/spark_es.jar with the path to which you have uploaded your JAR
package.

Read data

cd /usr/lib/spark-current
./bin/spark-submit  --master yarn --executor-cores 1 --class "ReadES"  /root/spark_es
.jar
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After the data is read, the result  shown in the following figure is returned.

Verify resultsVerify results
1. Log on to the Kibana console of the Elast icsearch cluster.

For more information, see Log on to the Kibana console.

2. In the left-side navigation pane, click Dev T oolsDev T ools.

3. On the ConsoleConsole tab of the page that appears, run the following command to query the data that
is writ ten by a Spark job:

GET company/_search
{
  "query": {
    "match_all": {}
  }
}

If  the command is successfully run, the result  shown in the following figure is returned.

SummarySummary
This topic describes how to use ES-Hadoop to write data to and read data from Alibaba Cloud
Elast icsearch by running Spark jobs in an EMR cluster. After ES-Hadoop is integrated with Spark, ES-
Hadoop supports Spark datasets, resilient  distributed datasets (RDDs), Spark Streaming, Scala, and
Spark SQL. You can configure ES-Hadoop based on your requirements. For more information, see
Apache Spark support.
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When applications are running, various types of logs are generated. You can collect  the desired log
data and transfer the collected data to Alibaba Cloud Elast icsearch. Then, you can query and analyze
the data. This topic provides an overview of best  pract ices for log synchronization and analysis to meet
your business requirements in various scenarios.

Best practice Description

Use Filebeat to collect Apache
log data

The typical log collection mode of Elastic Stack is used. Use Alibaba
Cloud Filebeat to collect Apache log data. Then, use Alibaba Cloud
Logstash to filter the collected data and transfer the processed data
to an Alibaba Cloud Elasticsearch cluster for queries and analysis.

Use the logstash-input-sls plug-
in to obtain logs from Log
Service

Use the logstash-input-sls plug-in to obtain logs from Log Service and
transfer them to Alibaba Cloud Elasticsearch for queries and analysis.

Use user-created Filebeat to
collect MySQL logs

Use self-managed Filebeat to collect and send MySQL logs to Alibaba
Cloud Elasticsearch. Then, query, analyze, and present these logs in the
Kibana console in a visualized manner.

Use Alibaba Cloud Elasticsearch
and Rsbeat to analyze Redis slow
logs in real t ime

Use Rsbeat to collect and send Redis slow logs to Alibaba Cloud
Elasticsearch. Then, perform graphical analysis on the logs in the
Kibana console.

If  you want to view and analyze MySQL logs such as slow logs and error logs, you can use Filebeat to
collect  MySQL logs. Filebeat then sends the logs to Alibaba Cloud Elast icsearch. You can query, analyze,
and present these logs in the Kibana console in a visualized manner. This topic describes how to
perform the detailed procedure.

ProcedureProcedure
1. Preparations

Create an Alibaba Cloud Elast icsearch cluster and an Elast ic Compute Service (ECS) instance. The
Elast icsearch cluster is used to receive the MySQL logs that are collected by Filebeat. It  also
provides the Kibana console to query, analyze, and present these logs in a visualized manner. The
ECS instance is used to install MySQL and Filebeat.

2. Step 1: Install and configure MySQL

7.Log synchronization and7.Log synchronization and
analysisanalysis
7.1. Overview of log synchronization7.1. Overview of log synchronization
and analysisand analysis

7.2. Use user-created Filebeat to7.2. Use user-created Filebeat to
collect MySQL logscollect MySQL logs
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Install MySQL and configure error log files and slow query log files in the MySQL configuration file.
Then, Filebeat can collect  your desired logs.

3. Step 2: Install and configure Filebeat

Install Filebeat. Filebeat is used to collect  MySQL logs and send the logs to your Elast icsearch
cluster. You must enable the MySQL module in Filebeat and specify the URLs that are used to
access your Elast icsearch cluster and the Kibana console of the cluster in the Filebeat configuration
file.

4. Step 3: Use the Kibana dashboard to present MySQL logs

Perform a query test  and present the error logs and slow query logs that you want to view and
analyze on the dashboard of the Kibana console.

PreparationsPreparations
Create an Elast icsearch cluster.

An Elast icsearch V6.7.0 cluster of the Standard Edit ion is used in this topic. For more information, see
Create an Alibaba Cloud Elasticsearch cluster.

Create an Alibaba Cloud ECS instance.

An ECS instance that runs CentOS is used in this topic. For more information, see Create an instance by
using the wizard.

Step 1: Install and configure MySQLStep 1: Install and configure MySQL
1. Connect to the ECS instance.

For more information, see Connect to a Linux instance by using a password.

2. Download and install the MySQL source.

wget http://repo.mysql.com/mysql-community-release-el7-5.noarch.rpm
rpm -ivh mysql-community-release-el7-5.noarch.rpm

3. Install MySQL.

yum install mysql-server

4. Start  MySQL and check its status.

systemctl start mysqld
systemctl status mysqld

5. Configure error log files and slow query log files in the my.cnf file.

Not e Not e By default , the configuration of log files in MySQL is disabled. You must manually
enable the log file configuration. You can also enable temporary slow logs by running a MySQL
command.

i. Open the my.cnf file.

vim /etc/my.cnf
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ii. Configure log files.

[mysqld]
log_queries_not_using_indexes = 1
slow_query_log=on
slow_query_log_file=/var/log/mysql/slow-mysql-query.log
long_query_time=0
[mysqld_safe]
log-error=/var/log/mysql/mysqld.log

Parameter Description

 log_queries_not_using_i
ndexes 

Specifies whether to record a query for which no indexes are
specified as a slow query log. 1: indicates that the system
records a query for which no indexes are specified as a slow
query log. 0: indicates that the system does not record a query
for which no indexes are specified as a slow query log.

 slow_query_log 
Specifies whether to enable slow query logs. on: indicates that
slow query logs are enabled. off: indicates that slow query logs
are disabled.

 slow_query_log_file Specifies the storage path of slow query logs.

 long_query_time 

Specifies the t ime threshold used to define a slow query log.
Unit: seconds. When the query t ime exceeds the threshold, the
MySQL database writes the query into the file that is specified by
 slow_query_log_file .

Not ice Not ice For the convenience of the test, the value of
this parameter is set to 0. You can specify this parameter
based on your business requirements.

iii. Create log files.

mkdir /var/log/mysql
touch /var/log/mysql/mysqld.log
touch /var/log/mysql/slow-mysql-query.log

Not ice Not ice MySQL does not automatically create log files. You must manually create the
log files.

iv. Grant read and write permissions on the log files to all users.

chmod 777 /var/log/mysql/slow-mysql-query.log /var/log/mysql/mysqld.log

Step 2: Install and configure FilebeatStep 2: Install and configure Filebeat
1. Log on to the Kibana console of your Elast icsearch cluster.

For more information, see Log on to the Kibana console.

2. In the Visualize and Explore Data sect ion, click LogsLogs.
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3. On the page that appears, click View set up inst ruct ionsView set up inst ruct ions.

4. On the Add Dat a t o KibanaAdd Dat a t o Kibana page, click MySQL logsMySQL logs.

5. In the Gett ing Started sect ion, click the RPMRPM tab.

Not e Not e The Linux operating system is used in this topic. Therefore, RPMRPM is selected. You
can select  an appropriate installat ion method based on your operating system.

6. Install Filebeat on your ECS instance as prompted.

7. Modify the configuration of the MySQL module and specify the files of the error logs and slow logs
that you want to collect.

i. Enable the MySQL module.

sudo filebeat modules enable mysql

ii. Open the mysql.yml file.

vim /etc/filebeat/modules.d/mysql.yml
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iii. Modify the configuration of the MySQL module.

- module: mysql
  # Error logs
  error:
    enabled: true
    var.paths: ["/var/log/mysql/mysqld.log"]
    # Set custom paths for the log files. If left empty,
    # Filebeat will choose the paths depending on your OS.
    #var.paths:
  # Slow logs
  slowlog:
    enabled: true
    var.paths: ["/var/log/mysql/slow-mysql-query.log"]
    # Set custom paths for the log files. If left empty,
    # Filebeat will choose the paths depending on your OS.
    #var.paths:

Parameter Description

 enabled Set this parameter to  true .

 var.paths 
Set this parameter to the path of the log file. The path must be
the same as the path that is specified in the MySQL configuration
file. For more information, see Step 1: Install and configure
MySQL.

8. Configure the filebeat.yml file.

i. Open the filebeat.yml file.

vim /etc/filebeat/filebeat.yml
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ii. Modify the configuration of Filebeat modules.

filebeat.config.modules:
  # Glob pattern for configuration loading
  path: /etc/filebeat/modules.d/mysql.yml
  # Set to true to enable config reloading
  reload.enabled: true
  # Period on which files under path should be checked for changes
  reload.period: 1s

iii. Modify the configuration of Kibana.

setup.kibana:
host: "https://es-cn-0pp1jxvcl000*****.kibana.elasticsearch.aliyuncs.com:5601"

 host : the URL that is used to access the Kibana console. You can obtain the URL on the
Kibana configuration page. For more information, see View the public endpoint of the Kibana
console. Specify the URL in the format of  <Public endpoint of the Kibana console>:5601 .
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iv. Modify the configuration of the Elast icsearch cluster.

output.elasticsearch:
  # Array of hosts to connect to.
  hosts: ["es-cn-0pp1jxvcl000*****.elasticsearch.aliyuncs.com:9200"]
  # Optional protocol and basic auth credentials.
  #protocol: "https"
  username: "elastic"
  password: "<your_password>"

Parameter Description

 hosts 

The URL that is used to access your Elasticsearch cluster. Specify
the URL in the format of  <Internal or public endpoint of 
the Elasticsearch cluster>:9200 . You can obtain the
internal or public endpoint on the Basic Information page of the
cluster. For more information, see View the basic information of
a cluster.

Not e Not e If the ECS instance and Elasticsearch cluster
reside in the same Virtual Private Cloud (VPC), use the
internal endpoint. Otherwise, use the public endpoint. If you
use the public endpoint to access the Elasticsearch cluster,
you must configure a whitelist  for access to the
Elasticsearch cluster over the Internet. For more information,
see Configure a public or private IP address whitelist  for an
Elasticsearch cluster.

 username The username that is used to access the Elasticsearch cluster.
Default value: elastic.

 password 

The password that corresponds to the elastic username. The
password is specified when you create your Elasticsearch cluster.
If you forget the password, you can reset it . For more
information about the precautions and procedures for resetting
a password, see Reset the access password for an Elasticsearch
cluster.

9. Run the following command to start  Filebeat.

sudo filebeat setup
sudo service filebeat start
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Step 3: Use the Kibana dashboard to present MySQL logsStep 3: Use the Kibana dashboard to present MySQL logs
1. Restart  MySQL in the ECS instance and query logs for tests.

Run the following command to restart  MySQL:

systemctl restart mysqld

2. View the queried logs.

The following figures show the queried logs.

Slow logs

Error logs
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3. Log on to the Kibana console of your Elast icsearch cluster.

For more information, see Log on to the Kibana console.

4. In the left-side navigation pane, click DashboardDashboard.

5. On the DashboardsDashboards page, click [Filebeat  MySQL] Overview[Filebeat  MySQL] Overview.

6. Select  a t ime range in the upper-right corner and view the logs in the t ime range.

Redis is a widely used key value database that delivers high performance. Redis is single threaded.
Inappropriate use of Redis may cause slow queries. Excessive slow queries or a slow query that takes a
long t ime, such as 20 seconds, may block an operation queue or cause services to be unavailable. In this
case, you must collect  and analyze Redis slow logs in real t ime to locate and handle exceptions. This
topic describes how to use Alibaba Cloud Elast icsearch and Rsbeat to analyze Redis slow logs in real
t ime.

ContextContext
You can use Rsbeat to collect  and send Redis slow logs to Elast icsearch. Then, use graphs to analyze
the logs in the Kibana console. Terms:

Elast icsearch: a Lucene-based, distributed, and real-t ime search and analyt ics engine. It  is an open
source product released under the Apache License. Elast icsearch is a popular search engine for
enterprises. Elast icsearch provides distributed services and allows you to store, query, and analyze
large amounts of datasets in near real t ime. It  is typically used as a basic engine or technology to
support  complex queries and high-performance applications.

7.3. Use Alibaba Cloud Elasticsearch7.3. Use Alibaba Cloud Elasticsearch
and Rsbeat to analyze Redis slow logsand Rsbeat to analyze Redis slow logs
in real timein real time
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Alibaba Cloud Elast icsearch is compatible with open source Elast icsearch features, such as Security,
Machine Learning, Graph, and Application Performance Management (APM). Alibaba Cloud
Elast icsearch is released in 5.5.3, 6.3.2, 6.7.0, 6.8.0, and 7.4.0 versions. It  supports the commercial plug-
in X-Pack and is ideal for scenarios that involve data analyt ics and searches. Alibaba Cloud
Elast icsearch implements enterprise-grade access control, security monitoring and alert ing, and
automated report ing based on the features of open source Elast icsearch. Alibaba Cloud
Elast icsearch is used in this topic, For more information, see What is Alibaba Cloud Elasticsearch?.

Rsbeat: a data shipper that is used to collect  and analyze Redis slow logs. For more information, see
open source Rsbeat documentation.

Redis: an open source, in-memory data structure store. It  can be used as a database, cache, and
messaging middleware. For more information, see open source Redis documentation.

ApsaraDB for Redis is a database service that is compatible with native Redis protocols. It  supports
hybrid storage that combines memory and hard disks. ApsaraDB for Redis provides a high-availability
hot standby architecture and can scale to meet requirements for read and write operations that
require high performance. ApsaraDB for Redis is used in this topic. For more information, see What is
ApsaraDB for Redis?.

ProcedureProcedure
1. Preparations

Create an Alibaba Cloud Elast icsearch cluster, an ApsaraDB for Redis instance, and an Elast ic
Compute Service (ECS) instance in the same virtual private cloud (VPC).

2. Step 1: Configure slow query parameters for the ApsaraDB for Redis instance

Configure the condit ions to generate Redis slow logs and specify the maximum number of slow
logs that can be recorded based on your requirements.

3. Step 2: Install and configure Rsbeat

Install Rsbeat on the ECS instance and specify the ApsaraDB for Redis instance and Alibaba Cloud
Elast icsearch cluster you created in the Rsbeat configuration file.

4. Step 3: Analyze the Redis slow logs in the Kibana console by using graphs

View the details about the Redis slow logs in the Kibana console and analyze the logs as required.

PreparationsPreparations
1. Create an Alibaba Cloud Elast icsearch cluster and enable the Auto Indexing feature for the cluster.

For more information, see Create an Alibaba Cloud Elast icsearch cluster and Configure the YML file.
An Elast icsearch V6.7.0 cluster of the Standard Edit ion is used in this topic.

2. Create an ApsaraDB for Redis instance.

For more information, see Step 1: Create an ApsaraDB for Redis instance. An ApsaraDB for Redis
V5.0 instance of the Community Edit ion is used in this topic. This instance resides in the same VPC as
the Elast icsearch cluster. This allows you to access the Elast icsearch cluster over an internal
network.

3. Create an ECS instance.

For more information, see Create an instance by using the wizard. An ECS instance that runs an
image of 64-bit  CentOS 7.6 is used in this topic. This instance resides in the same VPC as the
ApsaraDB for Redis instance and Elast icsearch cluster.

4. Configure a whitelist  for access to the ApsaraDB for Redis instance.
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Add the internal IP address of the ECS instance to the whitelist  of the ApsaraDB for Redis instance.
For more information, see Configure whitelists.

Step 1: Configure slow query parameters for the ApsaraDB for RedisStep 1: Configure slow query parameters for the ApsaraDB for Redis
instanceinstance

1. Log on to the ApsaraDB for Redis console.

2. In the top navigation bar, select  a region.

3. On the Inst ancesInst ances page, find your desired ApsaraDB for Redis instance and click its ID or choose  > >

ManageManage in the Act ionsAct ions column.

4. In the left-side navigation pane, click Syst em Paramet ersSyst em Paramet ers.

5. In the System Parameters sect ion, f ind the slowlog-log-slower-t hanslowlog-log-slower-t han and slowlog-max-lenslowlog-max-len
parameters. Then, modify these parameters based on your requirements.

Parameter Description Example

slowlog-log-slower-t hanslowlog-log-slower-t han

If the runtime of a command
exceeds the value of this
parameter, the command is
defined as a slow query and
recorded as a slow log. The
runtime does not include the
time spent in queuing. Unit:
microseconds. Default value:
10000 (10 milliseconds).

Not ice Not ice If you set
this parameter to a
negative number, ApsaraDB
for Redis does not record
slow queries as slow logs.
If you set this parameter to
0, ApsaraDB for Redis
records all commands.

This parameter is set to 20000
in this topic. This value indicates
that a command whose runtime
exceeds 20 milliseconds is
recorded as a slow log.

slowlog-max-lenslowlog-max-len

The maximum number of slow
query commands that can be
recorded as slow logs. If the
number of commands that are
recorded exceeds the value of
this parameter, ApsaraDB for
Redis deletes the earliest slow
logs.

This parameter is set to 100 in
this topic. This value indicates
that ApsaraDB for Redis records
the latest 100 slow query
commands as slow logs.

Step 2: Install and configure RsbeatStep 2: Install and configure Rsbeat
1. Connect to the ECS instance.

For more information, see Connect to an ECS instance.

2. Install Rsbeat.
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Rsbeat 5.3.2 is used in this topic.

wget https://github.com/Yourdream/rsbeat/archive/master.zip
unzip master.zip

3. Modify the configuration of Rsbeat.

i. Run the following command to open the rsbeat.yml file.

cd rsbeat-master
vim rsbeat.yml

ii. Modify the configurations in the rsbeat and output.elast icsearch sect ions based on the
following instruct ions and save the modificat ions.

Configurations in the rsbeat sect ion

Parameter Description

period
The interval at which Rsbeat sends Redis slow logs to the
Elasticsearch cluster.
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redis

The endpoint that is used to connect to the ApsaraDB for Redis
instance. For more information, see View endpoints.

Not ice Not ice The password that is used to access the
ApsaraDB for Redis instance is not specified in the
configuration file of Rsbeat. To enable Rsbeat to access the
ApsaraDB for Redis instance, you must enable password-
free access after you obtain the endpoint. For more
information, see Enable password-free access.

slowerThan
The time that is required to send the  config set slowlog-lo
g-slower-than  command to the Redis server. Unit:
microseconds.

Parameter Description

Configurations in the output.elast icsearch sect ion

Parameter Description

hosts

The endpoint that is used to access the Elasticsearch cluster.
You can obtain the endpoint on the Basic Information page of
the Elasticsearch cluster. For more information, see View the
basic information of a cluster.

username
The username that is used to access the Elasticsearch cluster.
The default username id elastic.

password

The password that corresponds to the username. The password
is specified when you create you Elasticsearch cluster. If you
forget the password, you can reset it . For more information
about the precautions and procedures for resetting the
password, see Reset the access password for an Elasticsearch
cluster.

template.overwrite

Specifies whether the Rsbeat-created index template that has
the same name as the index template of the Elasticsearch
cluster overwrites the index template of the Elasticsearch
cluster. Default value: true.

4. Start  the Rsbeat service.

./rsbeat.linux.amd64 -c rsbeat.yml -e -d "*"

Step 3: Analyze the Redis slow logs in the Kibana console by usingStep 3: Analyze the Redis slow logs in the Kibana console by using
graphsgraphs

1. Log on to the Kibana console of your Elast icsearch cluster.

For more information, see Log on to the Kibana console.

2. Create an index pattern.

i. 

Elast icsearch Best  Pract ices··Log synchronizat ion 
and analysis

> Document  Version: 20220614 213

https://www.alibabacloud.com/help/doc-detail/107717.htm#concept-apt-fkl-5gb
https://www.alibabacloud.com/help/doc-detail/85168.htm#concept-ttq-dst-j2b
https://www.alibabacloud.com/help/doc-detail/67804.htm#task-2449896
https://www.alibabacloud.com/help/doc-detail/159883.htm#task-2458093
https://www.alibabacloud.com/help/doc-detail/122668.htm#task-761873


ii. 

iii. 

iv. In the sect ion that appears, enter an index pattern name in the Index pat t ernIndex pat t ern field and click
Next  st epNext  st ep.

v. 

vi. 

3. View the details about the Redis slow logs.

i. In the left-side navigation pane, click DiscoverDiscover.

ii. In the left  part  of the page, select  rsbeat-* from the drop-down list  below Add a f ilt erAdd a f ilt er.

iii. In the upper-right corner of the page, select  a t ime range and view the details about the Redis
slow logs during the t ime range.

4. Record the top 10 keys with the largest  number of Redis slow logs and arrange them in descending
order.

i. In the left-side navigation pane, click VisualizeVisualize.

ii. On the VisualizeVisualize page, click the  icon.
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iii. In the New Visualizat ionNew Visualizat ion dialog box, click PiePie.

iv. In the From a New Search, Select  Index Sect ion, click rsbeat-*.
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v. Configure Metrics and Buckets based on the following figure.
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vi. Click the  icon to view the result .

Not e Not e For more information about the usage notes of the Kibana console, see
Kibana User Guide.
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When applications are running, various types of data are generated, such as log data, system metric
data, audit  framework data, detect ion status data, and application performance monitoring (APM)
data. You can select  a solut ion based on your business requirements and business environment to
collect  the desired data and transfer the collected data to Alibaba Cloud Elast icsearch. This topic
provides an overview of best  pract ices for server data collect ion.

Best practice Description

Data collection for Alibaba Cloud
Elasticsearch

You can use one of the following tools to collect data: Beats,
Logstash, clients, and Kibana.

Use Filebeat to collect Apache
log data

You can use Filebeat to collect log data and use Logstash to filter the
collected data and transfer the processed data to Elasticsearch for
analysis.

Use Metricbeat to collect system
data and NGINX service data

You can use Metricbeat to collect system data and NGINX service data
and generate visual charts.

Use Auditbeat to collect system
audit data and monitor file
changes

You can use Auditbeat to collect data from the Linux audit framework,
monitor system file changes, and generate visual charts.

Use Heartbeat to check ICMP and
HTTP services

You can use Heartbeat to detect the statuses of Internet Control
Message Protocol (ICMP) and HTTP services and generate visual charts.

Use user-created Metricbeat to
collect system metrics

You can use Metricbeat to collect the metrics of a machine and send
the collected data to Elasticsearch. Then, you can use Kibana to
analyze and display the data in charts.

Use SkyWalking to implement
end-to-end monitoring on
Alibaba Cloud Elasticsearch

You can use SkyWalking to implement end-to-end monitoring on an
Elasticsearch cluster and use Kibana to analyze and view the collected
monitoring data.

Use Uptime to monitor Alibaba
Cloud Elasticsearch clusters in
real t ime

You can use Heartbeat to detect the statuses of the HTTP or HTTPS,
TCP, and ICMP services and send the collected data to the Uptime
application in Kibana. Then, the Uptime application monitors the
availability and response time of applications and services in real t ime
and reports errors before your business is affected.

This topic describes the methods that are used to collect  and send data from a variety of data sources
to an Alibaba Cloud Elast icsearch cluster.

8.Collect data8.Collect data
8.1. Overview of best practices for8.1. Overview of best practices for
server data collectionserver data collection

8.2. Data collection for Alibaba Cloud8.2. Data collection for Alibaba Cloud
ElasticsearchElasticsearch
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Background informationBackground information
Elast icsearch is widely used for data search and analyt ics. Developers and communit ies use Elast icsearch
in a wide range of scenarios. The scenarios include application search, website search, logging,
infrastructure monitoring, application performance monitoring (APM), and security analyt ics. Solut ions
for these scenarios are provided free of charge. However, before developers use these solut ions, they
must import  the required data into Elast icsearch.

This topic provides the following common methods to collect  data:

Elast ic Beats

Logstash

Clients

Kibana

Elast icsearch provides a flexible RESTful API to communicate with client  applications. You can call this
RESTful API to collect, search for, and analyze data. You can also use the API to manage Elast icsearch
clusters and indexes on the clusters.

Elastic BeatsElastic Beats
Elast ic Beats consists of a set  of lightweight data shippers that can transfer data to Elast icsearch.
These shippers do not incur a number of runtime overheads. Beats can run and collect  data on devices
that do not have sufficient  hardware resources. The devices include IoT devices, edge devices, or
embedded devices. If  you want to collect  data but do not have sufficient  resources to run a resource-
intensive data shipper, we recommend that you use Beats. Based on data collected by Beats from all
Internet-connected devices, you can quickly identify exceptions, such as system errors and security
issues. Then, you can take measures to deal with these exceptions.

Beats can also be used in systems that have sufficient  hardware resources.

You can use Beats to collect  various types of data.

Filebeat

Filebeat can be used to read, preprocess, and transfer data from files. In most cases, you can use
Filebeat to read data from log files. Filebeat can also be used to read data from non-binary files. You
can use Filebeat to read data from other data sources, such as TCP, UDP, container, Redis, and
syslogs. Based on various modules, Filebeat provides an easy way to collect  logs of common
applications, such as Apache, MySQL, and Kafka. Then, Filebeat parses the logs to obtain the required
data.

Metricbeat

Metricbeat can be used to collect  and preprocess system and service metrics. System metrics include
information about running processes, CPU utilizat ion, memory usage, disk usage, and network usage.
Based on various modules, Metricbeat can be used to collect  data from various services, such as
Kafka, Palo Alto Networks, and Redis.

Packetbeat

Packetbeat can be used to collect  and preprocess real-t ime network data. You can use Packetbeat
for security analyt ics, application monitoring, and performance analyt ics. Packetbeat supports the
following protocols: DHCP, DNS, HTTP, MongoDB, NFS, and TLS.

Winlogbeat
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Winlogbeat can be used to capture event logs from Windows operating systems. The event logs
include application, hardware, security, and system events.

Auditbeat

Auditbeat can be used to detect  changes to crit ical f iles and collect  audit  events from the Linux
audit  framework. In most cases, Auditbeat is used for security analyt ics.

Heartbeat

Heartbeat can be used to check the availability of your system and services by probing. Heartbeat
applies to many scenarios, such as infrastructure monitoring and security analyt ics. Heartbeat
supports ICMP, TCP, and HTTP.

Functionbeat

Functionbeat can be used to collect  logs and metrics from serverless environments such as AWS
Lambda.

For more information about how to use Metricbeat, see Use user-created Metricbeat to collect system
metrics. Use other shippers in a similar way.

LogstashLogstash
Logstash is a powerful and flexible tool that is used to read, process, and transfer all types of data.
Logstash provides a variety of features and has high requirements for device performance. Beats does
not support  some features provided by Logstash, or it  is costly to use Beats for some features. For
example, it  is costly to use Beats to enrich documents by searching for data in external data sources.
Logstash has higher requirements for hardware resources than Beats. Therefore, Logstash cannot be
deployed on devices whose hardware resources cannot meet the minimum requirements. If  Beats is not
qualified for specific scenarios, use Logstash instead.

In most cases, Beats and Logstash work collaboratively. Specifically, use Beats to collect  data and
Logstash to process data.

Alibaba Cloud Elast icsearch integrates the Logstash service. Alibaba Cloud Logstash is a server-side
data processing pipeline. It  is compatible with all the capabilit ies of open source Logstash. Alibaba
Cloud Logstash can be used to dynamically collect  data from mult iple data sources at  the same t ime
and transform and store collected data to a specified location. Alibaba Cloud Logstash can be used to
process and transform all types of events by using input, f ilter, and output plug-ins.

Logstash data processing pipelines are used to run tasks. Each pipeline consists of at  least  one input
plug-in, one filter plug-in, and one output plug-in.

Input plug-ins

Input plug-ins can be used to read data from different data sources. The supported data sources
include files, HTTP, IMAP, JDBC, Kafka, syslogs, TCP, and UDP.

Filter plug-ins

Filter plug-ins can process and enrich data by using mult iple methods. In most cases, f ilter plug-ins
first  parse unstructured log data and transform the data into structured data. Logstash provides the
Grok filter plug-in to parse regular expressions, CSV data, JSON data, key-value pairs, delimited
unstructured data, and complex unstructured data. Logstash also provides other filter plug-ins to
enrich data. The plug-ins are used to query DNS records, add the locations of IP addresses, or search
for custom directories or Elast icsearch indexes. Addit ional filter plug-ins, such as mutate, allow you to
perform diverse data transformations. For example, you can rename, delete, and copy data fields
and values.
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Output plug-ins

Output plug-ins can be used to write the parsed and enriched data into data sinks. These plug-ins
are used in the final stage of Logstash pipelines. Mult iple types of output plug-ins are available.
However, this topic focuses on the Elast icsearch output plug-in. This plug-in can be used to send
data collected from a variety of data sources to an Elast icsearch cluster.

The following sect ion describes a sample Logstash pipeline. It  can be used to complete the following
operations:

Read the Elast ic Blogs RSS feed.

Preprocess the data by copying or renaming fields and removing special characters and HTML tags.

Send the data to Elast icsearch.

1. Configure a Logstash pipeline.

input { 
  rss { 
    url => "/blog/feed" 
    interval => 120 
  } 
} 
filter { 
  mutate { 
    rename => [ "message", "blog_html" ] 
    copy => { "blog_html" => "blog_text" } 
    copy => { "published" => "@timestamp" } 
  } 
  mutate { 
    gsub => [  
      "blog_text", "<.*?>", "",
      "blog_text", "[\n\t]", " " 
    ] 
    remove_field => [ "published", "author" ] 
  } 
} 
output { 
  stdout { 
    codec => dots 
  } 
  elasticsearch { 
    hosts => [ "https://<your-elsaticsearch-url>" ] 
    index => "elastic_blog" 
    user => "elastic" 
    password => "<your-elasticsearch-password>" 
  } 
}

Set  hosts  to a value in the format of  <Internal endpoint of your Elasticsearch cluster>:9
200 . Set   password  to the password that is used to access the Elast icsearch cluster.

2. In the Kibana console, view the migrated index data.

POST elastic_blog/_search

For more information, see Step 3: View synchronization results.
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ClientsClients
You can use Elast icsearch clients to integrate data collect ion code with tailored application code.
These clients are libraries that abstract  low-level details of the data collect ion. They allow you to
focus on specific operations that are related to your application. Elast icsearch supports mult iple
programming languages for clients, such as Java, JavaScript, Go, .NET, PHP, Perl, Python, and Ruby. For
more information about the programming languages and the details and sample code of your selected
language, see Elast icsearch Clients.

If  the programming language of your application is not included in the preceding supported languages,
obtain the required information from Community Contributed Clients.

KibanaKibana
We recommend that you use the Kibana console to develop and debug Elast icsearch requests. Kibana
provides all features of the RESTful API in Elast icsearch and abstracts the technical details of underlying
HTTP requests. You can use Kibana to add original JSON documents to an Elast icsearch cluster.

PUT my_first_index/_doc/1 
{ 
    "title" :"How to Ingest Into Elasticsearch Service",
    "date" :"2019-08-15T14:12:12",
    "description" :"This is an overview article about the various ways to ingest into Elast
icsearch Service" 
}

Not e Not e In addit ion to Kibana, you can use other tools to communicate with Elast icsearch and
collect  documents by calling the RESTful API. For example, you can use cURL to develop and debug
Elast icsearch requests or integrate tailored scripts.

SummarySummary
Mult iple methods are provided to collect  and send data from a variety of data sources to Elast icsearch.
You must select  the most suitable method based on your business scenarios, requirements, and
operating systems.

Beats data shippers are convenient, lightweight, and out-of-the-box. They can be used to collect
data from various data sources. Modules that are packaged with Beats provide the configurations of
data acquisit ion, parsing, indexing, and visualization for many common databases, operating systems,
containers, web servers, and caches. These modules allow you to create a dashboard for your data
within five minutes. Beats data shippers are most suited to embedded devices that do not have
sufficient  resources, such as IoT devices or firewalls.

Logstash is a flexible tool to read, transform, and transfer data. It  provides various input, f ilter, and
output plug-ins. If  Beats cannot meet the requirements for specific scenarios, you can use Beats to
collect  data, use Logstash to process data, and then transfer the processed data to Elast icsearch.

To collect  data from applications, we recommend that you use clients that are supported by open
source Elast icsearch.

To develop or debug Elast icsearch requests, we recommend that you use Kibana.

ReferencesReferences
How to ingest  data into Elast icsearch Service
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Should I use Logstash or Elast icsearch ingest  nodes?

Get System Logs and Metrics into Elast icsearch with Beats System Modules

Use Metricbeat to collect  the metrics of a machine

If you want to view and analyze the metrics of a machine, you can use Metricbeat to collect  the
metrics. Then, Metricbeat sends the collected data to an Alibaba Cloud Elast icsearch cluster. You can
view the data on the related dashboard in the Kibana console of the cluster. This topic uses a
computer that runs the macOS operating system to describe the detailed procedure.

PrerequisitesPrerequisites
You have completed the following operations:

An Alibaba Cloud Elast icsearch cluster is created. For more information, see Create an Alibaba Cloud
Elast icsearch cluster.

Not e Not e If  you want to access the Elast icsearch cluster by using its internal endpoint, you
must purchase an Elast ic Compute Service (ECS) instance. This instance must reside in the same
virtual private cloud (VPC), region, and zone as the Elast icsearch cluster.

Metricbeat is downloaded.

Metricbeat installat ion package for macOS

Metricbeat installat ion package for Linux (x86)

Metricbeat installat ion package for Linux (x64)

Metricbeat installat ion package for Windows (x86)

Metric installat ion package for Windows (x64)

ContextContext
Beats is a platform for single-purpose data shippers. After the data shippers are installed, they send
data from thousands of machines and systems to Logstash or Elast icsearch.

Metricbeat is a lightweight data shipper that collects metrics from your systems and services. System
metrics include CPU and memory metrics. Service metrics include Redis and NGINX metrics.

ProcedureProcedure
1. Configure an Alibaba Cloud Elast icsearch cluster

2. Configure Metricbeat

3. View the related dashboard in the Kibana console

Not e Not e You can also use Metricbeat to collect  metrics from a computer that runs the Linux
or Windows operating system. Then, Metricbeat sends the metrics to Alibaba Cloud
Elast icsearch.

Configure an Alibaba Cloud Elasticsearch clusterConfigure an Alibaba Cloud Elasticsearch cluster

8.3. Use user-created Metricbeat to8.3. Use user-created Metricbeat to
collect system metricscollect system metrics
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1. 

2. 

3. In the left-side navigation pane, click Elast icsearch Clusters. On the Clust ersClust ers page, find your
Elast icsearch cluster. Then, click its ID in the Clust er ID/NameClust er ID/Name column or ManageManage in the Act ionsAct ions
column.

4. In the left-side navigation pane, click Securit ySecurit y.

5. On the page that appears, turn on Public Net work AccessPublic Net work Access and click Updat eUpdat e next  to PublicPublic
Net work Whit elistNet work Whit elist . Then, enter the public IP address of your computer.

Not ice Not ice If  you are using a public network such as Wi-Fi, add the IP address of the jump
server that controls outbound traffic of the public network to the whitelist . If  you cannot
obtain this IP address, we recommend that you add  0.0.0.0/1,128.0.0.0/1  to the whitelist .
These two CIDR blocks are used in this topic. This configuration allows almost all public IP
addresses to access the Elast icsearch cluster. We recommend that you evaluate the risks
before you use this configuration.

6. In the left-side navigation pane, click Basic Inf ormat ionBasic Inf ormat ion. On the page that appears, you can
obtain the public endpoint  of your Elast icsearch cluster for future use.

7. In the left-side navigation pane, click Clust er Conf igurat ionClust er Conf igurat ion. On the page that appears, click
Modif y Conf igurat ionModif y Conf igurat ion on the right side of YML Conf igurat ionYML Conf igurat ion. In the YML File Configuration
pane, set  Aut o IndexingAut o Indexing to EnableEnable.
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Warning Warning This configuration takes effect  only after your Elast icsearch cluster is restarted.
To prevent impacts on your business, exercise caution when you change the sett ings of Auto
Indexing.

8. Select  T his operat ion will rest art  t he clust er. Cont inue?T his operat ion will rest art  t he clust er. Cont inue? and click OKOK.

You can view the restart  progress in the Tasks dialog box. The configuration of the cluster takes
effect  after your Elast icsearch cluster is restarted.

Configure MetricbeatConfigure Metricbeat
1. Decompress the Metricbeat installat ion package you have downloaded and go to the Metricbeat

folder.

2. Open the metricbeat.yml file and edit  the  Elasticsearch output  sect ion in it . You must
uncomment the involved content.

Parameter Description

 hosts 
The internal or public endpoint that is used to access the
Elasticsearch cluster. The public endpoint is used to access the
Elasticsearch cluster in this topic.

 protocol Set this parameter to  http .

 username The default value of this parameter is  elastic .

 password The password that is used to access the Elasticsearch cluster. This
password is specified when you create the cluster.

3. Run the following command to start  Metricbeat:
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./metricbeat -e -c metricbeat.yml

After Metricbeat is started, it  begins to send data to your Elast icsearch cluster.

View the related dashboard in the Kibana consoleView the related dashboard in the Kibana console
1. Log on to the Kibana console of your Elast icsearch cluster.

For more information, see Log on to the Kibana console.

2. In the left-side navigation pane, click ManagementManagement  and follow these steps to create an index
pattern:

Not ice Not ice If  you have created an index pattern, skip this step.

i. In the KibanaKibana sect ion of the ManagementManagement  page, click Index Pat t ernsIndex Pat t erns.

ii. In the Creat e index pat t ernCreat e index pat t ern sect ion, enter an index pattern name (the name of the index
that you want to query).

iii. Click Next  st epNext  st ep.

iv. Click Creat e index pat t ernCreat e index pat t ern.

3. In the left-side navigation pane, click DashboardDashboard.

4. On the DashboardsDashboards page, you can view the collected data.

The following figure shows relevant metrics.

Best  Pract ices··Collect  dat a Elast icsearch

226 > Document  Version: 20220614

https://www.alibabacloud.com/help/doc-detail/122668.htm#task-761873


Click Met ricbeat -cpuMet ricbeat -cpu to view CPU metrics.

Not e Not e You can configure metrics to be refreshed at  5-second intervals. The system
generates reports for the metrics collected at  these intervals. You can also connect to
WebHook to configure alerts.

ReferencesReferences
Build a visualized operations and maintenance (O&M) system with Beats
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Use SkyWalking to implement end-to-end monitoring on Alibaba Cloud Elast icsearch

SkyWalking is a distributed application performance monitoring (APM) tool and a distributed tracing
system. This topic describes how to use SkyWalking to monitor an Alibaba Cloud Elast icsearch V7.4
cluster.

ContextContext
SkyWalking has the following features:

SkyWalking provides auto instrument agents so that you do not need to modify the application
code.

Not e Not e For the middleware and components supported by SkyWalking, see Apache
SkyWalking documentation.

SkyWalking provides manual instrument agents that support  OpenTracing SDKs. Manual instrument
agents can monitor components supported by OpenTracing API for Java.

Not e Not e For the components supported by OpenTracing API for Java, see OpenTracing
Registry.

Auto instrument agents and manual instrument agents can be used at  the same t ime. Manual
instrument agents can monitor components that are not supported by auto instrument agents, and
even private components.

SkyWalking is a Java-based backend program for analyt ics. It  provides RESTful APIs and analyt ics
capabilit ies for agents of other languages.

SkyWalking provides high-performance streaming analyt ics.

8.4. Use SkyWalking to implement8.4. Use SkyWalking to implement
end-to-end monitoring on Alibabaend-to-end monitoring on Alibaba
Cloud ElasticsearchCloud Elasticsearch
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The following figure shows the SkyWalking architecture.

SkyWalking is a platform for storing data analysis and measurement results. Data analysis and
measurement results are submitted to SkyWalking Collector over HTTP or gRPC. SkyWalking Collecter
analyzes and aggregates data and stores the data in Elast icsearch, H2, MySQL, or TiDB. You can view
the analysis results on the SkyWalking UI. SkyWalking collects data in different formats from mult iple
sources, such as SkyWalking agents in mult iple programming languages, Zipkin v1, Zipkin v2, Ist io
telemetry, and Envoy.

Not e Not e In this topic, SkyWalking is integrated into Alibaba Cloud Elast icsearch V7.4. You can
also use a Skywalking client  to report  data to a Java application.

PrerequisitesPrerequisites
You have completed the following operations:

An Alibaba Cloud Elast icsearch cluster is created. Alibaba Cloud Elast icsearch V7.4 is used in this
example,.

For more information, see Create an Alibaba Cloud Elasticsearch cluster.

A Linux server is prepared. The server is installed with JDK 1.8 or later.

We recommend that you use an Alibaba Cloud Elast ic Compute Service (ECS) instance. For more
information, see Step 1: Create an ECS instance.

Not e Not e For information about how to install JDK, see Install the JDK. If  JDK is not correctly
installed and you start  SkyWalking to view logs, the error message "Java not found" or "java-xxx:
No such file or directory" is reported.

Ports 8080, 10800, 11800, and 12800 on the Linux server are not occupied.

The firewall and Security-Enhanced Linux (SELinux) of the Linux server are disabled.

ProcedureProcedure
1. Step 1: Download and install SkyWalking

2. Step 2: Configure SkyWalking to connect to Alibaba Cloud Elast icsearch
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3. Step 3: Verify the results

Step 1: Download and install SkyWalkingStep 1: Download and install SkyWalking
1. Download the SkyWalking package to the Linux server.

We recommend that you select  the latest  version 7.0.0. Alibaba Cloud Elast icsearch V7.4 is used in
this example. Therefore, Binary Distribution for Elast icSearch 7 is selected. Run the following
command to download the package:

wget https://mirror.bit.edu.cn/apache/skywalking/7.0.0/apache-skywalking-apm-es7-7.0.0.
tar.gz

2. Run the following command to decompress the package:

tar -zxvf apache-skywalking-apm-es7-7.0.0.tar.gz

3. Run the following command to view the decompressed files:

ll apache-skywalking-apm-bin-es7/

The following result  is returned:

total 92
drwxrwxr-x 8 1001 1002 143 Mar 18 23:50 agent
drwxr-xr-x 2 root root   241 Apr 10 16:03 bin
drwxr-xr-x 2 root root   221 Apr 10 16:03 config
-rwxrwxr-x 1 1001 1002 29791 Mar 18 23:37 LICENSE
drwxrwxr-x 3 1001 1002  4096 Apr 10 16:03 licenses
-rwxrwxr-x 1 1001 1002 32838 Mar 18 23:37 NOTICE
drwxrwxr-x 2 1001 1002 12288 Mar 19 00:00 oap-libs
-rw-rw-r-- 1 1001 1002  1978 Mar 18 23:37 README.txt
drwxr-xr-x 3 root root    30 Apr 10 16:03 tools
drwxr-xr-x 2 root root    53 Apr 10 16:03 webapp

Step 2: Configure SkyWalking to connect to Alibaba CloudStep 2: Configure SkyWalking to connect to Alibaba Cloud
ElasticsearchElasticsearch

1. Run the following commands to open the application.yml file in the config directory:

cd apache-skywalking-apm-bin-es7/config/
vi application.yml

2. Locate  storage , change H2 to elast icsearch7, and configure the file as follows:
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storage:
  selector: ${SW_STORAGE:elasticsearch7}
  elasticsearch7:
    nameSpace: ${SW_NAMESPACE:"skywalking-index"}
    clusterNodes: ${SW_STORAGE_ES_CLUSTER_NODES:es-cn-4591kzdzk000i****.public.elastics
earch.aliyuncs.com:9200}
    protocol: ${SW_STORAGE_ES_HTTP_PROTOCOL:"http"}
   # trustStorePath: ${SW_SW_STORAGE_ES_SSL_JKS_PATH:"../es_keystore.jks"}
   # trustStorePass: ${SW_SW_STORAGE_ES_SSL_JKS_PASS:""}
    enablePackedDownsampling: ${SW_STORAGE_ENABLE_PACKED_DOWNSAMPLING:true} # Hour and 
Day metrics will be merged into minute index.
    dayStep: ${SW_STORAGE_DAY_STEP:1} # Represent the number of days in the one minute/
hour/day index.
    user: ${SW_ES_USER:"elastic"}
    password: ${SW_ES_PASSWORD:"es_password"}

Not e Not e SkyWalking stores data in H2 by default . However, H2 does not support  persistent
data storage, and you must change H2 to Elast icsearch.

Parameter Description

 selector The storage selector. For this example, set the value to
elasticsearch7.

 nameSpace The namespace. The value of this parameter is used as the prefix
for all indexes of the Elasticsearch cluster.

 clusterNodes 

The endpoint of the Elasticsearch cluster. Alibaba Cloud
Elasticsearch is not in the same Virtual Private Cloud (VPC) as
SkyWalking. You must use the public endpoint to access
Elasticsearch. For more information, see View the basic information
of a cluster.

 user The username of your Elasticsearch cluster. The default username is
elastic.

 password The password of your Elasticsearch cluster. The password is
specified when you create the Elasticsearch cluster.

Not ice Not ice Specify only the username and password. Comment out trustStorePath and
trustStorePass. Otherwise, the error message "NoSuchFileException: /es_keystore.jks" is
reported.

3. (Optional)Modify the IP address or port  for listening.

By default , SkyWalking communicates with Elast icsearch over port  12800 for RESTful API operations
and port  11800 for gRPC API operations. The IP address or port  can be modified in the core part  of
theapplication.yml file. In this example, the default  values are used.
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core:
  selector: ${SW_CORE:default}
  default:
    # Mixed: Receive agent data, Level 1 aggregate, Level 2 aggregate
    # Receiver: Receive agent data, Level 1 aggregate
    # Aggregator: Level 2 aggregate
    role: ${SW_CORE_ROLE:Mixed} # Mixed/Receiver/Aggregator
    restHost: ${SW_CORE_REST_HOST:0.0.0.0}
    restHost: ${SW_CORE_REST_HOST:0.0.0.0}
    restContextPath: ${SW_CORE_REST_CONTEXT_PATH:/}
    gRPCHost: ${SW_CORE_GRPC_HOST:0.0.0.0}
    gRPCPort: ${SW_CORE_GRPC_PORT:11800}

4. (Optional)In the webapp directory, modify the configurations in the webapp.yml file.

Default  configurations are used in this example. You can modify the configurations as required.

server:
  port: 8080
collector:
  path: /graphql
  ribbon:
    ReadTimeout: 10000
    # Point to all backend's restHost:restPort, split by ,
    listOfServers: 127.0.0.1:12800

Step 3: Verify the resultsStep 3: Verify the results
1. Run the following commands to start  SkyWalking on the Linux server:

cd ../bin
./startup.sh

Not iceNot ice

Make sure that your Elast icsearch cluster is started before you start  SkyWalking.

SkyWalking Collector and SkyWalking UI are both started by running the  ./startup.sh 
command.

If SkyWalking is started, the following result  is returned:

SkyWalking OAP started successfully!
SkyWalking Web Application started successfully!

2. Enter http://<IP address of the Linux server>:8080/ in the address bar of your browser.
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Not e Not e When you use SkyWalking to connect to Alibaba Cloud Elast icsearch for the first
t ime, the startup is slow. This is because SkyWalking needs to create a large number of indexes
in Elast icsearch. Before the creation is complete, the accessed page is blank. You can view logs
that are stored in  <SkyWalking installation path>logs/skywalking-oap-server.log  to
check whether the creation is complete.

3. Log on to the Kibana console of your Elast icsearch cluster. For more information, see Log on to the
Kibana console. Run the  GET _cat/indices? v  command to view the index data.
In the returned results, a large number of indexes start ing with  skywalking-index  exist .

Heartbeat shippers can detect  the statuses of network endpoints based on the HTTP or HTTPS, TCP,
and ICMP services on a regular basis. They can also send the collected detect ion data to the Uptime
application in Kibana. Then, the Uptime application monitors the availability and response t ime of
applications and services in real t ime and reports errors before your business is affected. This topic
describes how to use Uptime to monitor an Alibaba Cloud Elast icsearch cluster in real t ime.

ContextContext
Uptime must be used with the following services:

Heartbeat

8.5. Use Uptime to monitor Alibaba8.5. Use Uptime to monitor Alibaba
Cloud Elasticsearch clusters in realCloud Elasticsearch clusters in real
timetime
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Heartbeat

Elast icsearch

Kibana

Not e Not e You can also use the Alert ing and Actions feature of Kibana V7.7 to configure
monitoring and alert ing. For more information, see Alert ing and Actions.

Deployment architectureDeployment architecture
Deployment of a single Heartbeat shipper

A single Heartbeat shipper is deployed at  a single posit ion to monitor a single service. The Heartbeat
shipper sends monitoring data to Elast icsearch. You can view the heartbeat data of the service on
the Uptime page of Kibana and determine the service status based on the heartbeat data.

Deployment of mult iple Heartbeat shippers

Two Heartbeat shippers are deployed at  different posit ions to monitor the same service. The two
Heartbeat shippers send monitoring data to Elast icsearch. You can view the heartbeat data of the
service on the Uptime page of Kibana and determine the service status based on the heartbeat data.
If  the Heartbeat shipper at  one posit ion becomes faulty, the Heartbeat shipper at  the other posit ion
can help locate the fault .

For more information about the deployment architecture, see Deployment Architecture.

PreparationsPreparations
1. Create an Alibaba Cloud Elast icsearch cluster and enable the Auto Indexing feature for the cluster.

For more information, see Create an Alibaba Cloud Elast icsearch cluster and Configure the YML file.

2. Create an Elast ic Compute Service (ECS) instance, which is used to deploy a Heartbeat shipper. The
ECS instance must reside in the same virtual private cloud (VPC) as the Elast icsearch cluster.

For more information, see Create an instance by using the wizard.

Not ice Not ice Beats supports only the following operating systems: Alibaba Cloud Linux, Red
Hat Enterprise Linux (RHEL), and Community Enterprise Operating System (CentOS). Therefore,
you must select  one of the preceding operating systems when you create the ECS instance.

3. Install Cloud Assistant and Docker on the ECS instance.

For more information, see Install the Cloud Assistant client  and Deploy and use Docker on Alibaba
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Cloud Linux 2 instances.

Create a Heartbeat shipperCreate a Heartbeat shipper
1. 

2. On the Beats Data Shippers page, click Heart beatHeart beat  in the Creat e ShipperCreat e Shipper sect ion.

3. Install and configure a Heartbeat shipper.

For more information, see Collect  the logs of an ECS instance and Prepare the YML configuration
files for a shipper.

Configurations for heartbeat.monitors

Parameter Description

type

In this topic, http is used.

Not e Not e The Heartbeat shipper can monitor HTTP or HTTPS, TCP,
and ICMP services. If you use an HTTP or HTTPS monitor, response code,
request bodies, and request headers can be monitored. If you use a TCP
monitor, port numbers and strings can be monitored.

urls

The URLs that you want to check. You can specify multiple HTTP services. In
this topic, an Alibaba Cloud Elasticsearch cluster is checked. This parameter is
set to the internal endpoint of the Elasticsearch cluster that you want to
check.

schedule
The interval at which checks are performed. The value @every 10s indicates
that the check is performed every 10 seconds.

4. Click NextNext .

5. In the Inst all ShipperInst all Shipper step, select  the ECS instance on which you want to install the Heartbeat
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shipper.

6. Enable the Heartbeat shipper and check whether the Heartbeat shipper is installed.

For more information, see Collect  the logs of an ECS instance.

If  the state of the Heartbeat shipper is EnabledEnabled, and the installat ion state of the Heartbeat
shipper is Heart beat  NormalHeart beat  Normal, the Heartbeat shipper is installed.

View the monitoring information on the Uptime pageView the monitoring information on the Uptime page
1. Log on to the Kibana console of your Elast icsearch cluster.

The Kibana console is the one that corresponds to the Elast icsearch cluster that you specified for
Out putOut put  when you create the Heartbeat shipper. For more information, see Log on to the Kibana
console.

2. In the left-side navigation pane, click Upt imeUpt ime. On the Uptime page, you can view the monitoring
information.

Color red: indicates that the Elast icsearch cluster is in an abnormal state. Check the
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communication status of the Heartbeat shipper or the status of the Elast icsearch cluster.

Color blue: indicates that the Elast icsearch cluster is in a normal state.
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You can use various methods to manage your Alibaba Cloud Elast icsearch clusters. This topic provides
an overview of best  pract ices for cluster management to meet your business requirements in various
scenarios.

Best practice References Description

Hot and cold data
separation and lifecycle
management

Use ILM to manage
Heartbeat indexes

T ime series data increase over t ime. You can use the
index lifecycle management (ILM) feature to
periodically roll over the data to new indexes. This
ensures high query efficiency and reduces query
costs. As indexes age and fewer queries are
required, you can migrate the indexes to a less
expensive disk and reduce the numbers of primary
and replica shards.

Use ILM to separate hot
data from cold data

The cluster that uses the hot-warm architecture
contains hot nodes and warm nodes. This
architecture improves the performance and stability
of your Elasticsearch cluster.

When you use an Alibaba Cloud Elasticsearch cluster,
you can use the ILM feature to separate hot data
from cold data in the cluster. This improves the read
and write performance of the cluster, automates
the maintenance of hot and cold data, and reduces
your production costs.

Application of X-Pack
advanced features

Use the CCR feature to
migrate data

You can use the cross-cluster replication (CCR)
feature to migrate index data between a local
Alibaba Cloud Elasticsearch cluster and a remote
Alibaba Cloud Elasticsearch cluster. This feature
helps implement high availability and disaster
recovery for your Alibaba Cloud Elasticsearch cluster.
You can also use the feature for cross-region data
access from a nearby cluster.

Use X-Pack to configure
LDAP authentication

When you use an Alibaba Cloud Elasticsearch cluster,
you can configure Lightweight Directory Access
Protocol (LDAP) authentication for the cluster to
allow LDAP users with the required roles to access
the cluster.

9.Cluster management9.Cluster management
9.1. Overview of cluster management9.1. Overview of cluster management
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Use the RBAC
mechanism provided by
Elasticsearch X-Pack to
implement access
control

If you want to grant access permissions on items
such as clusters, indexes, and fields, you can use the
role-based access control (RBAC) mechanism that is
provided by the X-Pack plug-in of Elasticsearch. This
mechanism allows you to grant permissions to
custom roles and assign the roles to users to
implement access control. Elasticsearch provides a
variety of built-in roles. You can create custom roles
based on the built-in roles to meet your business
requirements.

Configure AD user
authentication

Elasticsearch allows you to configure Active
Directory (AD) user authentication for your
Elasticsearch cluster. This way, users in an AD
domain that are assigned Elasticsearch roles can be
used to access the cluster.

Integrated monitoring

Use Elastic Stack to
implement integrated
monitoring for
containers in
Kubernetes

Elastic Stack provides the integrated monitoring
feature. This feature allows you to use Kibana to
analyze and display the logs, metrics, and
application performance monitoring (APM) data of a
Container Service for Kubernetes (ACK) cluster in a
centralized manner. If you deploy your applications
in the pods of an ACK cluster, you can view the logs
generated by the pods, event metrics of the hosts
and network, and APM data in the Kibana console.
This facilitates troubleshooting.

Data management and
visualization

Use Terraform to
manage Alibaba Cloud
Elasticsearch clusters

Terraform allows you to use code to allocate
resources such as physical machines. You can use
Terraform to write a configuration file to purchase a
cloud server or apply for resources, such as the
resources of the Alibaba Cloud Elasticsearch and
Object Storage Service (OSS) services. You can use
Terraform to manage your Alibaba Cloud
Elasticsearch clusters. For example, you can use
Terraform to create, update, view, or delete a
cluster.

Use Curator

Curator is an index management tool provided by
open source Elasticsearch. This tool allows you to
create, delete, and disable indexes. It  also allows
you to merge index segments.

Use the rollup
mechanism to
summarize traffic data

T ime series data increases over t ime. If you want to
store large volumes of data in your Alibaba Cloud
Elasticsearch cluster, the storage costs will linearly
increase. You can use the rollup mechanism of
Elasticsearch to store data at a fraction of the cost.

Best practice References Description
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Use Cerebro to access
an Elasticsearch cluster

In addition to Kibana, curl commands, and clients,
you can use third-party plug-ins or tools such as
Elasticsearch-Head and Cerebro to access an Alibaba
Cloud Elasticsearch cluster.

Notification of alerts
for clusters

Configure a DingTalk
chatbot to receive alert
notifications from X-
Pack Watcher

X-Pack Watcher is a monitoring and alerting service
developed for Elasticsearch. If you configure X-Pack
Watcher for your cluster, X-Pack Watcher can trigger
actions when specific conditions are met. For
example, if the logs index contains errors, X-Pack
Watcher triggers the system to send alert
notifications by using emails, DingTalk messages, or
DingTalk chatbots. X-Pack Watcher is an
Elasticsearch-based monitoring and alerting service.

Best practice References Description

Use Elast icsearch ILM

Time series data increase over t ime. You can use the index lifecycle management (ILM) feature to
periodically roll over the data to new indexes. This ensures high query efficiency and reduces query
costs. As indexes age and fewer queries are required, you can migrate the indexes to a less expensive
disk and reduce the numbers of primary and replica shards. This topic describes how to use ILM to
manage Heartbeat indexes.

ContextContext
In this topic, the following test  scenario is used:

A large number of t ime series indexes whose names start  with heartbeat- exist  in your Elast icsearch
cluster, and the size of a single index is about 4 MB each day. The number of shards increases with the
data volume. This may cause cluster overload. In this case, you must configure different rollover policies
for indexes in the following four phases: hot, warm, cold, and delete. In the hot phase, data in historical
monitoring indexes whose names start  with heartbeat- is rolled over to new indexes. In the warm phase,
indexes are shrunk, and segments in each index are merged. In the cold phase, data is migrated from hot
nodes to warm nodes. In the delete phase, data is deleted on a regular basis.

PrecautionsPrecautions
An ILM policy can be attached to an index only after an index template and an alias are configured
for the index.

If  you modify an ILM policy during a rollover, the new policy takes effect  from the next  rollover.

ProcedureProcedure
1. Step 1: Create an Elasticsearch cluster that uses the hot-warm architecture

Create an Elast icsearch cluster that uses the hot-warm architecture, enable the Auto Indexing

9.2. Hot and cold data separation and9.2. Hot and cold data separation and
lifecycle managementlifecycle management
9.2.1. Use ILM to manage Heartbeat indexes9.2.1. Use ILM to manage Heartbeat indexes
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feature for the cluster, and configure a public IP address whitelist  for the cluster.

2. Step 2: Enable and configure the ILM feature in the heartbeat.yml file

In the heartbeat.yml file, enable and configure the ILM feature for the cluster. After the
configuration is complete, the system generates a Heartbeat index template for the cluster.

3. Step 3: Create an ILM policy

Call the ILM policy operation to create an ILM policy. This policy defines the condit ions to roll over
data and archive indexes.

4. Step 4: Attach the ILM policy to an index template

Attach the ILM policy to the Heartbeat index template.

5. Step 5: Attach the ILM policy to an index

Attach the ILM policy to the first  index that is created by using the Heartbeat index template. This
way, the policy can apply to all indexes that are created by using this template.

6. Step 6: View indexes in different phases

View the indexes that are archived in the hot, warm, cold, and delete phases.

Step 1: Create an Elasticsearch cluster that uses the hot-warmStep 1: Create an Elasticsearch cluster that uses the hot-warm
architecturearchitecture

1. Create an Elast icsearch cluster that uses the hot-warm architecture and view the hot or warm
attribute of nodes in the cluster.

The cluster that uses the hot-warm architecture contains hot nodes and warm nodes. This
architecture improves the performance and stability of your Elast icsearch cluster. The following
table lists the differences between hot nodes and warm nodes.

Node type
Type of data
stored

Read and write
performance

Specifications Disk

Hot node

Recent data, such
as log data over
the last two
days.

High
High, such as 32
vCPUs and 64 GiB
of memory

We recommend
that you use a
standard SSD.
You can specify
the storage
space based on
the volume of
data.

Warm node

Historical data,
such as log data
before the last
two days.

Low
Low, such as 8
vCPUs and 32 GiB
of memory

We recommend
that you use an
ultra disk. You
can specify the
storage space
based on the
volume of data.
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i. When you purchase an Elasticsearch cluster, you can purchase warm nodes to create an
Elast icsearch cluster that uses the hot-warm architecture.

After you create a cluster that contains warm nodes, the system adds the -
Enode.attr.box_type parameter to the startup parameters of nodes.

Hot node: -Enode.attr.box_type=hot

Warm node: -Enode.attr.box_type=warm

Not eNot e

Data nodes become hot nodes only after you purchase warm nodes.

In this topic, an Alibaba Cloud Elast icsearch V6.7.0 cluster is used. All operations
described and figures provided in this topic are suitable only for clusters of this
version. If  you use a cluster of another version, operations required in the
Elast icsearch console prevail.

ii. Log on to the Kibana consoleKibana console of the Elast icsearch cluster.

For more information about how to log on to the Kibana console, see Log on to the Kibana
console.

iii. In the left-side navigation pane, click Dev T oolsDev T ools.

iv. On the ConsoleConsole tab of the page that appears, run the following command to view the
attributes of nodes:

GET _cat/nodeattrs?v&h=host,attr,value

If  the command is successfully run, the result  shown in the following figure is returned. This
figure shows that the Elast icsearch cluster contains three hot nodes and two warm nodes to
support  the hot-warm architecture.

2. Enable the Auto Indexing feature for the Elast icsearch cluster.

For more information, see Configure the YML file.
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3. Configure a public IP address whitelist  for the Elast icsearch cluster and add the IP address of the
server on which Heartbeat is installed to the whitelist .

For more information, see Configure a public or private IP address whitelist  for an Elast icsearch
cluster.

Step 2: Enable and configure the ILM feature in the heartbeat.ymlStep 2: Enable and configure the ILM feature in the heartbeat.yml
filefile
To manage Heartbeat indexes by using the ILM feature of Elast icsearch, you can configure the feature
in the heartbeat.yml file. For more information, see Set  up index lifecycle management.

1. Download the Heartbeat installat ion package and decompress it .

2. Specify the heartbeat.monitors, setup.template.sett ings, setup.kibana, and output.elast icsearch
configurations in the heartbeat.yml file.

The following configurations are used in this example:

heartbeat.monitors:
- type: icmp
  schedule: '*/5 * * * * * *'
  hosts: ["47.111.xx.xx"]
setup.template.settings:
  index.number_of_shards: 3
  index.codec: best_compression
  index.routing.allocation.require.box_type: "hot"
setup.kibana:
  # Kibana Host
  # Scheme and port can be left out and will be set to the default (http and 5601)
  # In case you specify and additional path, the scheme is required: http://localhost:5
601/path
  # IPv6 addresses should always be defined as: https://[2001:db8::1]:5601
  host: "https://es-cn-4591jumei00xxxxxx.kibana.elasticsearch.aliyuncs.com:5601"
output.elasticsearch:
  # Array of hosts to connect to.
  hosts: ["es-cn-4591jumei00xxxxxx.elasticsearch.aliyuncs.com:9200"]
  ilm.enabled: true
  setup.template.overwrite: true
  ilm.rollover_alias: "heartbeat"
  ilm.pattern: "{now/d}-000001"
  # Enabled ilm (beta) to use index lifecycle management instead daily indices.
  #ilm.enabled: false
  # Optional protocol and basic auth credentials.
  #protocol: "https"
  username: "elastic"
  password: "<your_password>"

The following table describes some parameters in the preceding configurations. For more
information about other parameters, see open source Heartbeat configuration documentation.

Parameter Description

index.number_of_shards The number of primary shards. Default value: 1.
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index.routing.allocation.require.
box_type

Specifies whether to write data to hot nodes.

host
The public IP address that is used to access the Kibana service. You
can obtain the IP address on the Kibana Configuration page.

hosts

The internal or public endpoint that is used to access the
Elasticsearch cluster. You can obtain the endpoint on the Basic
Information page of the cluster. For more information, see View the
basic information of a cluster.

Not e Not e If you set the hosts parameter to the public
endpoint of the cluster, you must configure a public IP address
whitelist  for the cluster. For more information, see Configure a
public or private IP address whitelist  for an Elasticsearch
cluster. If you set the hosts parameter to the internal endpoint
of the cluster, you must make sure that the cluster resides in
the same virtual private cloud (VPC) as the server on which
Heartbeat is installed.

ilm.enabled
Specifies whether to enable the ILM feature. If this parameter is set
to true, the feature is enabled.

setup.template.overwrite

Specifies whether to overwrite the original index template. If you
have loaded an index template of a specific version to Elasticsearch,
you must set this parameter to true to overwrite the original index
template with the loaded template.

ilm.rollover_alias
Specifies the alias of the index that is generated during a rollover.
Default value: heartbeat-\{beat.version\}.

ilm.pattern

The index pattern that is generated during a rollover. date math is
supported. Default value: {now/d}-000001. If a rollover condition is
met, the system increments the last digit  in the index name by one
to generate a new index name.

For example, an index generated after the first  rollover is named
heartbeat-2020.04.29-000001. If another rollover condition is met,
Elasticsearch creates an index named heartbeat-2020.04.29-000002.

username

password

Parameter Description

Not ice Not ice If  you change the sett ing of ilm.rollover_alias or ilm.pattern after an index
template is loaded, you must set  setup.template.overwrite to true to overwrite the original
index template with the loaded index template.

3. Start  the Heartbeat service.
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sudo ./heartbeat -e

Step 3: Create an ILM policyStep 3: Create an ILM policy
Elast icsearch allows you to use API calls or the Kibana console to create an ILM policy. This step
describes how to call the ILM policy operation to create an ILM policy.

Not e Not e Heartbeat allows you to run the  ./heartbeat setup --ilm-policy  command to load
the default  policy and write it  to Elast icsearch. You can run the  ./heartbeat export ilm-policy 
command to export  the default  policy to stdout. Then, you can modify the default  policy to
manually create an ILM policy.

Run the following command in the Kibana console of the Elast icsearch cluster to create an ILM policy:
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PUT /_ilm/policy/hearbeat-policy
{
  "policy": {
    "phases": {
      "hot": {
        "actions": {
          "rollover": {
            "max_size": "5mb",
            "max_age": "1d",
            "max_docs": 100
          }
        }
      },
      "warm": {
        "min_age": "60s",
        "actions": {
          "forcemerge": {
                "max_num_segments":1
              },
          "shrink": {
                "number_of_shards":1
              }
        }
      },
      "cold": {
        "min_age": "3m",
        "actions": {
          "allocate": {
            "require": {
              "box_type": "warm"
            }
          }
        }
      },
      "delete": {
        "min_age": "1h",
        "actions": {
          "delete": {}
        }
      }
    }
  }
}

The following table describes the configurations in the preceding ILM policy.

Parameter Description
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hot

A rollover is triggered if an index to which the ILM policy is attached
meets one of the following conditions: The volume of data in the
index reaches 5 MB, the index has been used for more than one day,
and the number of documents in the index exceeds 100. During the
rollover, the system creates an index and enables the ILM policy for the
new index. The original index enters the warm phase 60 seconds after
the rollover.

Not ice Not ice If the value of max_docs, max_size, or max_age is
reached during a rollover, Elasticsearch archives the index.

warm

After the index enters the warm phase, the system shrinks it  down to a
new index that has only one primary shard and merges segments in the
index into one segment. The index enters the cold phase 3 minutes
after the rollover starts.

cold
After the index enters the cold phase, the system migrates the index
from hot nodes to warm nodes. The index enters the delete phase 1
hour later after the rollover starts.

delete After the index enters the delete phase, it  is deleted.

Parameter Description

Not eNot e

After an ILM policy is created, you cannot change the policy name.

In this step, you can specify the max_age parameter in the minimum unit  of seconds. If  you
use the Kibana console to create an ILM policy, you can specify this parameter only in the
minimum unit  of hours.

Step 4: Attach the ILM policy to an index templateStep 4: Attach the ILM policy to an index template
After you start  Heartbeat, the system creates a Heartbeat index template in your Elast icsearch cluster.
You must attach the ILM policy created in Step 3: Create an ILM policy to this index template.

1. Log on to the Kibana console of the Elast icsearch cluster.

For more information, see Log on to the Kibana console.

2. In the left-side navigation pane, click ManagementManagement .

3. In the Elast icsearchElast icsearch sect ion, click Index Lif ecycle PoliciesIndex Lif ecycle Policies.

4. In the Index lif ecycle policiesIndex lif ecycle policies sect ion, f ind the ILM policy you created, and choose Act ionsAct ions > >
Add policy t o index t emplat eAdd policy t o index t emplat e.
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5. In the dialog box that appears, select  an index template from the Index t emplat eIndex t emplat e drop-down list
and enter an alias for indexes in the Alias f or rollover indexAlias f or rollover index field.

6. Click Add policyAdd policy.

Step 5: Attach the ILM policy to an indexStep 5: Attach the ILM policy to an index
After you start  Heartbeat, the system creates Heartbeat indexes in your Elast icsearch cluster. You must
attach the ILM policy that is attached to the index template you created to the first  index created by
using the template. For more information, see Step 4: Attach the ILM policy to an index template.

1. In the Elast icsearchElast icsearch sect ion of the ManagementManagement  page, click Index ManagementIndex Management .

2. In the Index managementIndex management  sect ion, f ind the desired index and click its name.

3. On the SummarySummary tab of the pane that appears, choose ManageManage >  > Remove lif ecycle policyRemove lif ecycle policy to
remove the default  policy of Heartbeat.
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4. In the dialog box that appears, click Remove policyRemove policy.

5. Choose ManageManage >  > Add lif ecycle policyAdd lif ecycle policy again.

6. In the dialog box that appears, select  the ILM policy you created in Step 3: Create an ILM policy
from the Lif ecycle policyLif ecycle policy drop-down list  and set  Index rollover aliasIndex rollover alias to the alias that you
specify in Step 4: Attach the ILM policy to an index template. Then, click Add policyAdd policy.

If  the ILM policy is attached to the index, the information shown in the following figure appears.
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Step 6: View indexes in different phasesStep 6: View indexes in different phases
To view indexes in the hot phase, select  HotHot  from the Lif ecycle phaseLif ecycle phase drop-down list  in the IndexIndex
managementmanagement  sect ion.

You can use this method to view indexes in other phases.

FAQFAQ
Q: How do I configure a check interval for an ILM policy?

A: The system periodically checks for indexes that match an ILM policy. The default  interval is 10
minutes. If  the system detects matched indexes, it  rolls over data for the indexes. For example, you set
max_docs to 100 when you create an ILM policy. In this case, if  the system detects that the number of
documents in an index reaches 100 during a check, it  t riggers a rollover for the index. You can use the
indices.lifecycle.poll_interval parameter to control the check interval. This ensures that data is rolled
over for indexes in a t imely manner.

Not ice Not ice Set  this parameter to an appropriate value. A small value may cause node overload.
In this example, this parameter is set  to 1m.
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PUT _cluster/settings
{
  "transient": {
    "indices.lifecycle.poll_interval":"1m"
  }
}

This topic describes how to use the index lifecycle management (ILM) feature to separate hot data
from cold data in an Alibaba Cloud Elast icsearch cluster. The separation enables you to implement the
hot-warm architecture. This architecture improves the read/write performance of the cluster,
automates the maintenance of hot and cold data, and reduces your production costs.

ContextContext
In the era of big data, data constantly changes. Data stored in Elast icsearch increases over t ime. When
the data volume reaches a specific level, the memory usage, CPU utilizat ion, and I/O throughput also
increase. This affects the full-text  search capability of Elast icsearch. To address this issue, Elast icsearch
V6.6.0 and later provide the ILM feature. You can use this feature to create, set, enable, disable, or
delete Elast icsearch indexes throughout their lifecycle. You can use the feature for t ime series data,
cold data, and hot data to reduce data storage costs. This topic uses cold and hot data to
demonstrate how to use the ILM feature. Business scenario:

1. Write data to the indexes of an Elast icsearch cluster in real t ime. When the data volume in the
cluster reaches a specific level, the system automatically rolls over data to new indexes.

2. The new indexes stay in the hot phase for 30 minutes and enter the warm phase.

3. In the warm phase, the system shrinks the new indexes and merges the segments in the indexes.
The indexes stay in the warm phase for 30 minutes and enter the cold phase.

4. In the cold phase, data is migrated from hot nodes to warm nodes to separate hot data from cold
data. The indexes are deleted one hour later.

Recommended configurationsRecommended configurations
You must configure ILM policies based on your business model. For example, we recommend that you
configure different aliases and ILM policies for indexes with different structures. This facilitates index
management.

The name of an init ial index must end with an auto-increment six-digit  number, such as -000001.
Otherwise, ILM policies cannot take effect. For example, an init ial index is named myindex-000001.
After a rollover, a new index named myindex-000002 is generated. If  the names of your indexes do
not meet the preceding requirements, we recommend that you reindex your data.

In the hot phase, the system writes data. To ensure that data is writ ten in chronological order, we
recommend that you do not write data to indexes in the warm or cold phase. For example, for the
warm phase, set   actions  to  shrink  or  read only . This way, indexes are read only after they
enter the warm phase.

9.2.2. Use ILM to separate hot data from cold9.2.2. Use ILM to separate hot data from cold
datadata
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Not e Not e For more information about each lifecycle phase, see Use ILM to manage Heartbeat
indexes.

You configure more vCPUs and use disks with higher I/O performance for hot nodes to process hot
data. You configure more disk space for warm nodes to store cold data. Warm nodes can st ill provide
services even if  you configure fewer vCPUs and use disks with lower I/O performance for them.

Configure an ILM policy for indexesConfigure an ILM policy for indexes
1. Log on to the Kibana console of your Elast icsearch cluster.

For more information, see Log on to the Kibana console.

2. In the left-side navigation pane, click Dev T oolsDev T ools.

3. On the ConsoleConsole tab of the page that appears, run the following command to view the attributes
of nodes:

GET _cat/nodeattrs?v&h=host,attr,value

If  the command is successfully executed, the result  shown in the following figure is returned. This
figure shows that the Elast icsearch cluster contains three hot nodes and three warm nodes to
support  the hot-warm architecture.

Not e Not e When you purchase an Elast icsearch cluster, you must purchase warm nodes. The
system then automatically deploys the hot-warm architecture. For more information, see Use
ILM to manage Heartbeat indexes.

4. Call an API operation to define an ILM policy.
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PUT /_ilm/policy/game-policy
{
  "policy": {
    "phases": {
      "hot": {
        "actions": {
          "rollover": {
            "max_size": "1GB",
            "max_age": "1d",
            "max_docs": 1000
          }
        }
      },
      "warm": {
        "min_age": "30m",
        "actions": {
          "forcemerge": {
                "max_num_segments":1
              },
          "shrink": {
                "number_of_shards":1
              }
        }
      },
      "cold": {
        "min_age": "1h",
        "actions": {
          "allocate": {
            "require": {
              "box_type": "warm"
            }
          }
        }
      },
      "delete": {
        "min_age": "2h",
        "actions": {
          "delete": {}
        }
      }
    }
  }
}

Not eNot e

After an ILM policy is created, you cannot change the policy name.

In this step, you can specify the  max_age  parameter in the minimum unit  of seconds. If
you use the Kibana console to create an ILM policy, you can specify this parameter only
in the minimum unit  of hours.

5. Create an index template.
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In the  settings  configuration, specify the hot attribute. This way, data can be stored in hot
nodes after it  is writ ten.

PUT _template/gamestabes_template
{
  "index_patterns" : ["gamestabes-*"],
  "settings": {
    "index.number_of_shards": 5,
    "index.number_of_replicas": 1,
    "index.routing.allocation.require.box_type":"hot",
    "index.lifecycle.name": "game-policy", 
    "index.lifecycle.rollover_alias": "gamestabes"
  }
}

Parameter Description

 index.routing.allocation.
require.box_type The type of nodes to which newly created indexes are allocated.

 index.lifecycle.name The name of the ILM policy.

 index.lifecycle.rollover_
alias The alias of the index that is generated during a rollover.

6. Create an index based on an auto-increment number.

PUT gamestabes-000001
{
"aliases": {
    "gamestabes":{
       "is_write_index": true
        }
      }
}

You can also create an index based on t ime. For more information, see Using date math.

7. Use the index alias to write data.

The system periodically checks for indexes that match an ILM policy. If  the system finds matched
indexes, it  rolls over the data in the indexes.
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PUT gamestabes/_doc/1
{
    "EU_Sales" : 3.58,
    "Genre" : "Platform",
    "Global_Sales" : 40.24,
    "JP_Sales" : 6.81,
    "Name" : "Super Mario Bros.",
    "Other_Sales" : 0.77,
    "Platform" : "NES",
    "Publisher" : "Nintendo",
    "Year_of_Release" : "1985",
    "na_Sales" : 29.08
}

Not e Not e By default , the system checks for indexes that match an ILM policy at  10-minute
intervals. You can specify the  indices.lifecycle.poll_interval  parameter to change the
check interval. After the data in an index is rolled over, it  enters the next  phase.

8. Filter indexes based on lifecycle phases and view detailed index configurations.

i. In the left-side navigation pane, click ManagementManagement .

ii. In the Elast icsearchElast icsearch sect ion, click Index ManagementIndex Management .

iii. In the Index managementIndex management  sect ion, click Lif ecycle phaseLif ecycle phase next  to Lif ecycle st at usLif ecycle st at us and
select  a phase.
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iv. Click an index name to view its details.

Verify data distributionVerify data distribution
1. Query indexes in the cold phase and view their configurations.

2. Query the distribution of shards for indexes in the cold phase.

GET _cat/shards?shrink-gamestables-000012

If  the command is successfully executed, the result  shown in the following figure is returned. This
figure shows that data in the indexes is mainly distributed on warm nodes.

Update the ILM policyUpdate the ILM policy
1. Update the running ILM policy.
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2. View the version of the updated policy.

i. In the left-side navigation pane, click ManagementManagement .

ii. In the Elast icsearchElast icsearch sect ion, click Index Lif ecycle PoliciesIndex Lif ecycle Policies.

iii. In the Index lif ecycle policiesIndex lif ecycle policies sect ion, view the version of the updated policy.

The version number of the updated policy is one more than that of the original policy. The
updated policy takes effect  from the next  rollover.
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Switch the ILM policySwitch the ILM policy
1. Create another ILM policy.

PUT /_ilm/policy/game-new
{
  "policy": {
    "phases": {
      "hot": {
        "actions": {
          "rollover": {
            "max_size": "3GB",
            "max_age": "1d",
            "max_docs": 1000
          }
        }
      },
      "warm": {
        "min_age": "30m",
        "actions": {
          "forcemerge": {
                "max_num_segments":1
              },
          "shrink": {
                "number_of_shards":1
              }
        }
      },
      "cold": {
        "min_age": "1h",
        "actions": {
          "allocate": {
            "require": {
              "box_type": "warm"
            }
          }
        }
      },
      "delete": {
        "min_age": "2h",
        "actions": {
          "delete": {}
        }
      }
    }
  }
}

2. Associate the new policy with the index template.
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PUT _template/gamestabes_template
{
  "index_patterns" : ["gamestabes-*"],
  "settings": {
    "index.number_of_shards": 5,
    "index.number_of_replicas": 1,
    "index.routing.allocation.require.box_type":"hot",
    "index.lifecycle.name": "game-new", 
    "index.lifecycle.rollover_alias": "gamestabes"
  }
}

Not iceNot ice

The new policy takes effect  from the next  rollover.

If  you want to associate the new policy with the indexes that are created based on the
original policy, you can run the  PUT gamestabes-*/_settings  command. For more
information, see Switching policies for an index.

SummarySummary
This topic provides instruct ions on how to separate hot data from cold data by using ILM.

Configure an ILM policy for indexes.

Procedure:

i. Configure hot and warm attributes.

ii. Configure an index template based on your needs.

iii. Configure an ILM policy based on your needs and associate the policy with the index template.

iv. Create an init ial index whose name ends with -000001. The name of the index generated after a
rollover is automatically incremented by one.

Verify data distribution.

Check whether the shards of indexes in the cold phase are distributed on warm nodes.

Update the ILM policy.

Update the ILM policy.

Switch the ILM policy.

Switch the ILM policy.

This topic describes how to use the cross-cluster replicat ion (CCR) feature to migrate data between a
local Alibaba Cloud Elast icsearch cluster and a remote Alibaba Cloud Elast icsearch cluster.

9.3. Application of X-Pack advanced9.3. Application of X-Pack advanced
featuresfeatures
9.3.1. Use the CCR feature to migrate data9.3.1. Use the CCR feature to migrate data

Elast icsearch Best  Pract ices··Clust er managemen
t

> Document  Version: 20220614 259

https://www.elastic.co/guide/en/elasticsearch/reference/6.7/_switching_policies_for_an_index.html
https://www.alibabacloud.com/help/doc-detail/178307.htm#section-p83-r9w-z2s


Background informationBackground information
CCR is a commercial feature released in open source Elast icsearch Plat inum. After you purchase an Alibaba
Cloud Elasticsearch cluster, you can use this feature free of charge based on a few simple configurations.
Only single-zone Elast icsearch clusters of V6.7.0 or later support  this feature. CCR is used in the
following scenarios:

Disaster recovery and high availability

You can use CCR to back up data among Elast icsearch clusters that reside in different regions. If  a
cluster fails, you can retrieve its index data from other clusters. This prevents data loss.

Data access from a nearby cluster

For example, Company A has mult iple subsidiaries that are located in different regions. To speed up
business processing, you can plan the business of the subsidiaries based on their geographical
locations. Then, use CCR to distribute business data to Elast icsearch clusters in different regions. Each
subsidiary can directly use the cluster in the region where the subsidiary is located to process
business.

Centralized report ing

You can use CCR to replicate data from mult iple small clusters to one cluster. Then, you can perform
visualized analyt ics and report ing for the data in a centralized manner.

To use CCR, you must prepare two types of clusters: local clusters and remote clusters. Remote clusters
provide source data, which is stored in leader indexes. Local clusters replicate the data and store it  in
follower indexes. You can also use CCR to migrate large volumes of data at  a t ime in real t ime. For more
information, see Cross-cluster replicat ion.

ProcedureProcedure
1. Preparations

Prepare a local cluster, a remote cluster, and a leader index.

2. Step 1: Connect clusters

Connect the remote cluster to the local cluster.

3. Step 2: Add the remote cluster

In the Kibana console of the local cluster, add the remote cluster.

4. Step 3: Configure CCR

In the Kibana console of the local cluster, configure the leader index and a follower index.

5. Step 4: View migration results

Insert  data into the remote cluster. Then, verify the data migration on the local cluster.

PreparationsPreparations
1. Create a local cluster and a remote cluster.

For more information, see Create an Alibaba Cloud Elast icsearch cluster. The two clusters must be
single-zone clusters, reside in the same virtual private cloud (VPC) and vSwitch, and be of the same
version (V6.7.0 or later).

2. Log on to the Kibana console of the remote cluster and create a leader index.
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Not iceNot ice

If you create an index in an Elast icsearch cluster of V7.0 or earlier, you must enable the
soft_deletes attribute. Otherwise, an error is reported.

If  you want to migrate data in an exist ing index, you can call the reindex API to enable
the soft_deletes attribute.

PUT myindex
{
  "settings": {
    "index.soft_deletes.retention.operations": 1024,
    "index.soft_deletes.enabled": true
  }
}

3. Disable the physical replicat ion feature for the leader index.

The physical replicat ion feature is automatically enabled for indexes in Elast icsearch V6.7.0 clusters.
Before you use CCR, you must disable the physical replicat ion feature.

i. Disable the index.

POST myindex/_close

ii. Update the sett ings configuration of the index to disable the physical replicat ion feature.

PUT myindex/_settings
{
"index.replication.type" : null
}

iii. Enable the index.

POST myindex/_open

Step 1: Connect clustersStep 1: Connect clusters
Configure the remote cluster to connect it  to the local cluster. For more information, see Connect
Elasticsearch clusters. If  the two clusters are connected, the information shown in the following figure
appears.

Step 2: Add the remote clusterStep 2: Add the remote cluster
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1. Log on to the Kibana console of the local cluster.

For more information, see Log on to the Kibana console.

2. In the left-side navigation pane, click ManagementManagement .

3. In the Elast icsearchElast icsearch sect ion, click Remot e Clust ersRemot e Clust ers.

4. Click Add a remot e clust erAdd a remot e clust er.

5. In the Add remot e clust erAdd remot e clust er sect ion, configure the following parameters.

NameName: the name of the remote cluster. The name must be unique.

Seed nodesSeed nodes: the nodes in the remote cluster. Specify each node in the format of Node IP
address:9300. To obtain the IP addresses of nodes, log on to the Kibana console of the remote
cluster and run the  GET /_cat/nodes?v  command on the Console tab of the Dev Tools page.
The nodes you specify must include a dedicated master node of the remote cluster. We
recommend that you specify mult iple nodes. This ensures that you can st ill use CCR when the
specified dedicated master node fails.

Not ice Not ice During CCR, Kibana uses the IP addresses of data nodes to access clusters over
TCP port  9300. HTTP port  9200 is not supported.

6. Click SaveSave.

The system then automatically connects to the remote cluster. If  the connection is established,
Connect edConnect ed appears.
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Step 3: Configure CCRStep 3: Configure CCR
1. Log on to the Kibana console of the local cluster. In the left-side navigation pane, click

ManagementManagement . In the Elast icsearchElast icsearch sect ion of the page that appears, click Cross Clust erCross Clust er
Replicat ionReplicat ion.

2. On the Follower indices tab, click Creat e a f ollower indexCreat e a f ollower index.

3. In the Add f ollower indexAdd f ollower index sect ion, configure the following parameters.

Parameter Description

Remot e clust erRemot e clust er Select the cluster you added in Step 2: Add the remote cluster.

Leader indexLeader index
The index whose data you want to migrate. In this example, the
myindexmyindex index that is created in Preparations is used.

Follower indexFollower index
The index to which data is migrated. You must specify a unique
index name.

4. Click Creat eCreat e.

After the follower index is created, the index is in the Act iveAct ive state.
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Step 4: View migration resultsStep 4: View migration results
1. Log on to the Kibana console of the remote cluster and insert  data into the remote cluster.

POST myindex/_doc/
{
  "name":"Jack",
  "age":40
}

2. Run the following command in the Kibana console of the local cluster to check whether the
inserted data is migrated to the local cluster:

GET myindex_follow/_search
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If  the command is successfully run, the result  shown in the following figure is returned.

The preceding figure shows that data in the leader index myindex of the remote cluster is migrated
to the follower index myindex_follow of the local cluster.

Not ice Not ice The follower index myindex_follow is read-only. If  you want to write data to the
follower index, convert  the follower index into a common index first . For more information, see
Use Elast icsearch CCR to migrate data across data centers.

3. Insert  a data record into the remote cluster and check whether the data record is migrated to the
local cluster in real t ime.

POST myindex/_doc/
{
  "name":"Pony",
  "age":50
}
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Query the inserted data record in the local cluster. The following figure shows the data record.

The preceding figure shows that the CCR feature can implement real-t ime migration of incremental
data.

Not e Not e You can also call the APIs for the CCR feature to perform cross-cluster replicat ion
operations. For more information, see Cross-cluster replicat ion APIs.

FAQFAQ
Q: I can use port  9300 to add a remote cluster. Why is only port  9200 accessible when I use a domain
name to access an Elast icsearch cluster?

A: Port  9300 is an open port. However, when you access a cluster over the Internet, Server Load
Balancer (SLB) enables only port  9200 during port  verificat ion for security purposes. This will be adjusted
in the future.

9.3.2. Use X-Pack to configure LDAP9.3.2. Use X-Pack to configure LDAP
authenticationauthentication
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This topic describes how to configure Lightweight Directory Access Protocol (LDAP) authentication for
an Alibaba Cloud Elast icsearch cluster to allow LDAP users with the required roles to access the cluster.

PrerequisitesPrerequisites
An Alibaba Cloud Elast icsearch cluster is created. In this example, an Elast icsearch V6.7.0 cluster is
used.

For more information, see Create an Alibaba Cloud Elasticsearch cluster.

Not e Not e You cannot configure LDAP authentication for an Elast icsearch cluster of V7.0.0 or
later in the Elast icsearch console.

A private connection is configured for the Elast icsearch cluster if  the cluster is deployed in the new
network architecture. To configure a private connection for an Elast icsearch cluster, perform the
following steps:

Not eNot e

i. Create a Classic Load Balancer (CLB) instance that supports the PrivateLink service and resides in
the same VPC as the Elast icsearch cluster.

For more information, see Step 1: Create a CLB instance that supports PrivateLink.

ii. Configure the CLB instance.

For more information, see Step 2: Configure the CLB instance.

Not e Not e You must add the Elast ic Compute Service (ECS) instance for which LDAP is
configured to the CLB instance as a backend server. In this topic, port  389 is used as the
listening port.

iii. Create an endpoint  service.

For more information, see Step 3: Create an endpoint service.

iv. Configure a private connection to the Elast icsearch cluster.

For more information, see Step 4: Configure a private connection for the Elasticsearch cluster.

v. Obtain the domain name of the endpoint  that is used to access the endpoint  service.

For more information, see View the domain name of an endpoint.

The LDAP service is act ivated in the VPC where the Elast icsearch cluster resides. In this topic,
OpenLDAP 2.4.44 is used.

The LDAP environment and user data are prepared.

For more information, see Official LDAP documentation.

LimitsLimits
You can configure LDAP authentication in the Elast icsearch console only for Elast icsearch clusters
whose versions are earlier than V7.0.0.

PrecautionsPrecautions
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Elast icsearch clusters created in October 2020 or later are deployed in the new network architecture.
In this network architecture, the LDAP authentication feature is limited. To resolve this issue, you can
use the PrivateLink service to establish private connections between VPCs. For more information, see
Configure a private connection for an Elast icsearch cluster. If  you want to connect such a cluster to
the Internet, configure an NGINX proxy to forward requests.

In the original network architecture, only single-zone Elast icsearch clusters support  LDAP
authentication. In the new network architecture, both single-zone and mult i-zone Elast icsearch
clusters support  LDAP authentication if  you use the PrivateLink service.

ProcedureProcedure
1. Step 1: Configure LDAP authentication

2. Step 2: Map the user to a role

3. Step 3: Verify the result

Step 1: Configure LDAP authenticationStep 1: Configure LDAP authentication
You can use X-Pack to configure LDAP authentication in the following modes:

User search mode

Dist inguished name (DN) template-based mode

The user search mode is commonly used. In user search mode, a user who has permissions to query the
LDAP directory is used to search for the DN of a user who you want to authenticate. The search is
performed based on the username and LDAP attribute that are provided by X-Pack. After the DN of the
user is found, X-Pack attempts to bind the user to the LDAP directory by using the DN and the related
password to authenticate the user. For more information, see Configure an LDAP realm.

The following sample code provides the mapping configurations that are required by LDAP to manage
a DN. You must add the configurations to the YML file of the Elast icsearch cluster.

xpack.security.authc.realms.ldap1.type: ldap
xpack.security.authc.realms.ldap1.order: 0
xpack.security.authc.realms.ldap1.url: "ldap://ep-bp1dhpobznlgjhj9****-cn-hangzhou-i.epsrv-
bp1q8tcj2jjt5dwr****.cn-hangzhou.privatelink.aliyuncs.com:389"
xpack.security.authc.realms.ldap1.bind_dn: "cn=zhang lei,ou=support,dc=yaobili,dc=com"
xpack.security.authc.realms.ldap1.bind_password: 123456
xpack.security.authc.realms.ldap1.user_search.base_dn: "ou=support,dc=yaobili,dc=com"
xpack.security.authc.realms.ldap1.user_search.filter: "(cn={0})"
xpack.security.authc.realms.ldap1.group_search.base_dn: "ou=support,dc=yaobili,dc=com"
xpack.security.authc.realms.ldap1.unmapped_groups_as_roles: false

Parameter Description

type The type of the realm. You must set this parameter to ldap.
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url

The URL and port number that are used to connect to the LDAP server.
ldap indicates that a common connection and port 389 are used. ldaps
indicates that an SSL-encrypted connection and port 636 are used.

Not e Not e If your Elasticsearch cluster is deployed in the new
network architecture, you must specify this parameter in the
format of  Domain name of the endpoint:Port number . In
this example,  ep-bp1dhpobznlgjhj9****-cn-hangzhou-
i.epsrv-bp1q8tcj2jjt5dwr****.cn-
hangzhou.privatelink.aliyuncs.com:389  is used.

bind_dn
The DN of the user who you want to search for and bind to the LDAP
directory. This parameter is valid only in user search mode.

bind_password The password of the user.

user_search.base_dn The container DN that is used to search for the user.

group_search.base_dn

The container DN that is used to search for the group to which the user
belongs. If you do not specify this parameter, Elasticsearch searches
for the attribute that is specified by the user_group_attribute
parameter to determine the group to which the user belongs.

unmapped_groups_as_roles
The default value of this parameter is false. If you set this parameter
to true, the names of unmapped LDAP groups are used as role names.

Parameter Description

After you add the preceding configurations, click OKOK to restart  the cluster. For more information about
the parameters, see Security sett ings in Elast icsearch.

Step 2: Map the user to a roleStep 2: Map the user to a role
Run the following command to map the zhang* account to the administrator role:
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POST _xpack/security/role_mapping/ldap_super_user1?pretty
{
  "roles": [ "superuser" ],
  "enabled": true,
  "rules": {
    "any": [
      {
        "field": {
          "username": "zhang*"
        }
      }
    ]
  }
}

Step 3: Verify the resultStep 3: Verify the result
Log on to the Kibana console of the Elast icsearch cluster by using the zhang* account.

Run the following command:

PUT _cluster/settings
{
  "persistent": {
    "action.auto_create_index": true
  }
}
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If  the result  shown in the following figure is returned, the account has the required permissions.

If  you want to grant access permissions on items such as clusters, indexes, and fields, you can use the
role-based access control (RBAC) mechanism that is provided by the X-Pack plug-in of Elast icsearch.
This mechanism allows you to grant permissions to custom roles and assign the roles to users to
implement access control. Elast icsearch provides a variety of built-in roles. You can create custom roles
based on the built-in roles to meet your business requirements. This topic describes how to create and
configure a custom role to implement access control.

ContextContext
Elast icsearch supports the RBAC mechanism that is provided by the X-Pack plug-in. For more
information, see User authorization.

Elast icsearch supports various security authentication features. For more information, see Identity
authentication and authorization in Elast icsearch.

ProcedureProcedure

Not e Not e An Elast icsearch V6.7.0 cluster is used in this topic. Operations on clusters of other
versions may differ. The actual operations in the console prevail.

1. Create a role.

i. Log on to the Kibana console of your Elast icsearch cluster.

For more information, see Log on to the Kibana console.

ii. In the left-side navigation pane, click ManagementManagement .

iii. In the Securit ySecurit y sect ion, click RolesRoles.

iv. In the Roles sect ion, click Creat e roleCreat e role.

9.3.3. Use the RBAC mechanism provided by9.3.3. Use the RBAC mechanism provided by
Elasticsearch X-Pack to implement access controlElasticsearch X-Pack to implement access control
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Parameter Description

Role nameRole name The name of the role.

Clust er privilegesClust er privileges

The operation permissions on the cluster, such as the
permissions to view the health status and settings of the cluster
and the permission to create snapshots. For more information,
see Cluster privileges.

Run As privilegesRun As privileges

The user who assumes the role. This parameter is optional. If
you do not configure this parameter, you can assign the role to a
user when you create the user. For more information, see Create
a user.
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Index privilegesIndex privileges

The operation permissions on indexes. For example, if you want
to grant the role the read-only permissions on all fields in all
indexes, set the Indices parameter to an asterisk (*) and the
Privileges parameter to read. You can set the Indices parameter
to an asterisk or regular expression. For more information, see
Indices privileges. When you configure the Index privileges
parameter, you need to configure the following parameters:

IndicesIndices : the index pattern, such as heartbeat-*.

Not e Not e If no index patterns are available, click IndexIndex
Pat t ernPat t ern in the KibanaKibana section of the ManagementManagement  page
and create an index pattern as prompted.

PrivilegesPrivileges : the permissions that you want to grant to the
role.

Grant ed f ields (opt ional)Grant ed f ields (opt ional): The fields on which you want to
grant permissions. This parameter is optional.

Kibana privilegesKibana privileges

The operation permissions on Kibana.

Not ice Not ice Versions earlier than Kibana V7.0 support only
base privileges. Kibana V7.0 and later support base
privileges and feature privileges. After you assign a base
privilege to a role, the role has access permissions on all
Kibana spaces. After you assign a feature privilege to a role,
the role has access permissions only on a specific feature.
To assign a feature privilege, you must specify a Kibana
space.

Parameter Description

When you create a role, you must grant permissions to the role. In this example, the following
permissions are granted:

Read-only permissions on a specific index

For more information, see Configure read-only permissions on indexes.

Permissions to view all or some dashboards

For more information, see Configure operation permissions on dashboards.

Read and write permissions on some indexes and read-only permissions on all clusters, such
as the permissions to view the health statuses, snapshots, and sett ings of clusters, write
data to indexes, or update index mappings

For more information, see Configure read and write permissions on indexes and read-only
permissions on clusters.

v. Click Creat e roleCreat e role.

2. Create a user and assign the role to the user.

i. In the left-side navigation pane of the Kibana console, click ManagementManagement .
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ii. In the Securit ySecurit y sect ion, click UsersUsers.

iii. In the upper-right corner of the Users sect ion, click Creat e new userCreat e new user.

Parameter Description

UsernameUsername
The username, which is used to log on to the Kibana console.
You can customize a username.

PasswordPassword
The password of the user, which is used to log on to the Kibana
console. You can customize a password.

Conf irm passwordConf irm password
The value must be the same as that of the PasswordPassword
parameter.

Full nameFull name The full name of the user, which can be customized.

Email addressEmail address The email address of the user.
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RolesRoles

The role that is assigned to the user. You can specify one or
more roles. The roles can be built-in or custom roles.

Not ice Not ice If you specify a user when you create a role,
you still need to configure this parameter. Otherwise, an
error is reported when you use the user to log on to the
Kibana console.

Parameter Description

iv. Click Creat e userCreat e user.

3. Use the user to log on to the Kibana console and perform operations to check whether the user
has the related permissions.

Configure read-only permissions on indexesConfigure read-only permissions on indexes
Scenario

Grant the read-only permissions on a specific index to a common user. In this case, the user can query
data from the index in the Kibana console but cannot access clusters.

Role configuration

Permissions
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Permission type Permission key Permission value Description

Index privilegesIndex privileges

indicesindices
kibana_sample_d
ata_logs

The name of the index. You can specify
a full index name, alias, wildcard, or
regular expression. For more
information, see Indices Privileges.

privilegesprivileges read

The read-only permissions on the index.
The read-only permissions include the
permissions to call the count, explain,
get, mget, scripts, search, and scroll
APIs. For more information, see
privileges-list-indices.

Grant ed f ieldsGrant ed f ields
(opt ional)(opt ional)

*
The fields in the index. The value *
indicates all fields.

KibanaKibana
privilegesprivileges

privilegesprivileges read

The read-only permissions on Kibana.
The permissions are granted to all
spaces. Default value: none. This value
indicates that no spaces are authorized
to access Kibana.

Not ice Not ice Versions earlier than
Kibana V7.0 support only base
privileges. Kibana V7.0 and later
support base privileges and feature
privileges. After you assign a base
privilege to a role, the role has
access permissions on all Kibana
spaces. After you assign a feature
privilege to a role, the role has
access permissions only on a
specific feature. To assign a
feature privilege, you must specify
a Kibana space.

Verificat ion

Use the common user to log on to the Kibana console and run an index read command. The system
returns results as expected. Then, run an index write command. The system returns an error message.
The message indicates that the user is not authorized to perform write operations.

GET /kibana_sample_data_logs/_search

POST /kibana_sample_data_logs/_doc/1
{
    "productName": "testpro",
    "annual_rate": "3.22%",
    "describe": "testpro"
}
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Configure operation permissions on dashboardsConfigure operation permissions on dashboards
Scenario

Grant the read-only permissions on a specific index and the permissions to view the dashboards for
the index to a common user.

Role configuration

When you create a user, assign the read-index and kibana_dashboard_only_user roles to the user.

read-index: a custom role. You must manually create a custom role. This role has read-only
permissions on the specific index.
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kibana_dashboard_only_user: a Kibana built-in role. This role has the permissions to view the
dashboards for the index.

Not iceNot ice

In Kibana V7.0 and later, the kibana_dashboard_only_user role is deprecated. If  you
want to view the dashboards for a specific index, you need only to configure the read-
only permissions on the index. For more information, see Configure read-only
permissions on indexes.

The kibana_dashboard_only_user role can be used with custom roles in various
scenarios. If  you want to configure the Dashboards only rolesDashboards only roles feature only for a
custom role, perform the following steps: In the KibanaKibana sect ion of the ManagementManagement
page, click Advanced Set t ingsAdvanced Set t ings. Then, in the DashboardDashboard sect ion on the page that
appears, set  the Dashboards only roles parameter to the custom role. The default  value
of this parameter is kibana_dashboard_only_user.

Verificat ion

Use the common user to log on to the Kibana console and view the dashboards for the specific
index.

Configure read and write permissions on indexes and read-onlyConfigure read and write permissions on indexes and read-only
permissions on clusterspermissions on clusters

Scenario

Grant the read, write, and delete permissions on specific indexes and the read-only permissions on
clusters and Kibana to a common user.

Role configuration
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Permissions

Permission type Permission key Permission value Description

Clust erClust er
privilegesprivileges

clust erclust er monitor

The read-only permissions on clusters,
such as the permissions to view the
running statuses, health statuses, hot
threads, node information, and blocked
tasks of clusters.

indices
heartbeat-
*,library*

The names of the indexes. You can
specify a full index name, alias,
wildcard, or regular expression. For
more information, see roles-indices-
privileges.

read

The read-only permissions on the
indexes. The read-only permissions
include the permissions to call the
count, explain, get, mget, scripts,
search, and scroll APIs. For more
information, see privileges-list-indices.
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Index privilegesIndex privileges

privileges

create_index

The permission to create indexes. If you
specify an alias when you create an
index, you must grant the manage
permission to the user.

Not ice Not ice The alias must meet
the matching rules that are defined
by the Indices parameter.

view_index_meta
data

The read-only permissions on index
metadata. The permissions include the
permissions to call the following APIs:
aliases, aliases exists, get index, exists,
field mappings, mappings, search
shards, type exists, validate, warmers,
settings, and ilm.

write

The permission to perform all write
operations on documents. The
operations include the operations that
are performed by calling the index,
update, delete, or bulk API and
mapping updates. The write permission
involves more operation permissions
than the create and index permissions.

monitor

The permission to monitor all
operations. The operations include the
operations that are performed by
calling the index recovery, segments
info, index stats, or status API.

delete The permission to delete documents.

delete_index The permission to delete indexes.

granted fields *
The fields on which you want to grant
permissions. The value * indicates all
fields.

Permission type Permission key Permission value Description
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KibanaKibana
privilegesprivileges

privileges read

The read-only permissions on Kibana.
The permissions are granted to all
spaces. Default value: none. This value
indicates that no spaces are authorized
to access Kibana.

Not ice Not ice Versions earlier than
Kibana V7.0 support only base
privileges. Kibana V7.0 and later
support base privileges and feature
privileges. After you assign a base
privilege to a role, the role has
access permissions on all Kibana
spaces. After you assign a feature
privilege to a role, the role has
access permissions only on a
specific feature. To assign a
feature privilege, you must specify
a Kibana space.

Permission type Permission key Permission value Description

Verificat ion

Use the common user to log on to the Kibana console and run the following commands. The system
returns results as expected.

View the details about indexes in a cluster

GET /_cat/indices?v

View the status of a cluster

GET /_cluster/stats

Query data in the product_info index

GET /product_info/_search

Query data in the product_info1 index

GET /product_info1/_search
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Use a POST request  to write data to the kibana_sample_data_logs index

POST /kibana_sample_data_logs/_doc/2
{
    "productName": "testpro",
    "annual_rate": "3.22%",
    "describe": "testpro"
}

Use a PUT request  to write data to the product_info2 index

PUT /product_info2/_doc/1
{
    "productName": "testpro",
    "annual_rate": "3.22%",
    "describe": "testpro"
}

Delete the product_info index

DELETE product_info

Alibaba Cloud Elast icsearch allows you to configure Act ive Directory (AD) user authentication for your
Elast icsearch cluster. This way, users in an AD domain that are assigned Elast icsearch roles can be used
to access the cluster. This topic describes how to configure AD user authentication for an Alibaba
Cloud Elast icsearch cluster.

PrerequisitesPrerequisites
An Alibaba Cloud Elast icsearch cluster is created.

For more information, see Create an Alibaba Cloud Elasticsearch cluster. In this example, an Elast icsearch
V7.10 cluster is created.

If  your Elast icsearch cluster is created in October 2020 or later, the cluster is deployed in the new
network architecture, and the following operations must be performed:

i. 

ii. Configure a Classic Load Balancer (CLB) instance. For more information, see Step 2: Configure the
CLB instance.

iii. 

iv. 

v. 

An AD domain is created and configured on an Elast ic Compute Service (ECS) instance that runs the
Windows operating system and resides in the same virtual private cloud (VPC) as the Elast icsearch
cluster. In this example, the Windows Server 2012 operating system is used. In addit ion, data is
prepared.

In this example, the ccy1 user and the ccy.com root domain are used.

LimitsLimits

9.3.4. Configure AD user authentication9.3.4. Configure AD user authentication
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Elast icsearch clusters that are created in October 2020 or later are deployed in the new network
architecture. If  you want to use AD user authentication for such a cluster, you must first  use the
PrivateLink service to establish private connections between VPCs. For more information, see
Configure a private connection for an Elast icsearch cluster. If  you want to connect such a cluster to
the Internet, configure an NGINX proxy to forward requests.

For Elast icsearch clusters that are deployed in the original network architecture, only single-zone
clusters support  AD user authentication. For Elast icsearch clusters that are deployed in the new
network architecture, both single-zone clusters and mult i-zone clusters support  AD user
authentication.

ProcedureProcedure
1. Step 1: Configure AD user authentication

2. Step 2: Map the user to a role

3. Step 3: Verify the result

Step 1: Configure AD user authenticationStep 1: Configure AD user authentication
An Elast icsearch cluster uses its security features to communicate with the AD domain and authenticate
users. The security features communicate with the AD domain based on Lightweight Directory Access
Protocol (LDAP). An AD domain is similar to an LDAP domain. Like an LDAP directory, an AD domain stores
users and groups in a hierarchical manner. An AD domain authenticates a user by sending an LDAP bind
request. After the user passes the authentication, the AD domain searches for the entry of the user in
the AD domain. After the AD domain finds the entry, the AD domain retrieves the group membership of
the user from the tokenGroups attribute of the entry. For more information, see Configuring an Act ive
Directory realm.

If the version of your Elast icsearch cluster is V6.X, add the following configurations to the YML
configuration file of your cluster to configure AD user authentication. For more information, see
Configure the YML file. If  the version of your Elast icsearch cluster is V7.X, submit  a t icket  to contact
Alibaba Cloud technical support  to configure related sett ings for your cluster.

xpack.security.authc.realms.active_directory.my_ad.order: 0
xpack.security.authc.realms.active_directory.my_ad.domain_name: ccy.com
xpack.security.authc.realms.active_directory.my_ad.url: ldap://ep-bp1i321219*********-cn-ha
ngzhou-h.epsrv-bp15571d5ps*********.cn-hangzhou.privatelink.aliyuncs.com:389
xpack.security.authc.realms.active_directory.my_ad.bind_dn: ccy1@ccy.com
xpack.security.authc.realms.active_directory.my_ad.secure_bind_password: your_password

Parameter Description

order
The priority of the AD domain. The priority determines the sequence in
which the AD domain is checked during user authentication.

domain_name The name of the root domain.
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url

The URL and port number that are used to establish a private network
connection between the AD domain and the ECS instance. For more
information, see Configuring an Active Directory realm.

Not ice Not ice If your Elasticsearch cluster is deployed in the new
network architecture, you must set this parameter to a value that
is in the format of  ldap://<Domain name of the related
endpoint>:<Port number> . In this example, ldap://ep-
bp1i321219*********-cn-hangzhou-h.epsrv-
bp15571d5ps*********.cn-hangzhou.privatelink.aliyuncs.com:389 is
used.

bind_dn
The distinguished number (DN) of the user that is used to perform
searches.

secure_bind_password The password that is used to authenticate the user.

Parameter Description

Step 2: Map the user to a roleStep 2: Map the user to a role
1. Log on to the Kibana console of the Elast icsearch cluster.

For more information, see Log on to the Kibana console.

Not e Not e In this example, an Elast icsearch V7.10.0 cluster is used. Operations on clusters of
other versions may differ. The actual operations in the console prevail.

2. Go to the homepage of the Kibana console and click Dev t oolsDev t ools in the upper-right corner.

3. On the ConsoleConsole tab, run the following command to map the ccy1 user in the AD domain to the
administrator role:

PUT /_security/role_mapping/basic_users
{
  "roles": [ "superuser" ],
  "enabled": true,
  "rules": {
    "any": [
      {
        "field": {
          "groups": "cn=ali,dc=ccy,dc=com"
        }
      },
      {
        "field": {
          "dn": "cn=ccy1,cn=ali,dc=ccy,dc=com"
        }
      }
    ]
  }
}
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Step 3: Verify the resultStep 3: Verify the result
1. Use the ccy1 user to log on to the Kibana console of the Elast icsearch cluster.

2. Go to the homepage of the Kibana console and click Dev t oolsDev t ools in the upper-right corner.

3. On the ConsoleConsole tab, run the following command to check whether the ccy1 user has permissions
to perform the related operation:

GET _cat/indices

If  permissions are granted to the ccy1 user, the result  shown in the following figure is returned.

This topic describes how to use Alibaba Cloud Identity as a Service (IDaaS) to implement Security
Assert ion Markup Language (SAML) single sign-on (SSO) to the Kibana console of an Alibaba Cloud
Elast icsearch cluster. IDaaS serves as the identity provider (IdP), and Kibana serves as the service provider
(SP).

ContextContext
Elast icsearch allows you to implement SAML SSO to the Kibana console of your Elast icsearch cluster.
Kibana serves as the SAML SP and allows you to configure SAML 2.0 browser-based SSO and SAML 2.0
single logout (SLO). This way, you can use an IdP that complies with SAML 2.0, such as IDaaS or Act ive
Directory Federation Service (AD FS), to access Elast icsearch and Kibana. In this example, IDaaS is used as
the IdP.

In this topic, the following terms are involved:

IDaaS: a centralized platform that provides management over identit ies, permissions, and
applications for enterprises. IDaaS supports various services, such as Employee Identity and Access
Management (EIAM) and Customer Identity and Access Management (CIAM).

SAML: an XML-based open standard that implements SSO across domains. SAML transfers identity
information between an IdP and an SP by using security tokens that contain assert ions. SAML is a
sound identity authentication protocol. It  is widely used in public and private clouds worldwide.

9.4. Cluster security configuration9.4. Cluster security configuration
9.4.1. Use IDaaS to implement SAML SSO to the9.4.1. Use IDaaS to implement SAML SSO to the
Kibana console of an Alibaba CloudKibana console of an Alibaba Cloud
Elasticsearch clusterElasticsearch cluster
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SSO: indicates that you can access mult iple mutually trusted application systems with only one
logon.

PrerequisitesPrerequisites
An Alibaba Cloud Elast icsearch V7.10 cluster is created, and HTTPS is enabled for the cluster.

For more information about how to create an Elast icsearch cluster, see Create an Alibaba Cloud
Elasticsearch cluster. In this example, an Elast icsearch V7.10 cluster is used. The operations and
configurations required for the clusters of other versions may vary. The operations and
configurations required in the Elast icsearch console prevail.

For more information about how to enable HTTPS for an Elast icsearch cluster, see Enable HTTPS.

Not ice Not ice You can enable HTTPS only for an Elast icsearch cluster that contains client  nodes.
Make sure that your Elast icsearch cluster contains client  nodes.

An IDaaS EIAM instance is created.

Not e Not e Elast icsearch supports only HTTP-Redirect  binding for SAML authentication requests
and does not support  other methods such as HTTP-POST binding. You need only to make sure
that your computer can access the IdP and SP.

SAML SSO can be configured only at  the backend. You must refer to the operations in this topic to
configure the related sett ings in a test  environment and make sure that the test  logon to the Kibana
console is successful. Then, you can submit  a t icket  to provide Alibaba Cloud Elast icsearch technical
personnel with the configuration information.

Not e Not e This topic consists of the following sect ions: Configure the IDaaS SAML application
(client  side) and Create a custom role and configure the SAML information in Elast icsearch
(backend). You must manually perform the operations described in Configure the IDaaS SAML
application (client  side). The operations described in Create a custom role and configure the
SAML information in Elast icsearch (backend) must be performed by Alibaba Cloud Elast icsearch
technical personnel at  the backend. The operations at  the backend are described in this topic to
help you understand configuration principles and perform a configuration test.

Configure the IDaaS SAML application (client side)Configure the IDaaS SAML application (client side)
1. Log on to the IDaaS console and click the name of the EIAM instance. On the page that appears,

add the SAML application.

For more information, see Add an application.

2. In the Add Applicat ion (SAML)Add Applicat ion (SAML) panel, f ind the desired signing key and click SelectSelect  in the Act ions
column to configure the parameters related to the IdP and SP.

Not e Not e If  no signing key is available, you must import  or create one.

You must configure the parameters that are described in the following table. Retain default  values
for other parameters.
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Parameter Description

Applicat ion NameApplicat ion Name
The name of the SAML application. You can customize the value of
this parameter.

IDP Ident it yIdIDP Ident it yId
The authentication parameter configured in IDaaS. You must
configure this parameter for the SP. In this example, set this
parameter to IDaaS.

SP Ent it y IDSP Ent it y ID
The URL of the SP. In this example, the SP is Kibana. Therefore, you
must set this parameter to the base URL of Kibana. The base URL
must use HTTPS.

SP ACS URL(SSO Locat ion)SP ACS URL(SSO Locat ion)

The Assertion Consumer Service (ACS) endpoint that receives
authentication messages from the IdP. In most cases, the value of
this parameter is the URL of Kibana. This ACS endpoint supports
only SAML HTTP-POST binding. In mots cases, set this parameter to
 ${kibana-url}/api/security/v1/saml .  ${kibana-url}  is

the base URL of Kibana.

NameldFormatNameldFormat
The format of the name identifier. Set this parameter to
urn:oasis:names: t c:SAML:2.0:nameid-f ormat :persist enturn:oasis:names: t c:SAML:2.0:nameid-f ormat :persist ent .

BindingBinding Set this parameter to the default value POSTPOST .

Assert ion At t ribut eAssert ion At t ribut e
The attribute of the assertion. You can customize a name for the
attribute, but you must select Sub-accountSub-account  as the value.

Account  Linking T ypeAccount  Linking T ype Set this parameter to Account  mappingAccount  mapping.

3. Click SubmitSubmit .

4. In the Syst em PromptSyst em Prompt  message, click Aut horize nowAut horize now to grant permissions to the SAML
application.

Not ice Not ice Before you grant permissions to the SAML application, make sure that you have
synchronized the account information of the application to IDaaS or created an account for
the application. For more information, see Accounts.

5. Click Application Authorization in the left-side navigation pane. On the Application Authorization
page, click the Authorize Accounts by Application tab. On the Authorize Accounts by Application
tab, select  the account. Then, click SaveSave. In the System Prompt message, click OK to complete the
authorization.

6. Export  the IDaaS SAML metadata from the added SAML application as a configuration file.

7. Submit  a t icket  to provide Alibaba Cloud Elast icsearch technical personnel with the metadata
configuration file.

Then, the technical personnel configure the SAML information in Elast icsearch by following the
operations described in Create a custom role and configure the SAML information in Elast icsearch
(backend). You can refer to the operations described in this sect ion to perform a test  in a self-
managed Elast icsearch cluster.

8. After the technical personnel complete the configuration, log on to the Kibana console by using
SSO.
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i. Refer to the steps described in Log on to the Kibana console to go to the logon page of the
Kibana console. Click Log in wit h saml/saml1Log in wit h saml/saml1.

ii. Enter the account that is associated with IDaaS and click SubmitSubmit .

The following figure shows the homepage that appears after your logon.

Create a custom role and configure the SAML information inCreate a custom role and configure the SAML information in
Elasticsearch (backend)Elasticsearch (backend)

1. Log on to the Kibana console of the Elast icsearch cluster.

2. Create a custom role.
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3. Map the role to the SAML application.

PUT /_security/role_mapping/idaas-test
{
  "roles": [ "admin_role" ],
  "enabled": true,
  "rules": {
    "field": { "realm.name": "saml1" }
  }
}

Not e Not e You must replace the value of the roles parameter with the name of the role
created in the preceding step.

4. Upload the metadata configuration file exported in Configure the IDaaS SAML application (client
side) to the config/saml path of the Elast icsearch cluster.

5. Add SAML information to the YML configuration files of Elast icsearch and Kibana.

Not ice Not ice The SAML information that you add to the YML configuration files must be
consistent with the SAML information configured in Configure the IDaaS SAML application
(client  side).

YML configuration file of Elast icsearch
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# YML configuration file of Elasticsearch
xpack.security.authc.token.enabled: 'true'
xpack.security.authc.realms.saml.saml1:
  order: 0
  idp.metadata.path: saml/metadata.xml
  idp.entity_id: "https://es-cn-n6xxxxxx1d.elasticsearch.aliyuncs.com/"
  sp.entity_id: "https://es-cn-n6xxxxxx1d.kibana.elasticsearch.aliyuncs.com:5601/"
  sp.acs: "https://es-cn-n6xxxxxx1d.kibana.elasticsearch.aliyuncs.com:5601/api/securi
ty/v1/saml"
  attributes.principal: "nameid:persistent"
  attributes.groups: "roles"
                                    

Parameter Description

xpack.security.authc.token.ena
bled

Specifies whether to enable the Token service. You must set this
parameter to true to configure SAML SSO. For more information
about how to enable the Token service, see saml-enable-token.

xpack.security.authc.realms.sa
ml.saml1

The identity authentication realm. In this example, set this
parameter to saml1. For more information about realms, see
Realms.

order The priority of the realm. A small value indicates a high priority.

idp.metadata.path The path to the metadata file that you saved for the IdP.

idp.entity_id
The identifier of the IdP. The identifier must match the EntityID
attribute within the metadata file.

sp.entity_id

The unique identifier of Kibana. This parameter is required if you
add Kibana as an SP of your IdP. We recommend that you set this
parameter to the base URL of Kibana.

Not ice Not ice Make sure that the value of this parameter is
consistent with the information of your business environment.
If you use a reverse proxy to access Kibana, instead of using a
URL, you must specify the endpoint and port number of the
reverse proxy in this parameter.

sp.acs

The Assertion Consumer Service (ACS) endpoint that receives
authentication messages from the IdP. In most cases, the value of
this parameter is the URL of Kibana. This ACS endpoint supports
only SAML HTTP-POST binding. In mots cases, set this parameter
to  ${kibana-url}/api/security/v1/saml .  ${kibana-url}
  is the base URL of Kibana.

sp.logout

The URL that Kibana uses to receive the logout information from
the IdP. The value format of this parameter is similar to that of
the sp.acs parameter. You must set this parameter to  ${kibana
-url}/logout .  ${kibana-url}  is the base URL of Kibana.
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attributes.principal
The assertion information. For more information, see Attribute
mapping.

attributes.groups
The assertion information. For more information, see Attribute
mapping.

Parameter Description

YML configuration file of Kibana

# YML configuration file of Kibana
xpack.security.authc.providers:
  saml.saml1:
    order: 0
    realm: "saml1"
  basic.basic1:
    order: 1
    icon: "logoElasticsearch"
    hint: "Typically for administrators"

Parameter Description

xpack.security.authc.providers
The provider of the SAML application. This parameter specifies
that SAML SSO is used as the identity authentication method of
Kibana.

xpack.security.authc.providers.
saml.<provider-name>.realm

The SAML authentication realm. Replace <provider-name> with
the realm that you specify in the YML configuration file of
Elasticsearch. In this example, saml1 is used.

xpack.security.authc.providers.
basic.basic1

After you configure SAML information in the YML configuration file
of Kibana, only users who have passed SAML authentication can
access Kibana. To log on to the Kibana console as a basic user,
you can specify values for the configuration items in basic.basic1.
If you test the logon to the Kibana console as a basic user, you
may need to use the elastic username and its password to log on
to the Elasticsearch cluster, create a role, and then map the role
to the SAML application. After you specify values for the
configuration items in basic.basic1, the Kibana logon page
displays the entry point for you to log on to the Kibana console as
a basic user. For more information, see Authentication in Kibana.

Not e Not e If you do not need to log on to the Kibana
console as a basic user, you do not need to configure the
items in basic.basic1.

9.5. Integrated monitoring9.5. Integrated monitoring
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Elast ic Stack provides the integrated monitoring feature. This feature allows you to use Kibana to
analyze and display the logs, metrics, and application performance monitoring (APM) data of a
Container Service for Kubernetes (ACK) cluster in a centralized manner. If  you deploy your applications in
the pods of an ACK cluster, you can view the logs generated by the pods, event metrics of the hosts
and network, and APM data in the Kibana console. This facilitates troubleshooting. This topic describes
how to implement integrated monitoring for an ACK cluster.

PrerequisitesPrerequisites
An Alibaba Cloud Elast icsearch V6.8 cluster is created, a whitelist  is configured for the cluster, and
the Auto Indexing feature is enabled for the cluster.

For more information, see Create an Alibaba Cloud Elasticsearch cluster, Configure a public or private IP
address whitelist  for an Elasticsearch cluster, and Configure the YML file.

An ACK cluster is created, and pods are created in the cluster. In this example, the ACK cluster version
1.18.8-aliyun.1 is used, and each Elast ic Compute Service (ECS) instance used for the cluster has 2
vCPUs and 8 GiB of memory.

For more information, see Create an ACK managed cluster.

The kubectl client  is configured and can be used to access the ACK cluster.

For more information, see Connect to ACK clusters by using kubectl.

ContextContext
This topic describes how to use Elast ic Stack to implement integrated monitoring for an ACK cluster. For
more information, see the following sect ions:

Use Metricbeat to collect  metrics

Use Filebeat to collect  logs

Use Elast ic APM to monitor the performance of applications

For more information about the features of Metricbeat, Filebeat, and Elast ic APM, see Infrastructure
monitoring, Log monitoring, and Elast ic APM.

Use Metricbeat to collect metricsUse Metricbeat to collect metrics
The following controllers can be used to deploy Metricbeat to the ACK cluster:

DaemonSet: The DaemonSet controller ensures that each node in the cluster runs one pod. This
enables Metricbeat to collect  host  metrics, system metrics, Docker stat ist ics, and the metrics of all
the services that are run on the ACK cluster.

Deployment: You can use the Deployment controller to deploy a single Metricbeat shipper. The
shipper is used to retrieve the unique metrics of the ACK cluster, such as metrics for Kubernetes
events and the kube-state-metrics service.

9.5.1. Use Elastic Stack to implement integrated9.5.1. Use Elastic Stack to implement integrated
monitoring for containers in Kubernetesmonitoring for containers in Kubernetes
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Not iceNot ice

In this example, both the DaemonSet and Deployment controllers are used to deploy
Metricbeat to the ACK cluster. You can also use only the DaemonSet or Deployment
controller to deploy Metricbeat.

Metricbeat depends on the monitoring feature provided by the kube-state-metrics service.
Before you deploy Metricbeat, you must make sure that kube-state-metrics is deployed. By
default , kube-state-metrics is deployed in the arms-prom namespace of a container in an
ACK cluster.

1. Use the kubectl client  to access the ACK cluster and download the Metricbeat configuration file.

curl -L -O https://raw.githubusercontent.com/elastic/beats/6.8/deploy/kubernetes/metric
beat-kubernetes.yaml

2. Modify the Metricbeat configuration file.

Not iceNot ice

The official Metricbeat configuration file uses the extensions/v1beta1 API version for
DaemonSets and Deployments. This API version is deprecated in ACK V1.18 and later. You must
modify the Metricbeat configuration file to use the apps/v1 API version for Kubernetes,
DaemonSets, Deployments, and ReplicaSets in ACK V1.18 and later.

i. Modify the configurations in kind: Deployment and kind: DaemonSet.
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Modify environment variables. The following code provides an example:

env:
- name: ELASTICSEARCH_HOST
  value: es-cn-nif23p3mo0065****.elasticsearch.aliyuncs.com
- name: ELASTICSEARCH_PORT
  value: "9200"
- name: ELASTICSEARCH_USERNAME
  value: elastic
- name: ELASTICSEARCH_PASSWORD
  value: ****
- name: KIBANA_HOST
  value: es-cn-nif23p3mo0065****-kibana.internal.elasticsearch.aliyuncs.com
- name: KIBANA_PORT
  value: "5601"

Not ice Not ice By default , Kibana variables are not defined in the downloaded
Metricbeat configuration file. You can use the env parameter to pass the variables.

Parameter Description

ELASTICSEARCH_HOST The internal endpoint of your Elasticsearch cluster.

ELASTICSEARCH_PORT The private port of your Elasticsearch cluster.

ELASTICSEARCH_USERNAME
The username of your Elasticsearch cluster. The default value
of this parameter is elastic.

ELASTICSEARCH_PASSWORD The password that corresponds to the elastic username.

KIBANA_HOST The internal endpoint of Kibana.

KIBANA_PORT The private port of Kibana.
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Add the spec.selector configurations. The following code provides an example:

## kind: DaemonSet
spec:
  selector:
    matchLabels:
       k8s-app: metricbeat
  template:
    metadata:
      labels:
        k8s-app: metricbeat
## kind: Deployment
spec:
  selector:
    matchLabels:
       k8s-app: metricbeat
  template:
    metadata:
      labels:
        k8s-app: metricbeat

ii. Configure the Kibana output information in name: metricbeat-daemonset-config and name:
metricbeat-deployment-config to use the environment variables that are configured in the
configuration file.

output.elasticsearch:
      hosts: ['${ELASTICSEARCH_HOST:elasticsearch}:${ELASTICSEARCH_PORT:9200}']
      username: ${ELASTICSEARCH_USERNAME}
      password: ${ELASTICSEARCH_PASSWORD}
setup.kibana:
      host: "https://${KIBANA_HOST}:${KIBANA_PORT}"
setup.dashboards.enabled: true

iii. Modify configurations related to metricbeat-daemonset-modules. Define the system metrics
monitored by the System module and the metrics that can be obtained by the Kubernetes
module. The System module monitors the following metrics: CPU, load, memory, and network.

Not e Not e For more information about the configurations and metrics of modules in
Metricbeat, see System module and Kubernetes module.

Elast icsearch Best  Pract ices··Clust er managemen
t

> Document  Version: 20220614 295

https://www.elastic.co/guide/en/beats/metricbeat/6.8/metricbeat-module-system.html
https://www.elastic.co/guide/en/beats/metricbeat/6.8/metricbeat-module-kubernetes.html


apiVersion: v1
kind: ConfigMap
metadata:
  name: metricbeat-daemonset-modules
  namespace: kube-system
  labels:
    k8s-app: metricbeat
data:
  system.yml: |-
    - module: system
      period: 10s
      metricsets:
        - cpu
        - load
        - memory
        - network
        - process
        - process_summary
        - core
        - diskio
        - socket
      processes: ['.*']
      process.include_top_n:
        by_cpu: 5      # include top 5 processes by CPU
        by_memory: 5   # include top 5 processes by memory
    - module: system
      period: 1m
      metricsets:
        - filesystem
        - fsstat
      processors:
      - drop_event.when.regexp:
          system.filesystem.mount_point: '^/(sys|cgroup|proc|dev|etc|host|lib)($|/)
'
  kubernetes.yml: |-
    - module: kubernetes
      metricsets:
        - node
        - system
        - pod
        - container
        - volume
      period: 10s
      host: ${NODE_NAME}
      hosts: ["localhost:10255"]
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iv. Modify configurations related to metricbeat-deployment-modules to obtain the metrics for
kube-state-metrics and Kubernetes events.

Not ice Not ice The Metricbeat service is deployed in the kube-system namespace. The
kube-state-metrics service is deployed in the arms-prom namespace by default . The two
services belong to different namespaces. Therefore, specify the hosts parameter in the
format of kube-state-metrics.<namespace>:8080. If  the Metricbeat and kube-state-
metrics services are deployed in the same namespace, set  the hosts parameter to kube-
state-metrics:8080.

apiVersion: v1
kind: ConfigMap
metadata:
  name: metricbeat-deployment-modules
  namespace: kube-system
  labels:
    k8s-app: metricbeat
data:
  # This module requires `kube-state-metrics` up and running under `kube-system` na
mespace
  kubernetes.yml: |-
    - module: kubernetes
      metricsets:
        - state_node
        - state_deployment
        - state_replicaset
        - state_pod
        - state_container
      period: 10s
      host: ${NODE_NAME}
      hosts: ["kube-state-metrics.arms-prom:8080"]
    # Uncomment this to get k8s events:
    - module: kubernetes
      metricsets:
        - event

v. Create a role and assign the role to Metricbeat to implement role-based access control (RBAC).
This ensures that Metricbeat can obtain the resource information of the ACK cluster.
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apiVersion: rbac.authorization.k8s.io/v1beta1
kind: ClusterRoleBinding
metadata:
  name: metricbeat
subjects:
- kind: ServiceAccount
  name: metricbeat
  namespace: kube-system
roleRef:
  kind: ClusterRole
  name: metricbeat
  apiGroup: rbac.authorization.k8s.io
---
apiVersion: rbac.authorization.k8s.io/v1beta1
kind: ClusterRole
metadata:
  name: metricbeat
  labels:
    k8s-app: metricbeat
rules:
- apiGroups: [""]
  resources:
  - nodes
  - namespaces
  - events
  - pods
  verbs: ["get", "list", "watch"]
- apiGroups: ["extensions"]
  resources:
  - replicasets
  verbs: ["get", "list", "watch"]
- apiGroups: ["apps"]
  resources:
  - statefulsets
  - deployments
  verbs: ["get", "list", "watch"]
- apiGroups:
  - ""
  resources:
  - nodes/stats
  verbs:
  - get
---
apiVersion: v1
kind: ServiceAccount
metadata:
  name: metricbeat
  namespace: kube-system
  labels:
    k8s-app: metricbeat
---

3. Deploy Metricbeat in the ACK cluster and view the resources of the cluster.
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Use the kubectl client  to run the following commands:

kubectl apply -f metricbeat-kubernetes.yaml
kubectl get pods -n kube-system

Not ice Not ice You must make sure that the resources in the pods are running. Otherwise, data
may not be displayed in the Kibana console.

4. View the monitored data in the Kibana console.

i. Log on to the Kibana console of your Elast icsearch cluster.

For more information, see Log on to the Kibana console.

ii. In the left-side navigation pane, click Inf rast ruct ureInf rast ruct ure.

iii. View the stat ist ics on the metrics of the hosts and pods in the ACK cluster.

View the stat ist ics on the metrics of the hosts: On the Infrastructure page, click Host sHost s in the
upper-right corner. On the Map ViewMap View tab, click a host  and select  View met ricsView met rics. Then, you
can view the stat ist ics on the CPU, load, and memory metrics.
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View the stat ist ics on the metrics of the pods in the ACK cluster: On the Infrastructure page,
click Kubernet esKubernet es in the upper-right corner. On the Map ViewMap View tab, click a pod and select
View met ricsView met rics. Then, you can view the stat ist ics on the CPU, memory, and network metrics.
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iv. View the overall stat ist ics on the resources of the ACK cluster.

Click DashboardDashboard in the left-side navigation pane. On the Dashboards page, click [Met ricbeat[Met ricbeat
Kubernet es] OverviewKubernet es] Overview. Then, you can view the overall stat ist ics on the resources of the ACK
cluster.

Use Filebeat to collect logsUse Filebeat to collect logs
In this example, the DaemonSet controller is used to deploy Filebeat. The DaemonSet controller ensures
that each node of the ACK cluster runs a pod to collect  data. The resources in the Filebeat
configuration file are deployed in the kube-system namespace. If  you want to change the namespace
in which the resources are deployed, you can modify the configuration file.

1. Download the Filebeat configuration file.

Use the kubectl client  to access the ACK cluster and download the Filebeat configuration file.

curl -L -O https://raw.githubusercontent.com/elastic/beats/6.8/deploy/kubernetes/filebe
at-kubernetes.yaml

2. Modify the Filebeat configuration file.
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i. Modify the configurations in kind: DaemonSet.

env:
- name: ELASTICSEARCH_HOST
  value: es-cn-nif23p3mo0065****.elasticsearch.aliyuncs.com
- name: ELASTICSEARCH_PORT
  value: "9200"
- name: ELASTICSEARCH_USERNAME
  value: elastic
- name: ELASTICSEARCH_PASSWORD
  value: ****
- name: KIBANA_HOST
  value: es-cn-nif23p3mo0065****-kibana.internal.elasticsearch.aliyuncs.com
- name: KIBANA_PORT
  value: "5601"
- name: NODE_NAME
  valueFrom:
     fieldRef:
        fieldPath: spec.nodeName

Parameter Description

ELASTICSEARCH_HOST The internal endpoint of your Elasticsearch cluster.

ELASTICSEARCH_PORT The private port of your Elasticsearch cluster.

ELASTICSEARCH_USERNAME
The username of your Elasticsearch cluster. The default value of
this parameter is elastic.

ELASTICSEARCH_PASSWORD The password that corresponds to the elastic username.

KIBANA_HOST The internal endpoint of Kibana.

KIBANA_PORT The private port of Kibana.

NODE_NAME The hosts in the ACK cluster.

ii. Change the ConfigMap configurations in name: filebeat-config and configure the Kibana
output information to use the environment variables configured in the configuration file.

output.elasticsearch:
      hosts: ['${ELASTICSEARCH_HOST:elasticsearch}:${ELASTICSEARCH_PORT:9200}']
      username: ${ELASTICSEARCH_USERNAME}
      password: ${ELASTICSEARCH_PASSWORD}
setup.kibana:
      host: "https://${KIBANA_HOST}:${KIBANA_PORT}"
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iii. Configure Filebeat to collect  logs from the containers in the ACK cluster.

apiVersion: v1
kind: ConfigMap
metadata:
  name: filebeat-inputs
  namespace: kube-system
  labels:
    k8s-app: filebeat
data:
  kubernetes.yml: |-
    - type: docker
      containers.ids:
      - "*"
      processors:
        - add_kubernetes_metadata:
            host: ${NODE_NAME}
            in_cluster: true
---

3. Deploy Filebeat in the ACK cluster and view the resources of the cluster.

Use the kubectl client  to run the following commands:

kubectl apply -f filebeat-kubernetes.yaml
kubectl get pods -n kube-system

Not ice Not ice You must make sure that the resources in the pods are running. Otherwise, data
may not be displayed in the Kibana console.

4. View real-t ime logs in the Kibana console.

i. Log on to the Kibana console of your Elast icsearch cluster.

For more information, see Log on to the Kibana console.

Best  Pract ices··Clust er managemen
t

Elast icsearch

304 > Document  Version: 20220614

https://www.alibabacloud.com/help/doc-detail/122668.htm#task-761873


ii. View the logs of the hosts and pods in the ACK cluster.

View the logs of the hosts: On the Infrastructure page, click Host sHost s in the upper-right corner.
On the Map ViewMap View tab, click a host  and select  View logsView logs. Then, you can view the real-t ime
logs of the host.

View the logs of the pods in the ACK cluster: On the Infrastructure page, click Kubernet esKubernet es in
the upper-right corner. On the Map ViewMap View tab, click a pod and select  View logsView logs. Then, you
can view the real-t ime logs of the pod.

Use Elastic APM to monitor the performance of applicationsUse Elastic APM to monitor the performance of applications
Elast ic APM is an application performance monitoring system built  on Elast ic Stack. Elast ic APM allows
you to monitor software services and applications in real t ime. To implement monitoring and facilitate
troubleshooting, Elast ic APM collects detailed performance information about response t ime for
requests, database queries, calls to caches, and external HTTP requests. Elast ic APM also automatically
collects unhandled errors and exceptions. Errors are grouped based on the stacktrace. This helps you
identify new errors and understand the number of t imes specific errors occur.

For more information about Elast ic APM, see Elast ic APM Overview.

1. Deploy APM Server to a container.

In this example, APM Server is deployed in the ACK cluster. You can use a ConfigMap controller to
define the apm-server.yml file and start  APM Server by init ializing the pods. Then, you can use a
Service object  to implement service self-discovery and load balancing.

i. Configure the apm-server-yml file.

The file contains the following code:

---
apiVersion: v1
kind: ConfigMap
metadata:
  name: apm-deployment-config
  namespace: kube-system
  labels:
    k8s-app: apmserver
data:
  apm-server.yml: |-
      apm-server.host: "0.0.0.0:8200" 
      output.elasticsearch:
         hosts: ['${ELASTICSEARCH_HOST:elasticsearch}:${ELASTICSEARCH_PORT:9200}']
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         hosts: ['${ELASTICSEARCH_HOST:elasticsearch}:${ELASTICSEARCH_PORT:9200}']
         username: ${ELASTICSEARCH_USERNAME}
         password: ${ELASTICSEARCH_PASSWORD}
      setup.kibana:
         host: "https://${KIBANA_HOST}:${KIBANA_PORT}"
---
apiVersion: apps/v1
kind: Deployment
metadata:
  name: apmserver
  namespace: kube-system
  labels:
    k8s-app: apmserver
spec:
  selector:
    matchLabels:
       k8s-app: apmserver
  template:
    metadata:
      labels:
        k8s-app: apmserver
    spec:
      serviceAccountName: apmserver
      hostNetwork: true
      dnsPolicy: ClusterFirstWithHostNet
      containers:
      - name: apmserver
        image: docker.elastic.co/apm/apm-server:6.8.14
        args: [
          "-c", "/etc/apm-server.yml",
          "-e",
        ]
        env:
        - name: ELASTICSEARCH_HOST
          value: es-cn-oew20i5h90006****.elasticsearch.aliyuncs.com
        - name: ELASTICSEARCH_PORT
          value: "9200"
        - name: ELASTICSEARCH_USERNAME
          value: elastic
        - name: ELASTICSEARCH_PASSWORD
          value: ****
        - name: KIBANA_HOST
          value: es-cn-oew20i5h90006****-kibana.internal.elasticsearch.aliyuncs.com
        - name: KIBANA_PORT
          value: "5601"
        - name: NODE_NAME
          valueFrom:
            fieldRef:
              fieldPath: spec.nodeName
        securityContext:
          runAsUser: 0
        resources:
          limits:
            memory: 50Mi
          requests:
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            cpu: 20m
            memory: 30Mi
        volumeMounts:
        - name: config
          mountPath: /etc/apm-server.yml
          readOnly: true
          subPath: apm-server.yml
      volumes:
      - name: config
        configMap:
          defaultMode: 0600
          name: apm-deployment-config
---
apiVersion: v1
kind: Service
metadata:
  name: apmserver
  namespace: kube-system
  labels:
    k8s-app: apmserver
spec:
  clusterIP: None
  ports:
  - name: http-metrics
    port: 8200
    targetPort: 8200
  selector:
    k8s-app: apmserver
---
apiVersion: v1
kind: ServiceAccount
metadata:
  name: apmserver
  namespace: kube-system
  labels:
    k8s-app: apmserver
---

Not iceNot ice

When you use the Deployment controller to deploy APM Server, the
docker.elast ic.co/apm/apm-server:6.8.14 image is used to deploy pods. The version
of the image must be consistent with that of the Elast icsearch cluster.

Port  8200 is exposed to the ACK cluster by using the Service object. This ensures
that APM agents can communicate with APM Server.

Parameter Description

ELASTICSEARCH_HOST The internal endpoint of your Elasticsearch cluster.

ELASTICSEARCH_PORT The private port of your Elasticsearch cluster.
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ELASTICSEARCH_USERNAME
The username of your Elasticsearch cluster. The default value of
this parameter is elastic.

ELASTICSEARCH_PASSWORD The password that corresponds to the elastic username.

KIBANA_HOST The internal endpoint of Kibana.

KIBANA_PORT The private port of Kibana.

NODE_NAME The hosts in the ACK cluster.

Parameter Description

ii. Deploy APM Server to a container and view the status of APM Server.

Use the kubectl client  to run the following commands:

kubectl apply -f apm-server.yml
kubectl get pods -n kube-system

Not ice Not ice You must make sure that the resources in the pods are running. Otherwise,
data may not be displayed in the Kibana console.

2. Configure APM agents.

In this example, Spring Boot is used to create a simple Spring application and compress the
application into a JAR package. Then, the JAR package and the latest  Java agent that is
downloaded from Maven Central Repository are uploaded to APM Server. For more information, see
Spring Boot and Maven Central.
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i. Log on to a node of the ACK cluster and create a Dockerfile named myapply in the working
directory.

The Dockerfile must contain the following information:

FROM frolvlad/alpine-oraclejdk8
MAINTAINER peterwanghao.com
VOLUME /tmp
ADD spring-boot-0.0.1-SNAPSHOT.jar spring-boot-0.0.1-SNAPSHOT.jar
ADD elastic-apm-agent-1.21.0.jar elastic-apm-agent-1.21.0.jar
EXPOSE 8080
ENTRYPOINT ["java","-javaagent:/elastic-apm-agent-1.21.0.jar","-Delastic.apm.servic
e_name=my-application","-Delastic.apm.server_url=http://apmserver:8200","-Delastic.
apm.application_packages=com.example","-jar","/spring-boot-0.0.1-SNAPSHOT.jar"]

The parameters and Java commands that are used to start  the pods are defined in
ENTRYPOINT. The following table describes these parameters.

Parameter Description

-javaagent The JAR package of the APM agents.

-Delastic.apm.service_name
The name of the Service object. The name can contain letters,
digits, hyphens (-), underscores (_), and spaces.

-Delastic.apm.server_url
The URL of APM Server. http://apmserver:8200 is specified in the
apm-server.yml file.

-
Delastic.apm.application_pack
ages

The basic software package of the application.

-jar The JAR package of the application.

ii. Use the  docker build  command and the Dockerfile myapply to build an image.

Run the following command in the current path:

docker build -t myapply .

iii. Load the built  image to other containers.
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iv. Configure the deployment file for the pods. The file is named my-application.yaml.

The file contains the following code:

---
apiVersion: v1
kind: Pod
metadata:
  name: my-apply
  namespace: kube-system
  labels:
    app: my-apply
spec:
  containers:
    - name: my-apply
      image: myapply:latest
      ports:
        - containerPort: 8080
      imagePullPolicy: Never
---
apiVersion: v1
kind: Service
metadata:
  name: my-apply
  namespace: kube-system
  labels:
    app: my-apply
spec:
  type: NodePort
  ports:
  - name: http-metrics
    port: 8080
    nodePort: 30000
  selector:
    app: my-apply
---

Not e Not e image specifies the built  image.

v. Use the kubectl client  to run the following command to deploy the pods:

kubectl apply -f my-application.yaml

vi. Use a curl command to access the host  over port  30000 after all resources in the pods are
running.

Run the following curl command:

curl http://10.7.XX.XX:30000

Not e Not e 10.7.XX.XX specifies the IP address of the node in the ACK cluster.

If  the access to the host  is successful, APM agents are deployed.
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3. View the monitoring data obtained by Elast ic APM in the Kibana console.

i. Log on to the Kibana console of your Elast icsearch cluster.

For more information, see Log on to the Kibana console.

ii. Click APMAPM in the left-side navigation pane.

iii. Find the application whose performance is monitored and click the application name. Then,
you can view the overall performance stat ist ics of the application. In this example, my-
application is used.

iv. Click the interface that is requested. Then, you can view the detailed request  information.
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v. View the stat ist ics on the logs and metrics of the hosts and pods.

Click Act ionsAct ions and select  Show pod logsShow pod logs or Show pod met ricsShow pod met rics. Then, you can view the
stat ist ics on the logs or metrics.

FAQFAQ
Problem descript ion: The resources.requests parameter is set  to a large value in the configuration file
of the ACK cluster. As a result , pods fail to be started.

Solut ion: Change the value of the resource.requests parameter. The resources.requests parameter
must be specified in the configuration files of Metricbeat, Filebeat, and Elast ic APM. We recommend
that you set  this parameter to an appropriate value based on the specificat ions of the ACK cluster.

Problem descript ion: Errors keep occurring when I deploy Metricbeat, Filebeat, and Elast ic APM. The
error message is similar to  no matches for kind "DaemonSet" in version "extensions/v1beat1" .

Solut ion: Use the apps/v1 API version. This is because that the official configuration file uses the
extensions/v1beta1 API version for DaemonSets and Deployments. However, in ACK V1.18 and later,
the extensions/v1beta1 API version is deprecated for DaemonSets, Deployments, and ReplicaSets.

9.6. Data management and9.6. Data management and
visualizationvisualization
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Terraform allows you to use code to allocate resources such as physical machines. You can use
Terraform to write a configuration file to purchase a cloud server or apply for resources such as Alibaba
Cloud Elast icsearch and Object  Storage Service (OSS). This topic describes how to use Terraform to
manage your Alibaba Cloud Elast icsearch clusters, such as creating, updating, viewing, or delet ing a
cluster.

ContextContext
You can install and configure Terraform by using the following methods:

Install and configure Terraform in the local PC. This method is used in this topic.

Use Terraform in Cloud Shell.

Install and configure TerraformInstall and configure Terraform
1. Download the software package that is suitable for your OS from the official Terraform website.

In this example, Terraform is installed and configured in a Linux OS. If  you do not have a Linux OS,
you can purchase an Alibaba Cloud Elast ic Compute Service (ECS) instance. For more information,
see Step 1: Create an ECS instance.

2. Decompress the package to the /usr/local/bin directory.

If  you want to decompress the package to another directory, define a global path for the package
by using one of the following methods:

Linux: See How to define a global path in Linux.

Windows: See How to define a global path in Windows.

macOS: See How to define a global path in macOS.

3. Run the  terraform  command to verify the path.

terraform
Usage: terraform [-version] [-help] <command> [args]

9.6.1. Use Terraform to manage Alibaba Cloud9.6.1. Use Terraform to manage Alibaba Cloud
Elasticsearch clustersElasticsearch clusters
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4. Create a Resource Access Management (RAM) user and grant permissions to the user.

For higher flexibility and security in permission management, we recommend that you create a RAM
user and grant the required permissions to the RAM user.

i. Log on to the RAM console.

ii. Create a RAM user named Terraform and an AccessKey pair for the user.

For more information, see Create a RAM user.

Not ice Not ice We recommend that you do not use the AccessKey pair of your Alibaba
Cloud account to configure Terraform.

iii. Grant the required permissions to the RAM user.

In this example, the RAM user Terraform is granted the  AliyunElasticsearchFullAccess  and
 AliyunVPCFullAccess  permissions. For more information, see Grant permissions to a RAM

user.

5. Create a test  directory.

You must create an independent directory for each Terraform project. For this example, create a
test  directory named  terraform-test .

mkdir terraform-test

6. Go to the  terraform-test  directory.

cd terraform-test

7. Create a configuration file and configure identity authentication information.
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Terraform reads all the *.t f  and *.tfvars files in the directory when it  is running. You can write
different configurations to these files base on your business requirements. The following table lists
the frequently used configuration files.

Configuration file Description

provider.tf Used to configure providers.

terraform.tfvars Used to configure the variables required to configure providers.

varable.tf Used to configure universal variables.

resource.tf Used to define resources.

data.tf Used to define package files.

output.tf Used to define output files.

For example, when you create the provider.tf  f ile, you can configure identity authentication
information in the following format:

vim provider.tf

provider "alicloud" {
    region      = "cn-hangzhou"
    access_key  = "LTA**********NO2"
    secret_key   = "MOk8x0*********************wwff"
    }

For more information, see alicloud_elast icsearch_instance.

8. Create a folder named plugh in the current directory, download a provider package, and then
decompress the package to the plugh folder.

mkdir -p

9. Init ialize the working directory and use  -plugin-dir  to specify the path that is used to store the
provider.

terraform init -plugin-dir=./plugh/

If  the  Terraform has been successfully initialized  message is returned, the working directory
is init ialized.

Not ice Not ice After you create a working directory and a configuration file for a Terraform
project, you must init ialize the working directory.

Create an Alibaba Cloud Elasticsearch clusterCreate an Alibaba Cloud Elasticsearch cluster
1. Create a configuration file named elast ic.tf  in the test  directory.

2. Configure the elast ic.tf  f ile to create a mult i-zone Elast icsearch V6.7 cluster of the Standard
Edit ion. You can refer to the following script  to configure the elast ic.tf  f ile:
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resource "alicloud_elasticsearch_instance" "instance" {
  description          = "testInstanceName"
  instance_charge_type = "PostPaid"
  data_node_amount     = "2"
  data_node_spec       = "elasticsearch.sn2ne.large"
  data_node_disk_size  = "20"
  data_node_disk_type  = "cloud_ssd"
  vswitch_id           = "vsw-bp1f7r0ma00pf9h2l****"
  password             = "es_password"
  version              = "6.7_with_X-Pack"
  master_node_spec     = "elasticsearch.sn2ne.large"
  zone_count           = "1"
}

The following table describes the parameters supported by providers.

Parameter Required Description

 description No The description of the cluster name.

 instance_charge_t
ype No

The billing method of the cluster. Valid values: 
 PrePaid  and  PostPaid . Default value:

PostPaid.

 period No

The billing cycle of the cluster. Unit: months.
This parameter is valid only when  instance_c
harge_type  is set to  PrePaid . Valid
values: 1, 2, 3, 4, 5, 6, 7, 8, 9, 12, 24, and 36.
Default value: 1.

 data_node_amount
 Yes

The number of data nodes in the cluster. Valid
values: 2 to 50.

 data_node_spec Yes The specifications of each data node.

 data_node_disk_si
ze Yes

The disk space. Different types of disks provide
different storage space:

 cloud_ssd : If the disk type is the
standard SSD (cloud_ssd), the maximum value
of this parameter is 2048, which indicates 2
T iB of storage space.

 cloud_efficiency : If the disk type is the
ultra disk (cloud_efficiency), the maximum
value of this parameter is 5120, which
indicates 5 T iB of storage space. Ultra disks
are cost-effective and can be used in
scenarios such as logging and analyzing large
amounts of data. If you want to specify a size
greater than 2,048 GiB for an ultra disk, you
can set the value of this parameter only to
2560, 3072, 3584, 4096, 4608, or 5120.
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 data_node_disk_ty
pe Yes

The disk type. Valid values:  cloud_ssd  and 
 cloud_efficiency .

 vswitch_id Yes The ID of the vSwitch.

 password No

The password that is used to access the cluster.
It  must be 8 to 32 characters in length and can
contain letters, digits, and special characters.
The following special characters are allowed:

 ! @ # $ % ^ & * ( ) _ + - = 

 kms_encrypted_pas
sword No

The encrypted password of Key Management
Service (KMS). You do not need to set this
parameter if you set  password . You must
set either  password  or  kms_encrypted_pa
ssword .

 kms_encryption_co
ntext No

The KMS encryption context. This parameter is
valid only when  kms_encrypted_password  is
specified. This parameter is used to decrypt the
cluster that is created or updated with  kms_en
crypted_password . For more information, see
Encryption context.

 version Yes
The version of the cluster. Valid values:  5.5.3
_with_X-Pack ,  6.3_with_X-Pack , and  6
.7_with_X-Pack .

 private_whitelist
 No

The IP address whitelist  for access to the cluster
over a virtual private cloud (VPC).

 kibana_whitelist
 No

The IP address whitelist  for access to the Kibana
console.

 master_node_spec 
 No

The specifications of each dedicated master
node.

 advancedDedicateM
aster No

Specifies whether to create dedicated master
nodes. Default value: false. Valid values:

true: Create dedicated master nodes. If the
cluster is deployed across zones and
dedicated master nodes are enabled for the
cluster, you must set this parameter to true.

false: Do not create dedicated master nodes.

 zone_count No
The number of zones. Valid values: 1 to 3. The
value of  data_node_amount  must be a
multiple of this value.

Parameter Required Description
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For more information, see alicloud_elast icsearch_instance.

Not iceNot ice

 kms_encrypted_password  and  kms_encryption_context  are available only for
provider V1.57.1 or later.  zone_count  is available only for provider V1.44.0 or later.

If  you want to purchase nodes other than data nodes, call the CreateInstance
operation to create an Elast icsearch cluster for which you want to purchase nodes
other than data nodes. For more information, see createInstance. For example, if  you
want to create a mult i-zone cluster that contains dedicated master nodes, add  adv
ancedDedicateMaster="true"  to the script.

3. Run the  terraform plan  command to view the operations that will be performed.
If the command is successfully run, the following result  is returned:

Refreshing Terraform state in-memory prior to plan...
The refreshed state will be used to calculate this plan, but will not be
persisted to local or remote state storage.
------------------------------------------------------------------------
An execution plan has been generated and is shown below.
Resource actions are indicated with the following symbols:
  + create
Terraform will perform the following actions:
  # alicloud_elasticsearch_instance.instance will be created
  + resource "alicloud_elasticsearch_instance" "instance" {
      + description          = "testInstanceName"
      + data_node_amount     = 2
      + data_node_disk_size  = 20
      + data_node_disk_type  = "cloud_ssd"
      + data_node_spec       = "elasticsearch.sn2ne.large"
      + domain               = (known after apply)
      + id                   = (known after apply)
      + instance_charge_type = "PostPaid"
      + kibana_domain        = (known after apply)
      + kibana_port          = (known after apply)
      + kibana_whitelist     = (known after apply)
      + master_node_spec     = "elasticsearch.sn2ne.large"
      + password             = (sensitive value)
      + port                 = (known after apply)
      + private_whitelist    = (known after apply)
      + public_whitelist     = (known after apply)
      + status               = (known after apply)
      + version              = "6.7_with_X-Pack"
      + vswitch_id           = "vsw-bp1f7r0ma00pf9h2l****"
      + zone_count           = 1
    }
Plan: 1 to add, 0 to change, 0 to destroy.
------------------------------------------------------------------------
Note: You didn't specify an "-out" parameter to save this plan, so Terraform
can't guarantee that exactly these actions will be performed if
"terraform apply" is subsequently run.
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4. Run the  terraform apply  command to run the configuration file in the working directory and
enter yes.

If  the command is successfully run, the following result  is returned:

Plan: 1 to add, 0 to change, 0 to destroy.
Do you want to perform these actions?
  Terraform will perform the actions described above.
  Only 'yes' will be accepted to approve.
  Enter a value: yes
 alicloud_elasticsearch_instance.instance: Creating...
 alicloud_elasticsearch_instance.instance: Still creating... [10s elapsed]
alicloud_elasticsearch_instance.instance: Still creating... [20s elapsed]
 ...............
 Apply complete! Resources: 1 added, 0 changed, 0 destroyed.

5. Log on to the Elasticsearch console to view the newly created Elast icsearch cluster.

Change cluster configurationsChange cluster configurations
1. Go to the test  directory and modify the elast ic.tf  configuration file.

For example, change the value of  data_node_disk_size  to  50 .

resource "alicloud_elasticsearch_instance" "instance" {
  instance_charge_type = "PostPaid"
  data_node_amount     = "2"
  data_node_spec       = "elasticsearch.sn2ne.large"
  data_node_disk_size  = "50"
  data_node_disk_type  = "cloud_ssd"
  vswitch_id           = "vsw-bp1f7r0ma00pf9h2l****"
  password             = "es_password"
  version              = "6.7_with_X-Pack"
  master_node_spec     = "elasticsearch.sn2ne.large"
  zone_count           = "1"
}

Not iceNot ice

After a cluster is created, you cannot change the value of  version .

You can modify only one configuration item in a request. For example, if  you modify
both  data_node_spec  and  data_node_disk_size , the system reports an error.

2. Run the  terraform plan  command to view cluster information.

3. Run the  terraform apply  command. Wait  until the configuration upgrade of the cluster is
complete.

Import the Elasticsearch clusterImport the Elasticsearch cluster
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If  your Elast icsearch cluster is not created by using Terraform, you can run commands to import  the
cluster to the state directory of Terraform.

1. Create a file named main.tf in the test  directory.

vim main.tf

2. Declare the cluster and specify the storage path of the cluster that you want to import  to the
state directory.

resource "alicloud_elasticsearch_instance" "test" {}

3. Import  the cluster.

terraform import alicloud_elasticsearch_instance.test  es-cn-0pp1f1y5g000h****

If  the command is successfully run, the following result  is returned:

alicloud_elasticsearch_instance.test: Importing from ID "es-cn-0pp1f1y5g000h****"...
alicloud_elasticsearch_instance.test: Import prepared!
  Prepared alicloud_elasticsearch_instance for import
alicloud_elasticsearch_instance.test: Refreshing state... [id=es-cn-0pp1f1y5g000h****]
Import successful!
The resources that were imported are shown above. These resources are now in
your Terraform state and will henceforth be managed by Terraform.

Not e Not e For more information about how to import  and manage exist ing clusters, see
Manage exist ing cloud resources.

View all the managed clustersView all the managed clusters
Run the  terraform show  command to view all the managed clusters and their attribute values in the
state directory.

Elast icsearch Best  Pract ices··Clust er managemen
t

> Document  Version: 20220614 321

https://yq.aliyun.com/articles/726955


# alicloud_elasticsearch_instance.instance:
resource "alicloud_elasticsearch_instance" "instance" {
    data_node_amount     = 2
    data_node_disk_size  = 20
    data_node_disk_type  = "cloud_ssd"
    data_node_spec       = "elasticsearch.sn2ne.large"
    domain               = "es-cn-dssf9op81lz4q****.elasticsearch.aliyuncs.com"
    id                   = "es-cn-dssf9op81lz4q****"
    instance_charge_type = "PostPaid"
    kibana_domain        = "es-cn-dssf9op81lz4q****.kibana.elasticsearch.aliyuncs.com"
    kibana_port          = 5601
    kibana_whitelist     = []
    master_node_spec     = "elasticsearch.sn2ne.large"
    password             = (sensitive value)
    port                 = 9200
    private_whitelist    = []
    public_whitelist     = []
    status               = "active"
    version              = "6.7.0_with_X-Pack"
    vswitch_id           = "vsw-bp1f7r0ma00pf9h2l****"
    zone_count           = 1
}
# alicloud_elasticsearch_instance.test:
resource "alicloud_elasticsearch_instance" "test" {
    data_node_amount     = 3
    data_node_disk_size  = 51
    data_node_disk_type  = "cloud_ssd"
    data_node_spec       = "elasticsearch.r5.large"
    domain               = "es-cn-0pp1f1y5g000h****.elasticsearch.aliyuncs.com"
    id                   = "es-cn-0pp1f1y5g000h****"
    instance_charge_type = "PostPaid"
    kibana_domain        = "es-cn-0pp1f1y5g000h****.kibana.elasticsearch.aliyuncs.com"
    kibana_port          = 5601
    kibana_whitelist     = []
    port                 = 9200
    private_whitelist    = []
    public_whitelist     = []
    status               = "active"
    version              = "6.7.0_with_X-Pack"
    vswitch_id           = "vsw-bp1f7r0ma00pf9h2l****"
    zone_count           = 1
    timeouts {}
}

Delete a clusterDelete a cluster

Warning Warning After a cluster is deleted, it  cannot be recovered, and all the data stored on the
cluster is deleted.

Go to the test  directory, run the  terraform destroy  command, and then enter yes to delete the
cluster.

# terraform destroy
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# terraform destroy
alicloud_elasticsearch_instance.instance: Refreshing state... [id=es-cn-v3x49h5397fau****]
An execution plan has been generated and is shown below.
Resource actions are indicated with the following symbols:
  - destroy
Terraform will perform the following actions:
  # alicloud_elasticsearch_instance.instance will be destroyed
  - resource "alicloud_elasticsearch_instance" "instance" {
      - data_node_amount     = 2 -> null
      - data_node_disk_size  = 20 -> null
      - data_node_disk_type  = "cloud_ssd" -> null
      - data_node_spec       = "elasticsearch.sn2ne.large" -> null
      - domain               = "es-cn-v3x49h5397fau****.elasticsearch.aliyuncs.com" -> null
      - id                   = "es-cn-v3x49h5397fau****" -> null
      - instance_charge_type = "PostPaid" -> null
      - kibana_domain        = "es-cn-v3x49h5397fau****.kibana.elasticsearch.aliyuncs.com" 
-> null
      - kibana_port          = 5601 -> null
      - kibana_whitelist     = [] -> null
      - master_node_spec     = "elasticsearch.sn2ne.large" -> null
      - password             = (sensitive value)
      - port                 = 9200 -> null
      - private_whitelist    = [] -> null
      - public_whitelist     = [] -> null
      - status               = "active" -> null
      - version              = "6.7.0_with_X-Pack" -> null
      - vswitch_id           = "vsw-bp1f7r0ma00pf9h2l****" -> null
      - zone_count           = 1 -> null
    }
Plan: 0 to add, 0 to change, 1 to destroy.
Do you really want to destroy all resources?
  Terraform will destroy all your managed infrastructure, as shown above.
  There is no undo. Only 'yes' will be accepted to confirm.
  Enter a value: yes
alicloud_elasticsearch_instance.instance: Destroying... [id=es-cn-v3x49h5397fau****]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
10s elapsed]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
20s elapsed]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
30s elapsed]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
40s elapsed]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
50s elapsed]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
1m0s elapsed]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
1m10s elapsed]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
1m20s elapsed]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
1m30s elapsed]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
1m40s elapsed]
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1m40s elapsed]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
1m50s elapsed]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
2m0s elapsed]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
2m10s elapsed]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
2m20s elapsed]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
2m30s elapsed]
alicloud_elasticsearch_instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****, 
2m40s elapsed]
alicloud_elasticsearch_instance.instance: Destruction complete after 10m2s
Destroy complete! Resources: 1 destroyed.

If  performance issues are caused by inappropriate shard configurations when you use an Elast icsearch
cluster, you can use the  _split  API to split  indexes in the Elast icsearch cluster into new indexes with
more primary shards in online mode. For example, if  the number of primary shards for an index is small,
large amounts of data may be stored in each primary shard. As a result , the cluster performance may be
affected. This topic describes how to use the  _split  API to split  an exist ing index into a new index
with more primary shards.

ContextContext
After an index is created, you cannot change the number of primary shards for the index. In most cases,
if  you want to change the number of primary shards for an exist ing index, you need to call the reindex
API to reindex data, which is t ime-consuming. To resolve this issue, Elast icsearch provides the _split  API
in Elast icsearch V6.X and later versions. You can use this API to split  an exist ing index into a new index
with more primary shards in online mode. For more information about the API, see Split  index API.

The following descript ions provide information about performance tests performed on the reindex API
and  _split  API:

Test  environment:

Nodes: five data nodes, each of which offers 8 vCPUs and 16 GiB of memory

Data volume: 183 GiB of data stored in an index

Number of shards: five primary shards for the original index, 20 primary shards for the new index,
and no replica shards for both indexes

Test  results

Method Consumed time Resource usage

reindex API 2.5 hours
The write QPS in the cluster is excessively high, and
the resource usage of the data nodes is high.

9.6.2. Use the _split API to split an index into a9.6.2. Use the _split API to split an index into a
new index with more primary shardsnew index with more primary shards
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 _split  API 3 minutes
The CPU utilization of each data node is
approximately 78%, and the minute-average load
of each data node is approximately 10.

Method Consumed time Resource usage

PrerequisitesPrerequisites
The Elast icsearch cluster is healthy, and the load of the cluster is normal.

The number of primary shards that can be obtained after the index is split  is evaluated based on the
number of data nodes in and the disk space of the Elast icsearch cluster. For more information, see
Shard evaluation.

Data write operations are disabled for the index. The Elast icsearch cluster does not contain an index
that is named the same as the new index.

The Elast icsearch cluster has sufficient  disk space to store the new index.

ProcedureProcedure
1. 

2. 

3. On the Console tab of the page that appears, run the following command to create an index. In
the command, configure the index.number_of_routing_shards parameter to specify the number of
routing shards and the index.number_of_shards parameter to specify the number of primary shards.

The number of primary shards for the new index must be a factor of the value of the
index.number_of_routing_shards parameter and a mult iple of the value of the
index.number_of_shards parameter. In this example, an index named dest1 is created in an
Elast icsearch V7.10 cluster. The index.number_of_routing_shards parameter is set  to 24, and the
index.number_of_shards parameter is set  to 2. In this case, the number of primary shards that can
be obtained after the index is split  is 4, 6, 8, 12, or 24.

Not e Not e You must replace dest1 in the following command based on your business
requirements.

PUT /dest1
{
  "settings": {
    "index": {
      "number_of_routing_shards": 24,
      "number_of_shards":2
    }
  }
}

Parameter Description

Elast icsearch Best  Pract ices··Clust er managemen
t

> Document  Version: 20220614 325

https://www.alibabacloud.com/help/doc-detail/72660.htm#concept-dq4-bmk-zgb/section-tjp-qfl-zgb


number_of_routing_shards

The number of routing shards. This parameter defines the number
of t imes the original index can be split  or the numbers of primary
shards that can be obtained after the split. When you create an
index, you must make sure that the number of primary shards
configured for the index is a factor of the value of this parameter.

Not eNot e

If you want to split  an index in an Elasticsearch cluster
of a version earlier than V7.0, you must configure the
index.number_of_routing_shards parameter in the
command that is used to create the index, and the
maximum value of this parameter is 1024. By default,
for an Elasticsearch cluster of V7.0 or later, the value of
the index.number_of_routing_shards parameter is
related to the number of primary shards for the index
that you want to split  in the cluster. If you want to split
an index in an Elasticsearch cluster of V7.0 or later and
this parameter is not configured in the command used
to create the index, the index is split  by a factor of 2 by
default, and a maximum of 1,024 primary shards can be
obtained after the split. For example, if the number of
primary shards for the original index is 1, the number of
primary shards obtained after the split  can be a number
from 1 to 1,024. If the number of primary shards for the
original index is 5, the number of primary shards that
can be obtained after the split  is 10, 20, 40, 80, 160,
320, or 640. The maximum number of primary shards
that can be obtained after the split  is 640.

When you split  an index whose primary shards have
been shrunk down by using the _shrink API, you must
make sure that the number of primary shards obtained
after the split  is a multiple of the number of primary
shards before the split. For example, if the number of
primary shards before the split  is 5, the number of
primary shards obtained after the split  must be a
multiple of 5, such as 10, 15, 20, 25, and 30. The
number of primary shards obtained after the split
cannot exceed 1,024.

number_of_shards The number of primary shards for the index.

Parameter Description

4. Insert  data.

Not e Not e The following data is used only for test ing.
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POST /dest1/_doc/_bulk
{"index":{}}
{"productName":"Daily Wealth Management for Comprehensive Health","annual_rate":"3.2200
%","describe":"180-day wealth management product. Minimum investment of USD 20,000. Low
-risk investment. Select whether to receive push messages for returns."}
{"index":{}}
{"productName":"Western Tongbao","annual_rate":"3.1100%","describe":"90-day wealth mana
gement product. Minimum investment of USD 10,000. Daily push messages when returns are 
credited to your account."}
{"index":{}}
{"productName":"Anxiang Livestock Industry","annual_rate":"3.3500%","describe":"270-day
wealth management product. Minimum investment of USD 40,000. Daily push messages when r
eturns are immediately credited to your account."}
{"index":{}}
{"productName":"Monthly 5G Device Purchase Profit","annual_rate":"3.1200%","describe":"
90-day wealth management product. Minimum investment of USD 12,000. Daily push messages
when returns are credited to your account."}
{"index":{}}
{"productName":"New Energy Power Wealth Management","annual rate":"3.0100%","describe":
"30-day wealth management product. Minimum investment of USD 8,000. Daily push messages
for returns."}
{"index":{}}
{"productName":"Microcredit Profit","annual_rate":"2.7500%","describe":"3-day popular w
ealth management product. No service fees. Minimum investment of USD 500. Push messages
for returns."}

5. Disable data write operations for the index.

PUT /dest1/_settings
{
  "settings": {
    "index.blocks.write": true
  }
}

6. Split  the original index into a new index with more primary shards and enable data write operations
for the new index.

POST dest1/_split/dest3
{
  "settings": {
    "index.number_of_shards": 12,
    "index.blocks.write": null
  }
}

In this example, the original index dest1 is split  into the new index dest3 by using the  _split  API.
The number of primary shards for the new index is 12, and data write operations are enabled for
the new index.
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Not iceNot ice

The number of primary shards for the original index is 2, and the
index.number_of_routing_shards parameter is set  to 24. In this case, the number of
primary shards for the new index must be a mult iple of 2 and cannot exceed 24.
Otherwise, an error is reported in the Kibana console.

During the split , the system merges the segments on nodes. This operation consumes
the computing resources of the Elast icsearch cluster and increases the loads on the
cluster. Therefore, before you split  an index, you must make sure that your Elast icsearch
cluster has sufficient  disk space. We recommend that you split  indexes during off-peak
hours.

You must replace dest1 and dest3 in the preceding commands based on your business
requirements.

7. View the result .

Call the  _cat recovery  API to query the index split  progress. If  no recoveries about shard split
are returned and the Elast icsearch cluster is healthy, the index split  is complete.

Query the index split  progress

GET _cat/recovery?v&active_only

If  no index that is wait ing to be split  is displayed in the index column in the returned result , no
recoveries about index split  exist .

Query the health status of the Elast icsearch cluster

GET _cluster/health

If  the returned result  contains  "status" : "green" , the Elast icsearch cluster is healthy.

FAQFAQ
Q: Why are the CPU utilizat ion and minute-average load of each data node in my Elast icsearch cluster
not reduced after the index split  operation is complete?

A: When you split  an index, the system reroutes the documents in the index, and the new index
contains a large number of docs.deleted documents. If  you run the  GET _nodes/hot_threads 
command, you can view that a merge operation is being performed on the original index. The merge
operation consumes a large number of computing resources of the Elast icsearch cluster. We
recommend that you split  indexes during off-peak hours.

Before you create an index in an Elast icsearch cluster, you must determine the number of primary shards
to be configured for the index based on the actual volume of business data. If  you have only a small
amount of business data but configure a large number of primary shards for the index, resources may
be excessively consumed and QPS or write throughput may be affected. In this case, we recommend
that you reduce the number of primary shards configured for the index. This topic describes how to use
the  _shrink  API to shrink an exist ing index into a new index with fewer primary shards.

9.6.3. Use the _shrink API to shrink an index into9.6.3. Use the _shrink API to shrink an index into
a new index with fewer primary shardsa new index with fewer primary shards
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ContextContext
When you use an Elast icsearch cluster, you must take note of the total number of shards configured for
indexes in the cluster and shard configuration for each index in the cluster. The larger the total number
of shards configured for indexes in the cluster, the more the file handles occupied by the shards, and
the more the resources consumed in the cluster. In addit ion, inappropriate shard configuration such as
excessive primary shards affects query and write operations.

If  you configure an excessive number of primary shards for an index, you can use the reindex API to
reduce the number of primary shards. However, this method requires a long period of t ime. To reduce
time costs, open source Elast icsearch provides the  _shrink  API. When you use the _shrink API, a shrink
operation is performed. You must complete the following steps when you use the _shrink API to reduce
the number of primary shards for an index:

1. Create a new index. The number of primary shards for the new index is less than that for the
original index, but the other sett ings for the new index are the same as those for the original index.
Relocate all shards for the original index to the same node in the Elast icsearch cluster and make
sure that the reserved disk space for the node is greater than the size of data stored on all primary
shards for the original index.

2. Create hard links to link segments from the original index to the new index.

3. Recover the new index. This operation is similar to opening a closed index.

The following descript ions provide information about performance tests that are performed on the
reindex API and  _shrink  API:

Test  environment:

Data nodes: five data nodes, each of which offers 8 vCPUs and 16 GiB of memory

Data volume: 182 GiB of data stored in an index

Number of shards: 30 primary shards for the original index, 5 primary shards for the new index, and
no replica shards for both indexes

Test  results

Method Consumed time Resource usage

reindex API 3 hours and 22 minutes
The write QPS in the cluster is excessively high, and
the resource usage of the data nodes is high.

 _shrink  API 15 minutes
The computing resource usage of the node on
which the shrink operation is performed is high.

PrerequisitesPrerequisites
The Elast icsearch cluster is healthy, and the load of the cluster is normal.

The number of primary shards to be obtained after the shrink operation is evaluated based on the
number of data nodes in the Elast icsearch cluster and the disk space of the Elast icsearch cluster. For
more information, see Shard evaluation.

The original index is in a normal state indicated by the color green.

The number of documents stored in the original index does not exceed 2,147,483,519.

The Elast icsearch cluster does not contain an index that is named the same as the new index.

ProcedureProcedure
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1. 

2. 

3. On the Console tab of the page that appears, run the following command to disable data write
operations for the original index, set  the number of replica shards for the original index to 0, and
relocate all shards for the original index to the same node in the Elast icsearch cluster.

In this example, an original index named shrink5 is used. You must replace the name of the original
index in the following command based on your business requirements.

PUT shrink5/_settings
{
    "index.routing.allocation.require._name": "es-cn-zvp25yhyy000y****-1ab7****-0001",
    "index.blocks.write": true,
    "index.number_of_replicas": 0
}
                        

Parameter Description

index.routing.allocation.require.
_name

The name of the node to which you want to relocate shards. You
can run the  GET _cat/nodes?v  command to obtain the name.

Not e Not e Before you call the  _shrink  API to shrink an
existing index into a new index with fewer primary shards, you
must relocate all shards for the original index to the same
node in the Elasticsearch cluster.

index.blocks.write

Specifies whether to disable data write operations for the original
index. Set this parameter to true. The value true indicates that data
write operations are disabled for the original index.

Not e Not e Before you call the  _shrink  API to shrink an
existing index into a new index with fewer primary shards, you
must disable data write operations for the original index.

index.number_of_replicas The number of replica shards for the original index.

4. Call the  _shrink  API to shrink the original index into a new index with fewer primary shards.

The following command provides an example on how to shrink the original index shrink5 that has 30
primary shards to the new index shrink_hk5e_cn that has five primary shards. You must replace the
name of the original index and that of the new index in the following command based on your
business requirements.
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POST shrink5/_shrink/shrink_hk5e_cn
{
  "settings": {
    "index.blocks.write": null,
    "index.number_of_shards": 5,
    "index.number_of_replicas": 0,
    "index.routing.allocation.require._name": null
  }
}

Parameter Description

index.blocks.write
Specifies whether to disable data write operations for the new
index. Set this parameter to null. This way, the settings that are
copied from the original index are cleared.

index.number_of_shards

The number of primary shards for the new index.

Not iceNot ice

After the shrink operation is triggered, the CPU
utilization and minute-average load of the node on
which the shrink operation is performed are high. We
recommend that you shrink indexes during off-peak
hours.

The number of primary shards for the original index
must be greater than that for the new index. The
number of primary shards for the original index must be
divisible by the number of primary shards for the new
index. For example, if the number of primary shards for
the original index is 8, the number of primary shards for
the new index can be 4, 2, or 1. If the number of
primary shards for the original index is 15, the number
of primary shards for the new index can be 5, 3, or 1. If
the number of primary shards for the original index is a
prime number, the number of primary shards for the
new index can only be 1.

index.number_of_replicas The number of replica shards for the new index.

index.routing.allocation.require.
_name

The name of the node to which you want to relocate shards. Set
this parameter to null. This way, the settings that are copied from
the original index are cleared.

5. View the result .

Call the  _cat recovery  API to query the index shrink progress. If  no recoveries about index shrink
are returned and the Elast icsearch cluster is healthy, the index shrink is complete.

Query the index shrink progress

GET _cat/recovery?v&active_only
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If  no index that is wait ing to be shrunk is displayed in the index column in the returned result , no
recoveries about index shrink exist .

Query the health status of the Elast icsearch cluster

GET _cluster/health

If  the returned result  contains  "status" : "green" , the Elast icsearch cluster is healthy.

FAQFAQ
Q: Why are hard links instead of symbolic links used?

A: Hard links ensure the independence of the new index. If  you use symbolic links, and you delete the
original index after data is writ ten to the new index, data in the new index is also deleted. Hard links
ensure that data in the new index is not deleted.

Curator is an index management tool provided by open-source Elast icsearch. This tool allows you to
create, delete, and disable indexes. It  also allows you to merge index segments. This topic describes
how to install Curator, use the singleton command line interface (CLI), schedule a task by using crontab,
separate hot and cold data, and migrate indexes from hot nodes to warm nodes.

Install CuratorInstall Curator
Before you install Curator, make sure that you have completed the following preparations:

Create an Alibaba Cloud Elast icsearch cluster.

Create an Alibaba Cloud Elast ic Compute Service (ECS) instance.

This topic uses an ECS instance that runs 64-bit  CentOS 7.3 as an example. The created ECS instance
must be in the same region, zone, and Virtual Private Cloud (VPC) as the Elast icsearch cluster.

Connect to the ECS instance and run the following command to install Curator:

pip install elasticsearch-curator

Not e Not e We recommend that you install Curator 5.6.0 that is compatible with Alibaba Cloud
Elast icsearch V5.5.3 and V6.3.2. For more information about the compatibility between Curator and
Alibaba Cloud Elast icsearch, see Version Compatibility.

Run the following command to check the version of Curator:

curator --version

If  the command is successfully executed, the following result  is returned:

curator, version 5.6.0

Not e Not e For more information about Curator, see Curator Index Management.

9.6.4. Use Curator9.6.4. Use Curator
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Use the singleton CLIUse the singleton CLI
You can run the curat or_clicurat or_cli command to perform a single act ion. For more information, see Singleton
Command Line Interface.

Not eNot e

The curat or_clicurat or_cli command allows you to perform only one act ion at  a t ime.

Some act ions such as Alias and Restore cannot be performed on the singleton CLI.

Schedule a task by using crontabSchedule a task by using crontab
You can use crontab and curat orcurat or commands to schedule the act ions in a task.

The following code provides an example of the curat orcurat or command:

curator [OPTIONS] ACTION_FILE
Options:
  --config PATH  Path to configuration file. Default: ~/.curator/curator.yml
  --dry-run      Do not perform any changes.
  --version      Show the version and exit.
  --help         Show this message and exit.

When you run the curat orcurat or command, you must specify the config.yml and act ion.yml files.

Separate hot and cold dataSeparate hot and cold data
For more information, see "Hot-Warm" Architecture in Elast icsearch 5.x.

Migrate indexes from hot nodes to warm nodesMigrate indexes from hot nodes to warm nodes
1. Create a config.yml file in the /usr/curator/ directory. Example:

client:
  hosts:
    - http://es-cn-0pxxxxxxxxxxxx234.elasticsearch.aliyuncs.com
  port: 9200
  url_prefix:
  use_ssl: False
  certificate:
  client_cert:
  client_key:
  ssl_no_validate: False
  http_auth: user:password
  timeout: 30
  master_only: False
logging:
  loglevel: INFO
  logfile:
  logformat: default
  blacklist: ['elasticsearch', 'urllib3']

 hosts : Set  the value to the internal or public endpoint  of the Elast icsearch cluster. The
internal endpoint  is used in this example.
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 http_auth : Set  the value to the username and password that are used to access the
Elast icsearch cluster.

2. Create an act ion.yml file in the /usr/curator/ directory. Example:

actions:
  1:
    action: allocation
    description: "Apply shard allocation filtering rules to the specified indices"
    options:
      key: box_type
      value: warm
      allocation_type: require
      wait_for_completion: true
      timeout_override:
      continue_if_exception: false
      disable_action: false
    filters:
    - filtertype: pattern
      kind: prefix
      value: logstash-
    - filtertype: age
      source: creation_date
      direction: older
      timestring: '%Y-%m-%dT%H:%M:%S'
      unit: minutes
      unit_count: 30

In this example, indexes that are created on  hot  nodes 30 minutes ago and start  with  logstash
-  are migrated to  warm  nodes. You can also configure an act ion.yml file as required.

3. Check whether the curat orcurat or command runs normally.

curator --config /usr/curator/config.yml /usr/curator/action.yml

If  the curator command runs normally, information similar to the following code is returned:

2019-02-12 20:11:30,607 INFO      Preparing Action ID: 1, "allocation"
2019-02-12 20:11:30,612 INFO      Trying Action ID: 1, "allocation": Apply shard alloca
tion filtering rules to the specified indices
2019-02-12 20:11:30,693 INFO      Updating index setting {'index.routing.allocation.req
uire.box_type': 'warm'}
2019-02-12 20:12:57,925 INFO      Health Check for all provided keys passed.
2019-02-12 20:12:57,925 INFO      Action ID: 1, "allocation" completed.
2019-02-12 20:12:57,925 INFO      Job completed.

4. Enable the curat orcurat or command to run at  15-minute intervals.

*/15 * * * * curator --config /usr/curator/config.yml /usr/curator/action.yml

This topic describes how to use the rollup mechanism to summarize traffic data.

9.6.5. Use the rollup mechanism to summarize9.6.5. Use the rollup mechanism to summarize
traffic datatraffic data
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For t ime series data, data volumes increase over t ime. If  you want to store large volumes of data, the
storage costs will linearly increase. In this scenario, you can use the rollup mechanism of Elast icsearch to
store data at  a fract ion of the cost. The following procedure demonstrates how to use the rollup
mechanism to summarize Logstash traffic data.

PrerequisitesPrerequisites
You have the manage or manage_rollup permission.

To use the rollup mechanism, you must have the manage or manage_rollup permission. For more
information, see Security privileges.

You have created an Alibaba Cloud Elast icsearch instance.

For more information, see Create an Alibaba Cloud Elasticsearch cluster. This topic uses an Alibaba Cloud
Elast icsearch V7.4 instance of the Standard Edit ion as an example.

Not e Not e The rollup commands listed in this topic are of Elast icsearch V7.4. For more
information about commands of Elast icsearch V6.x, see rollup job descript ions.

ContextContext
Requirements:

Elast icsearch provides hourly summaries of the networkoutTraffic and networkinTraffic f ields at
intervals of 15 minutes. The networkoutTraffic and networkinTraffic f ields correspond to a specific
instance ID.

Elast icsearch uses charts presented on the Kibana console to visualize the data of the
networkoutTraffic and networkinTraffic f ields.

In this topic, the index that is prefixed by monitordata-logstash-sls-* is used as an example. * indicates
the date in the format of YYYY-MM-DD. This type of index is generated on a daily basis. Mapping format
of the index:

"monitordata-logstash-sls-2020-04-05" : {
    "mappings" : {
      "properties" : {
        "@timestamp" : {
          "type" : "date"
        },
        "__source__" : {
          "type" : "text",
          "fields" : {
            "keyword" : {
              "type" : "keyword",
              "ignore_above" : 256
            }
          }
        },
        "disk_type" : {
          "type" : "text",
          "fields" : {
            "keyword" : {
              "type" : "keyword",
              "ignore_above" : 256
            }
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            }
          }
        },
        "host" : {
          "type" : "keyword"
        },
        "instanceId" : {
          "type" : "keyword"
        },
        "metricName" : {
          "type" : "keyword"
        },
        "monitor_type" : {
          "type" : "keyword"
        },
        "networkinTraffic" : {
          "type" : "double"
        },
        "networkoutTraffic" : {
          "type" : "double"
        },
        "node_spec" : {
          "type" : "keyword"
        },
        "node_stats_node_master" : {
          "type" : "keyword"
        },
        "resource_uid" : {
          "type" : "keyword"
        }
      }
    }
  }
}

Not e Not e You can run the commands provided in this topic in the Kibana console. For more
information, see Log on to the Kibana console.

ProcedureProcedure
1. Step 1: Create a rollup job

2. Step 2: Start  the rollup job and view the job information

3. Step 3: Query the data of the rollup index

4. Step 4: Create a rollup index pattern

5. Step 5: Create a chart  for traffic monitoring in the Kibana console

6. Step 6: Create a traffic monitoring dashboard in the Kibana console

Step 1: Create a rollup jobStep 1: Create a rollup job
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This step provides the instruct ions on how to run a job, when to index a document, and which queries
are performed on rollup indexes. The following example uses the  PUT _rollup/job  command to
define rollup jobs within an hour.

PUT _rollup/job/ls-monitordata-sls-1h-job1
{
    "index_pattern": "monitordata-logstash-sls-*",
    "rollup_index": "monitordata-logstash-rollup-1h-1",
    "cron": "0 */15 * * * ?",
    "page_size" :1000,
    "groups" : {
      "date_histogram": {
        "field": "@timestamp",
        "fixed_interval": "1h"
      },
      "terms": {
        "fields": ["instanceId"]
      }
    },
    "metrics": [
        {
            "field": "networkoutTraffic",
            "metrics": ["sum"]
        },
        {
            "field": "networkinTraffic",
            "metrics": ["sum"]
        }
    ]
}

Parameter Required Type Description

 index_pattern
 Yes string

The index or index pattern of the rollup
job. Wildcards (*) are supported.

 rollup_index Yes string
The index of the rollup summary.
Wildcards are not supported, and a
complete name is required.

 cron Yes string
The interval between rollup jobs. It  is
independent of the interval at which
data is rolled up.

 page_size Yes integer

The number of bucket results that are
processed on each iteration of the rollup
index. A larger value indicates faster
processing and higher memory usage
during the processing.

 groups Yes object
Allows you to define the grouping fields
and aggregation methods for jobs.
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└  
date_histogram Yes object

Allows you to roll up the date field to a
time-based bucket.

└  field Yes string The date field you want to roll up.

└  fixed_interv
al Yes time units

The interval at which data is rolled up.
For example, if this parameter is set to
1h, the date field specified by the field
parameter is rolled up on an hourly
basis. This parameter specifies the
minimum interval at which data is rolled
up.

 terms No object None.

└  fields Yes string
The terms field set. Fields in this array
can be of the keyword or numberic type,
and arranged with no order required.

 metrics No object None.

└  field Yes string

The field of the metrics you want to
collect. In the preceding code, this
parameter is set to networkoutTraffic
and networkinTraffic.

└  metrics Yes array

The operator you want to use for
aggregation. If this parameter is set to
sum, the sum of the networkinTraffic
field is calculated. This parameter can be
set to min, max, sum, average, or value
count.

Parameter Required Type Description

Not e Not e └ indicates a child parameter.

For more information about these parameters, see Create rollup jobs API. Note the following points
when you configure parameters:

If   index_pattern  is set  to a wildcard pattern, make sure that the value of index_pattern is
different from that of  rollup_index . Otherwise, an error is returned.

The mapping of rollup_index is of the object  type. Make sure that index_pattern is not set  to the
same value as rollup_index. Otherwise, an error is returned.

The rollup job supports only date histogram aggregation, histogram aggregation, and terms
aggregation. For more information, see Rollup aggregation limitat ions.

Step 2: Start the rollup job and view the job informationStep 2: Start the rollup job and view the job information
1. Start  the rollup job.

POST _rollup/job/ls-monitordata-sls-1h-job1/_start
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2. View the configuration, stat ist ics, and status of the rollup job.

GET _rollup/job/ls-monitordata-sls-1h-job1/

For more information, see Get rollup jobs API.

If  the command is executed successfully, the following result  is returned:

{
     ........
      "status" : {
        "job_state" : "indexing",
        "current_position" : {
          "@timestamp.date_histogram" : 1586775600000,
          "instanceId.terms" : "ls-cn-ddddez****"
        },
        "upgraded_doc_id" : true
      },
      "stats" : {
        "pages_processed" : 3,
        "documents_processed" : 11472500,
        "rollups_indexed" : 3000,
        "trigger_count" : 1,
        "index_time_in_ms" : 766,
        "index_total" : 3,
        "index_failures" : 0,
        "search_time_in_ms" : 68559,
        "search_total" : 3,
        "search_failures" : 0
      }
}

Step 3: Query the data of the rollup indexStep 3: Query the data of the rollup index
When the rollup job is executed, the structure of the rollup document is different from that of the raw
data. The rollup query port  rebuilds the Query DSL into a pattern that matches the rollup document,
obtains the response, and restores the Query DSL to the pattern expected by the client  that is used for
the original query.

1. Use match_all to obtain all data of the rollup index.

GET monitordata-logstash-rollup-1h-1/_search
{
  "query": {
    "match_all": {}
  }
}

Only one rollup index can be specified for a query. Fuzzy match is not supported. Mult iple
indexes can be specified for a real-t ime data query.

The following queries are supported: term queries, terms queries, range queries, match all
queries, and any compound queries. Compound queries are combinations of queries, including
Boolean queries, boosting queries, and constant score queries. For more limits, see Rollup search
limitat ions.
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2. Use  _rollup_search  to obtain the sum of networkoutTraffic.

GET /monitordata-logstash-rollup-1h-1/_rollup_search
{
    "size": 0,
    "aggregations": {
        "sum_temperature": {
            "sum": {
                "field": "networkoutTraffic"
            }
        }
    }
}

 _rollup_search  supports subsets of common search operation features:

query: the Query DSL parameter with specific limits. For more information, see Rollup search
limitat ions and Rollup aggregation limitat ions.

aggregations: the aggregation parameter.

 _rollup_search  does not support  the following features:

size: Set  this parameter to 0 or do not specify this parameter. This is because rollup is used only
for data aggregation and the query result  cannot be returned.

Parameters such as highlighter, suggestors, post_filter, profile, and explain are not supported.

Step 4: Create a rollup index patternStep 4: Create a rollup index pattern
1. Log on to the Kibana console.

For more information, see Log on to the Kibana console.

2. In the left-side navigation pane, click the ManagementManagement  icon.

3. In the KibanaKibana area, click Index Pat t ernsIndex Pat t erns.

4. (Optional)Close the About  index pat t ernsAbout  index pat t erns page.

Not e Not e Skip this step if  this is not the first  t ime you created an index pattern.
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5. Choose Creat e index pat t ernCreat e index pat t ern >  > Rollup index pat t ernRollup index pat t ern.

6. In the Index pattern field, enter an index pattern name such as monitordata-logstash-rollup-1h-1,
and then click Next  st epNext  st ep.

7. From the T ime Filt er f ield nameT ime Filt er f ield name drop-down list , select  @t imest amp@t imest amp.

8. Click Creat e index pat t ernCreat e index pat t ern.

Step 5: Create a chart for traffic monitoring in the Kibana consoleStep 5: Create a chart for traffic monitoring in the Kibana console
The following procedure demonstrates how to create networkinTraffic and networkoutTraffic charts
for the rollup index in the Kibana console.

1. Log on to the Kibana console.

For more information, see Log on to the Kibana console.

2. Create a line chart.
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i. In the left-side navigation pane, click the VisualizeVisualize icon.

ii. Click Creat e new visualizat ionCreat e new visualizat ion.

iii. In the New Visualizat ionNew Visualizat ion dialog box that appears, click LineLine.

iv. In the index pattern list , click the created rollup index pattern.

3. Specify parameters in Met ricsMet rics and Bucket sBucket s.

i. In the Met ricsMet rics sect ion, click .

ii. Specify Y-axisY-axis parameters.

Parameter Description

Aggregat ionAggregat ion Set the parameter value to SumSum.

FieldField
Set the parameter value to networkinTraffic or
networkoutTraffic.

Cust om labelCust om label Enter a custom Y-axis label.

iii. In the Bucket sBucket s sect ion, choose AddAdd >  > X-axisX-axis.
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iv. Specify X-axisX-axis parameters.

Parameter Description

Aggregat ionAggregat ion
Set the parameter value to  date_histogram  defined for  gr
oup  in Step 1: Create a rollup job.

FieldField Set the parameter value to @ t imest amp@ t imest amp.

Minimum int ervalMinimum int erval
The default value is the aggregation time granularity defined in
the rollup job. The value must be an integer multiple of the
rollup interval, such as 2h or 3h.

v. Click the  icon.

4. In the top navigation bar, click SaveSave.
After the configuration is successful, you can view the line chart, as shown in the following figure.

5. Create a gauge chart  in the same way.
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6. Configure parameters for the gauge chart. Sample configurations:

Step 6: Create a traffic monitoring dashboard in the Kibana consoleStep 6: Create a traffic monitoring dashboard in the Kibana console
1. In the Kibana console, click the DashboardDashboard icon in the left-side navigation pane.

2. Click Creat e new dashboardCreat e new dashboard.
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3. In the top navigation bar, click AddAdd.

4. On the Add panelsAdd panels page, click the chart  configured in Step 5.

5. Close the Add panelsAdd panels page. In the top navigation bar, click SaveSave.

6. Modify the dashboard name and click Conf irm SaveConf irm Save.

After the dashboard configuration is saved, you can view the dashboard.

7. Click +  Add f ilt er+  Add f ilt er, select  a filter item, configure the filter condit ions, and click SaveSave.

In this step, term is used as a filter item to query networkoutTraffic and networkinTraffic of an
instance. The following figure shows the final presentation of dashboards.

Use Cerebro to access an Elast icsearch cluster

9.6.6. Use Cerebro to access an Elasticsearch9.6.6. Use Cerebro to access an Elasticsearch
clustercluster
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In addit ion to Kibana, curl commands, and clients, you can use third-party plug-ins or tools such as
Elast icsearch-Head and Cerebro to access an Elast icsearch cluster. The Elast icsearch-Head plug-in is not
maintained in versions later than Elast icsearch 5.x. Therefore, we recommend that you use Cerebro to
access your Elast icsearch cluster. This topic describes how to use Cerebro to access an Elast icsearch
cluster.

PrerequisitesPrerequisites
An Alibaba Cloud Elast icsearch cluster is created.

For more information, see Create an Alibaba Cloud Elasticsearch cluster.

An Alibaba Cloud Elast ic Compute Service (ECS) instance is created. This instance must reside in the
same virtual private cloud (VPC) as the Elast icsearch cluster.

For more information, see Create an instance by using the wizard. The ECS instance is used to install
Cerebro.

Not e Not e If  your ECS instance resides in a different VPC from your Elast icsearch cluster, or you
want to install Cerebro on an on-premises machine, you can access the Elast icsearch cluster over
the Internet. In this case, take note of the following items:

Access over the Internet is less secure than access over an internal network.

Network latency may cause services to be unstable.

You must turn on Public Network Access for your Elast icsearch cluster and configure a
whitelist  for access to the Elast icsearch cluster over the Internet. For more information,
see Configure a public or private IP address whitelist  for an Elast icsearch cluster.

The JDK is installed on the ECS instance. The JDK version must be 1.8 or later.

ContextContext
Cerebro is a third-party tool.

You can use Cerebro to access the Elast icsearch cluster over the Internet by using the public endpoint
and the related port  of this cluster.

ProcedureProcedure
1. Connect to the ECS instance.

For more information, see 连接ECS实例.

2. Download and decompress the Cerebro installat ion package.

Run the following command to download the Cerebro installat ion package:

wget https://github.com/lmenezes/cerebro/releases/download/v0.9.0/cerebro-0.9.0.tgz

Run the following command to decompress the Cerebro installat ion package:

tar -zxvf cerebro-0.9.0.tgz

3. Modify the configuration file of Cerebro and associate Cerebro with the Elast icsearch cluster that
you want to access.

i. Open the application.conf file.

vim cerebro-0.9.0/conf/application.conf
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ii. Configure  hosts  based on the following instruct ions.

Not e Not e You can associate Cerebro with mult iple Elast icsearch clusters. Mult iple clusters
are separated with commas (,).

Parameter Description

host

The URL that is used to access the Elasticsearch cluster. Specify
the URL in the format of  http://<Internal endpoint of the
Elasticsearch cluster>:9200 . You can obtain the internal
endpoint from the Basic Information page of the cluster. For
more information, see View the basic information of a cluster.

name
The ID of the Elasticsearch cluster. You can obtain the ID from
the Basic Information page of the cluster. For more information,
see View the basic information of a cluster.

username

The username that is used to access the Elasticsearch cluster.
Default value: elastic.

Not ice Not ice To ensure system security, we recommend
that you do not use the elastic username. You can use a
custom username instead. Before you use a custom
username, you must create a role for it  and grant the
required permissions to the role. For more information, see
Use the RBAC mechanism provided by Elasticsearch X-Pack
to implement access control.

password

The password that corresponds to the username. The password
that corresponds to the elastic username is specified when you
create your Elasticsearch cluster. If you forget the password, you
can reset it . For more information about the precautions and
procedures for resetting a password, see Reset the access
password for an Elasticsearch cluster.

Elast icsearch Best  Pract ices··Clust er managemen
t

> Document  Version: 20220614 347

https://www.alibabacloud.com/help/doc-detail/67804.htm#task-2449896
https://www.alibabacloud.com/help/doc-detail/67804.htm#task-2449896
https://www.alibabacloud.com/help/doc-detail/194708.htm#task-2008398
https://www.alibabacloud.com/help/doc-detail/159883.htm#task-2458093


iii. Start  Cerebro after you save the modificat ions.

cd cerebro-0.9.0
bin/cerebro

After Cerebro is started, the result  shown in the following figure is returned.

4. Use Cerebro to access the Elast icsearch cluster.

i. Configure a security group for the ECS instance. On the InboundInbound tab, add the IP address of the
Elast icsearch cluster that you want to access and set  Port  Range to 9000.

For more information, see Add a security group rule.

ii. Enter http://<Public IP address of the ECS instance>:9000 in the address bar of a browser.

iii. On the logon page of Cerebro, click the ID of the Elast icsearch cluster that you want to access.
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iv. In the Cerebro console, view the status and the number of indexes, shards, and documents of
the cluster and perform operations as required.

Not e Not e For more information about the usage notes of Cerebro, see Gett ing Started
with Cerebro.

Configure X-Pack Watcher

X-Pack Watcher is a monitoring and alert ing service developed for Elast icsearch. If  you configure X-Pack
Watcher for your cluster, X-Pack Watcher can trigger act ions when specific condit ions are met. For
example, if  the logs index contains errors, X-Pack Watcher triggers the system to send alert
notificat ions by using emails or DingTalk messages. This topic describes how to configure a DingTalk
chatbot to receive alert  notificat ions from X-Pack Watcher.

Background informationBackground information
X-Pack Watcher allows you to create watches. A watch consists of a trigger, an input, a condit ion, and
actions.

Trigger

Determines when a watch starts to run. You must configure a trigger for each watch. X-Pack Watcher
allows you to create various types of triggers. For more information, see Schedule Trigger.

Input

Loads data to the payload of a watch. Inputs are used as filters to match the specified type of index
data. For more information, see Inputs.

Condit ion

Controls whether a watch performs act ions.

Act ions

9.7. Cluster alerting9.7. Cluster alerting
9.7.1. Configure a DingTalk chatbot to receive9.7.1. Configure a DingTalk chatbot to receive
alert notifications from X-Pack Watcheralert notifications from X-Pack Watcher
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Determines the act ions that a watch performs when the specified condit ion is met. In this example,
the webhook act ion is used.

PrerequisitesPrerequisites
A single-zone Alibaba Cloud Elast icsearch cluster is created.

For more information, see Create an Alibaba Cloud Elasticsearch cluster.

Not e Not e In the original network architecture, X-Pack Watcher is available only for single-zone
Elast icsearch clusters. In the new network architecture, X-Pack Watcher is available for both
single-zone Elast icsearch clusters and mult i-zone Elast icsearch clusters.

X-Pack Watcher is enabled for the Elast icsearch cluster. By default , X-Pack Watcher is disabled.

For more information, see Configure the YML file.

An Elast ic Compute Service (ECS) instance is created in your virtual private cloud (VPC), and the
required applications are deployed on the ECS instance.

For more information, see Create an instance by using the wizard.

Not eNot e

The ECS instance is used as a backend server to receive requests that are forwarded by a
Server Load Balancer (SLB) instance. The ECS instance can be deployed in a zone that is
different from the SLB instance but must be deployed in the same VPC and region as the
SLB instance.

X-Pack Watcher cannot directly access the Internet. It  must use the internal endpoint  of
your Elast icsearch cluster to access the Internet. In this case, you can enable source
network address translat ion (SNAT) for or associate an elast ic IP address (EIP) with an ECS
instance that is deployed in a VPC. This way, you can use the ECS instance as a proxy to
forward requests.

PrecautionsPrecautions
The network architecture of Alibaba Cloud Elast icsearch in different regions has been adjusted since
October 2020. The adjustment has the following impacts on clusters:

Clusters that are created before October 2020 are deployed in the original network architecture. In
this architecture, clusters are deployed in the VPCs that are created by users. If  you want a cluster
that is deployed in this architecture to access the Internet, you can use an ECS instance for which
SNAT is enabled or use an NGINX proxy to forward requests.

Clusters that are created in October 2020 or later are deployed in the new network architecture. If
you want to use X-Pack Watcher for an Elast icsearch cluster that is created in October 2020 or later,
you must first  use the PrivateLink service to establish private connections between VPCs. For more
information, see Configure a private connection for an Elast icsearch cluster. If  you want a cluster that
is deployed in the new network architecture to access the Internet, you can configure an NGINX proxy
to forward requests.

ProcedureProcedure
1. Configure a private connection to the Elast icsearch cluster and obtain the domain name of the

related endpoint. The domain name is used to access external services.
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For more information, see Configure a private connection for an Elast icsearch cluster.

Not e Not e This step is required only for a cluster that is deployed in the new network
architecture.

2. Configure a security group rule for the ECS instance.

i. Log on to the ECS console.

ii. In the left-side navigation pane, click Inst ancesInst ances.

iii. On the Instances page, find the ECS instance and choose MoreMore >  > Net work and Securit yNet work and Securit y
GroupGroup >  > Conf igure Securit y GroupConf igure Securit y Group in the Act ionsAct ions column.

iv. On the Securit y GroupsSecurit y Groups tab, f ind your security group and click Add RulesAdd Rules in the Act ionsAct ions
column.

v. On the InboundInbound tab, click Add RuleAdd Rule.

vi. Configure parameters.

Parameter Description

Act ionAct ion Select AllowAllow .

Priorit yPriorit y Retain the default value.

Prot ocol T ypeProt ocol T ype Select Cust om T CPCust om T CP.

Port  RangePort  Range
Set this parameter to the port that you frequently use. If you
want to configure an NGINX proxy, you must configure this
parameter. In this example, port 8080 is used.

Aut horiz at ion ObjectAut horiz at ion Object

Enter the IP addresses of all the nodes in the Elasticsearch
cluster.

Not e Not e For more information about how to obtain the
IP addresses of the nodes, see View the basic information
of nodes.

Descript ionDescript ion The description of the rule.

vii. Click SaveSave.

3. Configure an NGINX proxy.

i. Install NGINX on the ECS instance.
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ii. Configure the nginx.conf file.

Replace the  server  configuration in the nginx.conf file with the following code.

server
  {
    listen 8080;# Listening port
    server_name localhost;# Domain name
    index index.html index.htm index.php;
    root /usr/local/webserver/nginx/html;# Website directory
      location ~ .*\.(php|php5)?$
    {
      #fastcgi_pass unix:/tmp/php-cgi.sock;
      fastcgi_pass 127.0.0.1:9000;
      fastcgi_index index.php;
      include fastcgi.conf;
    }
    location ~ .*\.(gif|jpg|jpeg|png|bmp|swf|ico)$
    {
      expires 30d;
      # access_log off;
    }
    location / {
      proxy_pass <Webhook URL of the DingTalk chatbot>;
    }
    location ~ .*\.(js|css)?$
    {
      expires 15d;
      # access_log off;
    }
    access_log off;
  }

Replace <Webhook URL of the DingTalk chatbot> with the webhook URL of the DingTalk
chatbot that you configured to receive alert  notificat ions.

Not e Not e To obtain the webhook URL of the DingTalk chatbot, create an alert  group
in DingTalk. In the upper-right corner of the DingTalk group, click the Group Sett ings
icon. In the Group Sett ings panel, click Group Assistant. In the Group Assistant panel,
click Add Robot. In the ChatBot dialog box, click the Add icon on the right side of Add
Robot to add a chatbot that you can access by using a webhook. Then, you can view
the webhook URL of the DingTalk chatbot.

iii. Reload the NGINX configuration file and restart  NGINX.

/usr/local/webserver/nginx/sbin/nginx -s reload            # Reload the NGINX con
figuration file.
/usr/local/webserver/nginx/sbin/nginx -s reopen            # Restart NGINX.

4. Create a watch for alert ing.
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i. Log on to the Kibana console of the Elast icsearch cluster.

Not e Not e For more information, see Log on to the Kibana console.

ii. In the left-side navigation pane, click Dev T oolsDev T ools.

iii. On the ConsoleConsole tab of the page that appears, run the following command to create a watch.

In this example, a watch named  log_error_watch  is created to search the  logs  index
for  errors  every  10 seconds . If  more than  0  errors are found, an alert  is triggered.

PUT _xpack/watcher/watch/log_error_watch
{
  "trigger": {
    "schedule": {
      "interval": "10s"
    }
  },
  "input": {
    "search": {
      "request": {
        "indices": ["logs"],
        "body": {
          "query": {
            "match": {
              "message": "error"
            }
          }
        }
      }
    }
  },
  "condition": {
    "compare": {
      "ctx.payload.hits.total": {
        "gt": 0
      }
    }
  },
  "actions" : {
  "test_issue" : {
    "webhook" : {
      "method" : "POST",
      "url" : "http://<yourAddress>:8080",
      "body" : "{\"msgtype\": \"text\", \"text\": { \"content\": \"An error is fo
und. Handle the error immediately.\"}}"
    }
  }
}
}

Parameters
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Parameter
Network
architecture
type

Value Description

<yourAddress>

New network
architecture

Domain name
of the endpoint

In the new network architecture,
private connections need to be
established between VPCs, and the
domain name of the related
endpoint is used to forward
requests.

Not ice Not ice You must set
the parameter to the domain
name of the related endpoint
rather than the domain name
of the related endpoint service.
For more information about
how to obtain the domain
name of an endpoint, see View
the domain name of an
endpoint.

Original
network
architecture

IP address of
the NGINX
proxy

The NGINX proxy in the same VPC as
the Elasticsearch cluster is used to
forward requests over the Internet.

Webhook URL
of the DingTalk
chatbot

The SNAT feature must be enabled.
This feature enables an ECS
instance in a VPC to access the
Internet if no public IP address is
associated with the ECS instance.

Not iceNot ice

If the error  No handler found for uri [/_xpack/watcher/watch/log_error_watc
h_2] and method [PUT]  is returned after you run the preceding command, X-
Pack Watcher is disabled for the Elast icsearch cluster. In this case, enable X-Pack
Watcher and run the command again. For more information, see Configure the
YML file.

When you create a DingTalk chatbot, you must configure security sett ings. This is
because the body parameter in the preceding code must be specified based on
the security sett ings. For more information, see Configure security sett ings. In this
example, Securit y Set t ingsSecurit y Set t ings is set  to Cust om KeywordsCust om Keywords and the error keyword
is specified. In this case, the DingTalk chatbot sends alert  notificat ions only if  the
content field in the body parameter contains error.

If  you no longer require this watch, you can run the following command to delete the watch:

DELETE _xpack/watcher/watch/log_error_watch
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