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Legal disclaimer

Alibaba Cloud reminds you to carefully read and fully understand the terms and conditions of this legal
disclaimer before you read or use this document. If you have read or used this document, it shall be deemed
as your total acceptance of this legal disclaimer.

1.

You shall download and obt ain this document from the Alibaba Cloud website or other Alibaba Cloud-
aut horized channels, and use this document for your own legal business activities only. The content of
this document is considered confidential information of Alibaba Cloud. You shall strictly abide by the
confidentiality obligations. No part of this document shall be disclosed or provided to any third party for
use wit hout the prior written consent of Alibaba Cloud.

. No part of this document shall be excerpted, translated, reproduced, transmitted, or disseminated by

any organization, company or individual in any form or by any means without the prior written consent of
Alibaba Cloud.

. The content of this document may be changed because of product version upgrade, adjustment, or

other reasons. Alibaba Cloud reserves the right to modify the content of this document without notice
and an updated version of this document will be released through Alibaba Cloud-aut horized channels
from time to time. You should pay attention to the version changes of this document as they occur and
download and obt ain the most up-to-date version of this document from Alibaba Cloud-aut horized
channels.

. This document serves only as a reference guide for your use of Alibaba Cloud products and services.

Alibaba Cloud provides this document based onthe "status quo", "being defective", and "existing
functions" of its products and services. Alibaba Cloud makes every effort to provide relevant operational
guidance based on existing technologies. However, Alibaba Cloud hereby makes a clear statement that
it in no way guarantees the accuracy, integrity, applicability, and reliability of the content of this
document, either explicitly or implicitly. Alibaba Cloud shall not take legal responsibility for any errors or
lost profits incurred by any organization, company, or individual arising from download, use, or trust in
this document. Alibaba Cloud shall not, under any circumstances, take responsibility for any indirect,
consequential, punitive, contingent, special, or punitive damages, including lost profits arising from t he
use or trust inthis document (evenif Alibaba Cloud has been notified of the possibility of such a loss).

. By law, allthe contents in Alibaba Cloud documents, including but not limited to pictures, architecture

design, page layout, and text description, are intellectual property of Alibaba Cloud and/or its
affiliates. This intellect ual property includes, but is not limited to, trademark rights, patent rights,
copyrights, and trade secrets. No part of this document shall be used, modified, reproduced, publicly
transmitted, changed, disseminated, distributed, or published wit hout the prior written consent of
Alibaba Cloud and/or its affiliates. The names owned by Alibaba Cloud shall not be used, published, or
reproduced for marketing, advertising, promotion, or ot her purposes wit hout the prior written consent of
Alibaba Cloud. The names owned by Alibaba Cloud include, but are not limited to, "Alibaba Cloud",
"Aliyun", "HiChina", and other brands of Alibaba Cloud and/or its affiliates, which appear separately or in
combination, as well as the auxiliary signs and patterns of the preceding brands, or anyt hing similar to
the company names, trade names, trademarks, product or service names, domain names, patterns,
logos, marks, signs, or special descriptions that third parties identify as Alibaba Cloud and/or its
affiliates.

. Please directly contact Alibaba Cloud for any errors of this document.
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Document conventions

Style

/\ Danger

warning

) Notice

@ Note

Bold

Courier font

Italic

(1 or [alb]

{} or {a|b}

Description

A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

A note indicates supplemental
instructions, best practices, tips, and
other content.

Closing angle brackets are used to
indicate a multi-level menu cascade.

Bold formatting is used for buttons ,
menus, page names, and other Ul
elements.

Courier font is used for commands

ltalic formatting is used for parameters
and variables.

This format is used for an optional value,
where only one item can be selected.

This format is used for a required value,
where only one item can be selected.

Example

& Danger:

Resetting will result in the loss of user
configuration data.

warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

p Notice:

If the weight is set to 0, the server no
longer receives new requests.

@ Note:

You can use Ctrl + A to select all files.

Click Settings> Network> Set network
type.

Click OK.

Runthe cd /d C:/window command to
enter the Windows system folder.

bae log list --instanceid

Instance_ID

ipconfig [-all|-t]

switch {active|stand}
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1.0verview of best practices

This topic provides an overview of the best practices of Alibaba Cloud Elasticsearch in various scenarios.
You can view the best practices based on your business requirements.

Scenario References

® Data migration between Alibaba Cloud Elasticsearch clusters
o Use the reindex APl to migrate data

o Use the reindex operation to migrate data in a multi-type index of
an earlier version

® Data migration from a self-managed Elasticsearch cluster

o Use 0SS to migrate data from a user-created Elasticsearch cluster
to an Alibaba Cloud Elasticsearch cluster

o Use Alibaba Cloud Logstash to migrate data from a self-managed
Elasticsearch data migration Elasticsearch cluster to an Alibaba Cloud Elasticsearch cluster

o Use the reindex APl to migrate data from a self-managed
Elasticsearch cluster to an Alibaba Cloud Elasticsearch cluster

o Migrate data from a self-managed Elasticsearch cluster to an
Alibaba Cloud Elasticsearch cluster deployed in the new network
architecture

e Data migration from third-party Elasticsearch services

o Migrate data from an Amazon ES domain to an Alibaba Cloud
Elasticsearch cluster

® Data synchronization from ApsaraDB RDS for MySQL
o Select a synchronization method

o Use DatawWorks to synchronize data from a MySQL database to an
Alibaba Cloud Elasticsearch cluster

o Use DTS to synchronize MySQL data to an Alibaba Cloud
Elasticsearch cluster in real time

o Use Canal to synchronize data to an Alibaba Cloud Elasticsearch
Data synchronization from cluster
databases
® Data synchronization from DRDS
o Use DataWorks to synchronize data from a DRDS database to an
Elasticsearch cluster in offline mode

® Use DTS to synchronize data from a PolarDB for MySQL database to
an Alibaba Cloud Elasticsearch cluster

® Use Monstache to synchronize data from a MongoDB database to an
Alibaba Cloud Elasticsearch cluster in real time
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Scenario References
® Use Dataworks to synchronize data from MaxCompute to an Alibaba
Cloud Elasticsearch cluster
Data synchronization from big ® Use Realtime Compute to process and synchronize data to an
data cloud services Alibaba Cloud Elasticsearch cluster
® Use DataWorks to synchronize data from a Hadoop cluster to an
Alibaba Cloud Elasticsearch cluster
Data migration from storage ® Migrate documents from a Solr cluster to an Alibaba Cloud
services Elasticsearch cluster

® Use ES-Hadoop to enable Hive to write data to and read data from

Alibaba Cloud Elasticsearch
Use of ES-Hadoop for data

. ® Use ES-Hadoop to write HDFS data to Elasticsearch
synchronization

® Use ES-Hadoop to enable Apache Spark to write data to and read
data from Alibaba Cloud Elasticsearch

® QOverview of log synchronization and analysis

. . ® Use user-created Filebeat to collect MySQL logs
Log data collection and analysis . I ysQL log

® Use Alibaba Cloud Elasticsearch and Rsbeat to analyze Redis slow
logs in real time

® Qverview of best practices for server data collection
® Data collection for Alibaba Cloud Elasticsearch

® Use user-created Metricbeat to collect system metrics

Sever data collection ® Use SkyWalking to implement end-to-end monitoring on Alibaba

Cloud Elasticsearch

® Use Uptime to monitor Alibaba Cloud Elasticsearch clusters in real
time

8 > Document Version: 20220614


https://www.alibabacloud.com/help/doc-detail/94555.htm#task-2482430
https://www.alibabacloud.com/help/doc-detail/140784.htm#task-2311323
https://www.alibabacloud.com/help/doc-detail/165147.htm#task-2495664
https://www.alibabacloud.com/help/doc-detail/143003.htm#task-2334453
https://www.alibabacloud.com/help/doc-detail/184870.htm#task-1956915
https://www.alibabacloud.com/help/doc-detail/185959.htm#task-1961897
https://www.alibabacloud.com/help/doc-detail/188330.htm#task-1989000
https://www.alibabacloud.com/help/doc-detail/314346.htm#concept-2117856
https://www.alibabacloud.com/help/doc-detail/170479.htm#task-2523270
https://www.alibabacloud.com/help/doc-detail/173710.htm#task-2561070
https://www.alibabacloud.com/help/doc-detail/270777.htm#concept-2092196
https://www.alibabacloud.com/help/doc-detail/141794.htm#concept-2324903
https://www.alibabacloud.com/help/doc-detail/92599.htm#task-2455745
https://www.alibabacloud.com/help/doc-detail/161783.htm#task-2471791
https://www.alibabacloud.com/help/doc-detail/197627.htm#task-2021553

Elasticsearch

Best Practices-Overview of best pr
actices

Scenario

Cluster management

References

Overview of cluster management
Hot and cold data separation and lifecycle management
o Use ILM to manage Heartbeat indexes

o Use ILM to separate hot data from cold data

Application of X-Pack advanced features
o Use the CCR feature to migrate data
o Use X-Pack to configure LDAP authentication

o Use the RBAC mechanism provided by Elasticsearch X-Pack to
implement access control

o Configure AD user authentication

Integrated monitoring

o Use Elastic Stack to implement integrated monitoring for
containers in Kubernetes

Data management and visualization

o Use Terraform to manage Alibaba Cloud Elasticsearch clusters
o Use Curator

o Use the rollup mechanism to summarize traffic data

o Use Cerebro to access an Alibaba Cloud Elasticsearch cluster

Notification of alerts for clusters

o Configure a DingTalk chatbot to receive alert notifications from X-
Pack Watcher
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2.Elasticsearch migration
2.1. Migrate data between Alibaba

Cloud Elasticsearch clusters
2.1.1. Use the reindex API to migrate data

You can use the reindex APIto migrate data between Elasticsearch clusters. This topic describes the
migration procedure in detail.

Background information
You can use the reindex APIto performthe following operations:

e Migrate data between Elasticsearch clusters.

e Reindex the data in an index whose shards are inappropriately configured. For example, the data
volume is large, but only a few shards are configured for the index. T his slows down data write
operations.

e Replicate the datain anindex if the index stores large volumes of data and you want to modify the
mapping configuration of the index. This operation requires only a short period of time. You can also
insert the data into a new index. However, this operation is time-consuming.

@ Note After you define the mapping configuration for an index in an Elasticsearch cluster
and insert data into the index, you cannot modify the mapping configuration.

Prerequisites

e Two Alibaba Cloud Elasticsearch clusters are created. One is used as a local cluster, and the otheris
used as a remote cluster.

For more information, see Create an Alibaba Cloud Elasticsearch cluster. The two clusters must belong to
the same virtual private cloud (VPC) and vSwitch. In this example, an Elasticsearch V6.7.0 cluster is
used as the local cluster, and an Elasticsearch V6.3.2 cluster is used as the remote cluster.

e Test datais prepared.

o Localcluster

Create a destination index in the local cluster.

PUT dest
{
"settings": {
"number of shards": 5,

"number of replicas": 1
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o Remote cluster

Prepare the data that you want to migrate. In this example, the data in the "Quick start" topic is
used. For more information, see Quick start.

Console Search Profiler Grok Debugger Painless Lab  BETA

History Settings Help
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28~
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31

a8
a1

42

) Notice

N AR RR S

GET _search

“query”: {
| *match_all*: {}
¥

PUT /doc_info

"settings": {
“number_of_shards": S,
“number_of_replicas”: 1

1,

“mappings”: {

“properties”: {
"productiame”: {
“type”: "text”,
“analyzer": “"ik_smart”

"annual_rate":{
| "type": "keyword"

“describe”: {
"type": "text”,
“analyzer": “ik_smart”

b
}
)

]

POST /product_info/_doc/_bulk] 0N
"index":{}}

"productiame”:"Daily Wealth Management for Comprehensive Health”,"annual rate”:"3.2208%","describe”:"18@-day wealth
management product. Minimum investment of CNY 20,88@. Low-risk investment. Select whether to receive push messages
for returns.”}

"index":{}}

"productName” : "Western Tongbao”,"annual_rate”:"3.118@%", "describe”: "98-day wealth management product. Minimum
investment of CNY 16,888. Daily push messages when returns are credited to your account.”"}

“index":{}}

"productiame” : "Anxiang Livestock Industry”,”annual_rate”:"3.3588%","describe”:"278-day wealth management product.
Minimum investment of CNY 48,0@@. Daily push messages when returns are immediately credited to your account.”}
"index":{}}

"productName” :"Monthly 56 Device Purchase Profit”,"annual_rate”:"3.1200%","describe":"9@8-day wealth management
product. Minimum investment of CNY 12,800. Daily push messages when returns are credited to your account."}
"index":{}}

"productiame”:"New Energy Power Wealth Management”,"annual rate”:"3.e1eeX","describe":"38-day wealth management
product. Minimum investment of CNY 8,888. Daily push messages for returns.”}

"index":{}}

"productName” : "Microcredit Profit","annual_rate":"2.750@%", "describe”:"3-day popular wealth management product. No
service fees. Minimum investment of CNY 5@@. Push messages for returns."}

GET _cluster/allocationfexplain

cluster, you must set the index type to _doc.

Limits

"took” : 59,

*_doc”,

b
"_seq_no" : @,
"_primary term” :
"status” : 2@1

*_doc”,

"successful” :
“failed” : @
b
"_seq_no" : @,

" primary_tern” :
"Status” : 201

id” @
"_version” : 1,

“product_infa",

"version” : 1,

"result” : “created”,

" _shards" : {
“total” : 2,
"successful” : 2,
“failed” : @

1,

: "product_info",

"result” : “created”,

" shards" : {
“total” : 2,
“successful” : 2,
“failed” : @

b

If you want to use a cluster that runs Elasticsearch V7.0 or later as a remote

The network architecture of Alibaba Cloud Elasticsearch was adjusted in October 2020. Alibaba Cloud
Elasticsearch clusters created before October 2020 are deployed in the original network architecture.
Alibaba Cloud Elasticsearch cluster created in October 2020 or later are deployed in the new network
architecture. Due to the adjustment of the network architecture, you cannot use the reindex APIto
migrate data between clusters in some scenarios. The following table describes the scenarios and
provides data migration solutions in these scenarios.

Scenario Network architecture

Support for
the reindex API

Both clusters are deployed in the

L . Yes
original network architecture.

Solution

For more information, see Use
the reindex APl to migrate data.

: "yCjCIXSBACHBTOHUMZ 7",

_id" @ "ySJc1XsBACHOTOHUMTL7",
a,

yijclXsBACHRTOHUMTtT",
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Procedure

Migrate data
beenartn
Alibaba Cloud
Elasticsearch
clusters

Migrate data
from a self-
managed
Elasticsearch
cluster that
runs on ECS
instances to
an Alibaba
Cloud
Elasticsearch
cluster

Network architecture

Both clusters are deployed in the

. No
new network architecture.
One is deployed in the original
network architecture, and the No

other is deployed in the new
network architecture.

The Alibaba Cloud Elasticsearch
cluster is deployed in the original Yes
network architecture.

The Alibaba Cloud Elasticsearch
cluster is deployed in the new Yes
network architecture.

Support for
the reindex API

Solution

Use 0SS or Logstash to migrate
data between the clusters. For
more information, see Use 0SS
to migrate data from a user-
created Elasticsearch cluster to
an Alibaba Cloud Elasticsearch
cluster and Use Alibaba Cloud
Logstash to migrate data from a
self-managed Elasticsearch
cluster to an Alibaba Cloud
Elasticsearch cluster.

For more information, see Use
the reindex APl to migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster.

Use the PrivateLink service to
establish a private connection
between the VPC where the
Alibaba Cloud Elasticsearch
cluster resides and the VPC
where the self-managed
Elasticsearch cluster resides.
Then, use the domain name of
the endpoint you obtained and
the reindex APl to migrate data
between the clusters. For more
information, see Migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster deployed in the new
network architecture.

@ Note Only some
regions support PrivateLink.
For more information, see
Regions and zones that
support PrivateLink. If the
zone where your Alibaba
Cloud Elasticsearch cluster
resides does not support
PrivateLink, you cannot use
the reindex APl to migrate
data between the clusters.

12
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1.
2.
3.
4. Configure a reindex whitelist for the local cluster.
i. Inthe left-side navigation pane of the page that appears, click Cluster Configuration.

ii. Onthe page that appears, clickModify Configuration on the right side of YML
Configuration.

iii. Inthe Other Configurations field of the YML File Configuration panel, configure a reindex
whitelist.

For more information about how to configure a reindex whitelist, see Configure a remote
reindex whitelist.

m [f the remote clusteris a single-zone cluster, specify the reindex whitelist in the format of
<Domain name of the cluster>:9200.

1 reindex.remote.whitelist:
["es-cn-8oklrgidoeeeg .elasticsearch.
aliyuncs.com:gze@“ﬂ

reindex.remote.whitelist: ["es-cn-09klrgid9000g****.elasticsearch.aliyuncs.com:92
OO"]

m If the remote clusteris a multi-zone cluster, the reindex whitelist must contain the IP
addresses of all the data nodes in the cluster and the port number of the cluster.

1 reindex.remote.whitelist:
["es-cn-a89klrgidoeaeg .elasticsearch.
aliyuncs.com:gzea"ﬂ

reindex.remote.whitelist: ["10.0.xx.xx:9200","10.0.xx.xx:9200","10.0.xx.xx:9200",

"10.15.xx.xx:9200","10.15.xx.xx:9200","10.15.xx.xx:9200"]

@ Note You can obtainthe IP addresses of all the data nodes in a cluster fromthe
Node Visualization tab on the Basic Information page of the cluster. For more
information, see View the basic information of nodes.

iv. Select This operation will restart the cluster. Continue? and click OK.

5. Inthe local cluster, call the reindex APIto reindex data.

Log onto the Kibana console of the local cluster and run the following command to reindex data:
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POST reindex
{
"source": {

"remote": {
"host": "http://es-cn-09k1lrgid9000g****.elasticsearch.aliyuncs.com:9200",

"username": "elastic",
"password": "your password"
o
"index": "product info",
"query": {
"match": {
"productName": "Wealth management"
}
}
}o
"dest": {
"index": "dest"
}
}
Part Parameter Description

The URL that is used to connect to the remote

cluster. The URL must contain the protocol,

domain name, and port number. Example:
https://otherhost:9200.

o |f the remote cluster is a single-zone cluster,
the value of the host parameter must be in the
format of http://<Domain name of the
cluster>:9200.

host @ ) )
Note You can obtain the domain

name from the Basic Information page of
the cluster. For more information, see View
the basic information of a cluster.

o If the remote cluster is a multi-zone cluster,
the value of the host parameter must be in the
format of http://<IP address of a data node in
the cluster>:9200.
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Part Parameter Description

The username that is used to connect to the

remote cluster. This parameter is optional. It is

required only if basic authentication needs to be

performed on requests that are sent to the

remote cluster. The default username that is used

to connect to Alibaba Cloud Elasticsearch clusters
source is elastic.

) Notice

o For security purposes, we
recommend that you use HTTPS to
send requests if basic authentication
needs to be performed. Otherwise,
the required password is transmitted
in plaintext.

o For Alibaba Cloud Elasticsearch
username clusters, you can use HTTPS in host
only after you enable the protocol
for the clusters.

The password that is used to connect to the
remote cluster. The password is specified when
you create the cluster. If you forget the

password password, you can reset it. For more information
about the procedure and precautions for
resetting the password, see Reset the access
password for an Elasticsearch cluster.

index The source index in the remote cluster.

Specifies the data that you want to migrate. For

uer . . .
query more information, see Reindex API.

dest index The destination index in the local cluster.
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@ Note

When you reindex data from a remote cluster, manual slicing and automatic slicing

are not supported for the data. For more information, see Manual slicing and Automatic slicing.

If the command is successfully run, the following result is returned:

{
"took" 51,
"timed out" false,
"total" 2
"updated" 2
"created" 0,
"deleted" 0,
"batches" i,
"version conflicts" 0,
"noops" 0,
"retries" : {
"bulk" 0,
"search" : 0
by
"throttled millis" 0,
"requests per second" =1,0,

"throttled until millis" 0,

"failures" : [ ]

6. Run the following command to view the migrated data:

GET dest/ search

The following figures show the command out puts.

o Single-zone cluster

Console  Search Profiler ~ Grok Debugger
1 |PUT dest
2-1{

3v Usettings": {
“number_of_shards”: 5,
“number_of_replicas”: 1

“source™: {
"remote”: {
"host": “http://es-cn-@9kirgidge
.aliyuncs.com:9288",
“username”: “"elastic”,
“password”: " "

“.elasticsearch

"index”: "product_info",
“query™: {
“match”: {
“productName”: *

1.
"dest™: {
"index":

}

"dest”

28 GET dest/_search)

o Multi-zone cluster

2

.
Do o s W

11

12

“took”

“timed_out” :

: 3,
false,

" _shards” : {
“total” : 5,
"successful” : 5,
"skipped” : @,
“failed" : @

1
“hits”

R

“total” : 2,

"max_score"

1.8,

"hits" : [

{

"_index” :

" index” :
“rype
"_id" e
"_score”
" _source” @ {

: 1.8,

““source” : {
"productName” : "

“dest”,
e” : "products”,
"_id"
" _score”

"annual_rate" :

"describe” :

1.8,

"18

"dest",
: "products”,
"NcEon3MB2ENgST2kZruUD",

L
"3.2200%",
o

"productName” : *|
"annual rate" :

"describe” :

38

"3.8188%",

"McEon3MB2ENgS72kZruD”,

16
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1 PUT dest N 1-
2-{ 2 "took" : 47,
3- "settings": { 3 "timed_out” : false,
a4 “number_of_shards™: 5, 4~ "_shards™ : {
5 “number_of_replicas™: 1 5 "total” : 5,
6~ } 6 "successful” : 5,
7- 1} 7 "skipped” : @,
8 8 "failed” : @
@ POST _reindex a- 1,
10~ { 1e-  “hits” : {
11-  “"source™: { 11~ "total™ : {
12+ "remote™: { 12 "value" : 2,
13 "host™: "http://1@.8. :92e0", 13 "relation” : “eq"
14 o 14+ b
15 H 15 "max_score” : 1.8,
16+ 1. 16~ "hits" @ [
17 "index": "product_info", 17~ {
18- “query”: { 13 "_index™ : “dest”,
19 - "match”: { 19 "_type" : "_doc”,
28 “productName”: ™ " 28 "_id™ : "9U0qonMBrKfylWBN-dwWE",
21+ } 21 "_score” : 1.8,
22~ T 22~ " _source” : {
23~ 1, 23 "productMame” : "
24~ "dest”: { Il 24 “annual rate" : "3.0100%",
25 "index": "dest” 25 "describe” : "3@/
26~} 26+ }
27+ } 27+ 1
28 GET dest/_search 28~ {
29 "_index" : "dest",
38 "_type" : "_doc”,
31 "_id" : "8U0GonMBrKFylWBN-dWE",
32 "_score” : 1.0,
33~ "_source” : {
34 "productMame™ : "
35 “annual_rate”
36 "describe™ : "
37+ }
38«
39+ ]
48+ 1}
41+ }
42
Summary

The configurations that are required to migrate data from a single-zone cluster are similar to the
configurations that are required to migrate data from a multi-zone cluster. The following table lists
differences.

Cluster type Configuration of the reindex whitelist Configuration of the host parameter

Single-zone Domain name of the cluster:9200 https://Domain name of the
cluster cluster:9200

Combination of the IP addresses of all
Multi-zone cluster the data nodes in the cluster and the
port number of the cluster

https://IP address of a data node in the
cluster:9200

Additional information
When you use the reindex APl to reindex data, you can specify a batch size and timeout periods.
e Batchsize

A remote Elasticsearch cluster uses a heap to cache index data. The default batch size is 100 MB. If

an index in the remote cluster contains large documents, you must change the batch size to a smaller

value.

In the following example, size is set to 10.
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POST reindex
{
"source": {
"remote": {
"host": "http://otherhost:9200"
by
"index": "source",
"size": 10,
"query": {
"match": {

"test": "data"

}
b
"dest": {

"index": "dest"

e Timeout periods

Use socket_timeout to specify a timeout period for socket reads. The default value of

socket_timeout is 30s. Use connect_timeout to specify a timeout period for connections. The default
value of connect_timeout is 1s.

In the following example, socket_timeout is set to 1m, and connect_timeout is set to 10s.

POST reindex
{

"source": {
"remote": {
"host": "http://otherhost:9200",
"socket timeout": "1lm",
"connect timeout": "10s"
s
"index": "source",
"query": {
"match": {
"test": "data"
}
}
}y
"dest": {
"index": "dest"

2.1.2. Use the reindex operation to migrate data

in @ multi-type index of an earlier version
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This topic describes how to use the reindex operation to migrate data from a multi-type indexto a
single-type index. The multi-type index is on an Alibaba Cloud Elasticsearch V5.X cluster. The single-
type index is on an Alibaba Cloud Elasticsearch V6.X cluster.

Limits

The network architecture of Alibaba Cloud Elasticsearch was adjusted in October 2020. Alibaba Cloud
Elasticsearch clusters created before October 2020 are deployed in the original network architecture.
Alibaba Cloud Elasticsearch cluster created in October 2020 or later are deployed in the new network
architecture. Due to the adjustment of the network architecture, you cannot use the reindex APIto
migrate data between clusters in some scenarios. The following table describes the scenarios and

provides data migration solutions in these scenarios.

Scenario

Migrate data
between
Alibaba Cloud
Elasticsearch
clusters

Miarate data

Network architecture

Both clusters are deployed in the
original network architecture.

Both clusters are deployed in the
new network architecture.

One is deployed in the original
network architecture, and the
other is deployed in the new
network architecture.

The Alibaba Cloud Elasticsearch
cluster is deployed in the original
network architecture.

Support for
the reindex API

Yes

No

No

Yes

Solution

For more information, see Use
the reindex APl to migrate data.

Use 0SS or Logstash to migrate
data between the clusters. For
more information, see Use 0SS
to migrate data from a user-
created Elasticsearch cluster to
an Alibaba Cloud Elasticsearch
cluster and Use Alibaba Cloud
Logstash to migrate data from a
self-managed Elasticsearch
cluster to an Alibaba Cloud
Elasticsearch cluster.

For more information, see Use
the reindex APl to migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster.
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from a self-
ATSASGed
Elasticsearch
cluster that
runs on ECS
instances to
an Alibaba
Cloud
Elasticsearch
cluster

Procedure

1. Preparations

Network architecture

The Alibaba Cloud Elasticsearch
cluster is deployed in the new
network architecture.

Support for
the reindex API

Yes

Solution

Use the PrivateLink service to
establish a private connection
between the VPC where the
Alibaba Cloud Elasticsearch
cluster resides and the VPC
where the self-managed
Elasticsearch cluster resides.
Then, use the domain name of
the endpoint you obtained and
the reindex APl to migrate data
between the clusters. For more
information, see Migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster deployed in the new
network architecture.

@ Note Only some
regions support PrivateLink.
For more information, see
Regions and zones that
support PrivateLink. If the
zone where your Alibaba
Cloud Elasticsearch cluster
resides does not support
PrivateLink, you cannot use
the reindex APl to migrate
data between the clusters.

Create an Elasticsearch V5.X cluster, an Elasticsearch V6.X cluster, and a Logstash cluster in the
same virtual private cloud (VPC).

o The Elasticsearch clusters are used to store index data.

o The Logstash cluster is used to migrate processed data based on pipelines.

2. Step 1: Convert the multi-type index into one or more single-type indexes

Use the reindex operation to convert the multi-type index on the Elasticsearch V5.X cluster into
one or more single-type indexes. You can use one of the following methods to implement the

conversion:

o Combine types: Call the reindex operation with the script condition specified to combine the
types of the index.

o Split the index: Call the reindex operation to split the index into multiple indexes. Each of these
indexes has only one type.

3. Step 2: Use Logstash to migrate data

20
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Use the Logstash cluster to migrate the processed index data to the Elasticsearch V6.X cluster.
4. Step 3: View the data migration results

View the migrated data in the Kibana console.

Preparations

1. Create an Elasticsearch V5.5.3 cluster and an Elasticsearch V6.7.0 cluster. Then, create a multi-type
index on the Elasticsearch V5.5.3 cluster and insert data into the index.

For more information about how to create an Elasticsearch cluster, see Create an Alibaba Cloud
Elasticsearch cluster.

2. Create an Logstash cluster in the VPC where the Elasticsearch clusters reside.

For more information, see Step 1: Create a Logstash cluster.

Step 1: Convert the multi-type index into one or more single-type
indexes

In the following steps, the types of the index are combined to convert the index into one single-type
index.

1. Enable the Auto Indexing feature for the Elasticsearch V5.5.3 cluster.
i. Log onto the Elasticsearch console.
ii. Inthe left-side navigation pane, clickElasticsearch Clusters.
iii. Inthe top navigation bar, select a resource group and a region.
iv. Onthe Clusters page, find the Elasticsearch V5.5.3 cluster and clickits ID.
v. Inthe left-side navigation pane of the page that appears, click Cluster Configuration.
vi. ClickModify Configuration onthe right side of YML Configuration.

vii. Inthe YML File Configuration panel, set Auto Indexing to Enable.

Auto Indexing

Custom true

Warning This operation will restart the cluster. Therefore, before you change the
value of Auto Indexing, make sure that the restart does not affect your services.

viii. Select This operation will restart the cluster. Continue? and click OK.
2. Log onto the Kibana console of the Elasticsearch cluster.

For more information, see Log on to the Kibana console.
3. Inthe left-side navigation pane, click Dev Tools.

4. Onthe Console tab of the page that appears, run the following command to combine the types
of the index:
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POST reindex
{

"source": {

"index": "twitter"
by
"dest": {

"index": "newl"

by
"script": {
"inline": """
ctx. id = ctx. type + "-" + ctx. id;
ctx. source.type = ctx. type;
ctx. type = "doc";

wun
4

"lang": "painless"

In this example, a customtype field is added for the new1 index. ctx._source.type specifies the
customtype field, and this field is set to the value of the original _type parameter. In addition,
_id of the new1 index includes _type-_id. This prevents documents of different types from
having the same ID.

5. Runthe GET newl/ mapping command to view the mapping afterthe combination.

6. Runthe following command to view data in the new index with types combined:

GET newl/ search
{
"query":{
"match all":{
}

In the following steps, the multi-type index is split into multiple single-type indexes.

1. Onthe Console tab, run the following command to split the multi-type index into multiple single-
type indexes:
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POST reindex
{
"source": {
"index": "twitter",
"type": "tweet",
"size": 10000
s
"dest": {

"index": "twitter tweet"

}
POST reindex
{
"source": {
"index": "twitter",
"type": "user",
"size": 10000
s
"dest": {

"index": "twitter user"

In this example, the twitterindex is split into the twitter tweet and twitter user indexes based

ontypes.

2. Runthe following command to view data in the new indexes:

GET twitter tweet/ search
{
"query":{
"match all":{
}

GET twitter user/ search
{
"query": {
"match all":{
}

Step 2: Use Logstash to migrate data

1.
2.
3.

4. Inthe left-side navigation pane of the page that appears, click Pipelines.

5. Inthe Pipelines section, click Create Pipeline.

For more information about how to create and configure a pipeline, see Use configuration files to
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. The following example configurations are used in this topic:

input {
elasticsearch {
hosts => ["http://es-cn-0pplfly5g000h****. elasticsearch.aliyuncs.com:9200"]
user => "elastic"
index => "*"
password => "your password"

docinfo => true

}

filter {

}

output {

elasticsearch {

hosts => ["http://es-cn-mp91lcbxsm000c****.elasticsearch.aliyuncs.com:9200"]
user => "elastic"
password => "your password"

index => "test"

}

6. Click Save and Deploy to start data migration.

For more information, see

Step 3: View the data migration results

1. Log onto the Kibana console of the Elasticsearch V6.7.0 cluster.
For more information, see
2. Inthe left-side navigation pane, click Dev Tools.

3. Onthe Console tab of the page that appears, run the following command to view the index that
stores the migrated data:

GET _cat/indices?v

2.2. Migrate data from a user-created

Elasticsearch cluster
2.2.1. Use 0SS to migrate data from a user-

created Elasticsearch cluster to an Alibaba Cloud

Elasticsearch cluster

Use 0SS to migrate data from a user-created Elasticsearch cluster to an Alibaba Cloud Elasticsearch
cluster
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You can use the snapshots that are stored in Object Storage Service (OSS) to migrate data from a user-
created Elasticsearch clusterto an Alibaba Cloud Elasticsearch cluster. To migrate data, call the
snapshot operation to create a snapshot for the user-created Elasticsearch cluster. Then, store the
snapshot in 0SS and restore data fromthe snapshot to your Alibaba Cloud Elasticsearch cluster. T his
topic describes the detailed procedure.

Context

0SS is used to migrate large volumes of data.

Procedure

1. Preparations

Prepare a user-created Elasticsearch cluster, and create an 0SS bucket and an Alibaba Cloud
Elasticsearch cluster.

2. Step 1: Install the elasticsearch-repository-oss plug-in

Install the elasticsearch-repository-oss plug-in on each node of the user-created Elasticsearch
cluster. You can create an 0SS repository for the user-created Elasticsearch cluster only after the
plug-inis installed.

3. Step 2: Create a repository forthe user-created Elasticsearch cluster
Call the snapshot operation to create an 0SS repository for the user-created Elasticsearch cluster.
4. Step 3: Create a snapshot for specified indexes

Create a snapshot for the indexes whose data you want to migrate and store the snapshot inthe
0SS repository.

5. Step 4: Create the same repository forthe Alibaba Cloud Elasticsearch cluster

In the Kibana console of your Alibaba Cloud Elasticsearch cluster, call the snapshot operationto
create a repository that has the same name as the repository for the user-created Elasticsearch
cluster.

6. Step 5: Restore data fromthe created snapshot

Restore data fromthe snapshot in the repository of the user-created Elasticsearch clusterto your
Alibaba Cloud Elasticsearch cluster.

7. Step 6: View restoration results

View the restored indexes and their data.

Preparations

1. Prepare a user-created Elasticsearch cluster.

We recommend that you deploy an Elasticsearch cluster on an Alibaba Cloud Elastic Compute
Service (ECS) instance. For more information, see Installing and Running Elasticsearch.

A single-node Elasticsearch V6.7.0 cluster is used in this topic. In actual production, you can
purchase multiple ECS instances that reside in the same virtual private cloud (VPC) to deploy an
Elasticsearch cluster. For more information about how to purchase an ECS instance, see Create an
instance by using the wizard.

2. Activate 0SS, and create a bucket in the region where the ECS instance that hosts the user-created
Elasticsearch cluster resides.

For more information, see 7@ 0SSfR55 and Create buckets.
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) Notice The storage class of the 0SS bucket must be Standard. Elasticsearch does not
support the Archive storage class.

3. Create an Alibaba Cloud Elasticsearch cluster in the region where the 0SS bucket you created
resides.

For more information, see Create an Alibaba Cloud Elasticsearch cluster.

Step 1: Install the elasticsearch-repository-oss plug-in

1. Connect to the ECS instance that hosts the user-created Elasticsearch cluster.
® Note Formore information, see Connect to a Linux instance.

2. Download the installation package of the elasticsearch-repository-oss plug-in.

In this topic, the version of the plug-inis V6.7.0, which requires JDK 8.0 or later.

wget https://github.com/aliyun/elasticsearch-repository-oss/releases/download/v6.7.0/el

asticsearch-repository-oss-6.7.0.zip

3. Decompress the installation package to the plugins folder in the installation path for the user-
created Elasticsearch cluster on the ECS instance.

unzip -d /usr/local/elasticsearch-6.7.0/plugins/elasticsearch-repository-oss elasticsea

rch-repository-oss-6.7.0.zip

You can also use the command to install plugins.

./bin/elasticsearch-plugin install file:///usr/local/elasticsearch-repository-oss-6.7.0

.zip

4. Start the ECS instance that hosts the user-created Elasticsearch cluster.
cd /usr/local/elasticsearch-6.7.0/bin
./elasticsearch -d

Step 2: Create a repository for the user-created Elasticsearch cluster

Connect to the ECS instance that hosts the user-created Elasticsearch cluster and run the following
command to create a repository:

curl -H "Content-Type: application/json" -XPUT localhost:9200/ snapshot/es backup -d' {"typ
e": "oss", "settings": { "endpoint": "http://oss-cn-hangzhou-internal.aliyuncs.com", "acce
ss_key id": "your accesskeyid", '"secret access key":"your accesskeysecret", "bucket": "es-

backup-es", "compress": true }}'

Parameter Description
es_backup The name of the repository, which can be customized.
type The type of the repository. Set the value to oss
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Parameter Description

The endpoint of your 0SS bucket. For more information, see Regions
and endpoints.

@ Note If the ECS instance that hosts the user-created
Elasticsearch cluster resides in the same region as your 0SS bucket,
use the internal endpoint of the OSS bucket. Otherwise, use the
public endpoint.

endpoint

The AccessKey ID of the Alibaba Cloud account that is used to create
access_key_ id the 0SS bucket. For more information about how to obtain the
AccessKey ID, see How can | obtain an AccessKey pair?

The AccessKey secret of the Alibaba Cloud account that is used to
secret_access_key create the 0SS bucket. For more information about how to obtain the
AccessKey secret, see How can | obtain an AccessKey pair?

bucket The name of your 0SS bucket.

compress Specifies whether to enable compression.

If the repository is created, "acknowledge":true is returned.

Step 3: Create a snapshot for specified indexes

Create a snapshot for indexes whose data you want to migrate. By default, all enabled indexes are
backed up in the snapshot. If you do not want to back up systemindexes, such as indexes whose names
start with .kibana , .security ,Or .monitoring ,YOU can specify the indexesyou want to back

up.

) Notice We recommend that you do not back up system indexes because they occupy large
storage space.

curl -H "Content-Type: application/json" -XPUT localhost:9200/ snapshot/es backup/snapshot
1?pretty -d'
{

"indices": "indexl,index2"

} v

index1 and index2 indicate the names of the indexes that you want to back up. If the snapshot
is created, "accepted" : true isreturned.

Step 4: Create the same repository for the Alibaba Cloud
Elasticsearch cluster
1. Log onto the Kibana console of the Alibaba Cloud Elasticsearch cluster.
For more information, see Log on to the Kibana console.

2. Inthe left-side navigation pane, click Dev Tools.
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3. Onthe Console tab of the page that appears, run the following command to create a repository
that has the same name as the repository for the user-created Elasticsearch cluster.

PUT _snapshot/es backup
{
"type": "oss",
"settings": {
"endpoint": "oss-cn-hangzhou-internal.aliyuncs.com",
"access key id": "your accesskeyid",
"secret access key": "your accesskeysecret",
"bucket": "es-backup-es",

"compress": true

Step 5: Restore data from the created snapshot

In the Kibana console of the Alibaba Cloud Elasticsearch cluster, run the following command to restore
all indexes (except systemindexes whose names start with . )fromthe created snapshot. Follow
the instructions in the "Step 4: Create the same repository for the Alibaba Cloud Elasticsearch cluster"
sectionto performthe restoration.

POST snapshot/es backup/snapshot 1/ restore

{"indices":"*,-.monitoring*, -.security audit*","ignore unavailable":"true"}

If the command is successfully executed, m"accepted" : true Iisreturned.

The preceding command restores all indexes in the snapshot. You can also specify the indexes that you
want to restore. In the Alibaba Cloud Elasticsearch cluster, an existing index may have the same name as
anindex you want to restore. In this case, if you do not want to replace the data in the existing index,
you can rename the index you want to restore during the restoration.

POST snapshot/es backup/snapshot 1/ restore
{

"indices":"index1",
"rename pattern": "index(.+)",
"rename replacement": "restored index $1"

@ Note For more information about the commands that are used to create snapshots or
restore data, see Create manual snapshots and restore data from manual snapshots.

Step 6: View restoration results

In the Kibana console of the Alibaba Cloud Elasticsearch cluster, run the following command to view
the restoration results. Follow the instructions in the "Step 4: Create the same repository forthe
Alibaba Cloud Elasticsearch cluster" section to performthe operation.

e View the restored indexes

GET / cat/indices?v
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health
green
green
green
green
green
green

stat
open
open
open
open
open
open

us index
.monitoring-kibana-6-2828.85.28
.monitoring-es-5-2828.85.28
.monitoring-logstash-5-2828.86.83
.monitoring-kibana-6-2628.086.84
.kibana task_manager

e View the data in the restored indexes

GET /indexl/ search

If the command is successfully executed, the following result is returned:

{

"took" : 2,

"timed out" : false,

" shards" : {
"total" : 5,
"successful" : 5,

"skipped" : 0O,
"failed" : O

}I

"hits" :
"total" : 1,

"max score" : 1.0,

"hits" :

{

"

"

"

"

{

[

"

index" : "index1",

type" : " doc",

id™ : "1i",

score" : 1.0,

source" : {

"productName" : "testpro",
"annual rate" : "3.22%",
"describe" : "testpro"

2.2.2. Use Alibaba Cloud Logstash to migrate
data from a self-managed Elasticsearch cluster

to an Alibaba Cloud Elasticsearch cluster

Migrate data from a self-managed Elasticsearch cluster to an Alibaba Cloud Elasticsearch cluster

You can use an Alibaba Cloud Logstash pipeline to migrate data from a self-managed Elasticsearch
cluster to an Alibaba Cloud Elasticsearch cluster. This topic describes the migration procedure in detail.

Prerequisites
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e A self-managed Elasticsearch clusteris created.

We recommend that you create a self-managed Elasticsearch cluster on Alibaba Cloud Elastic
Compute Service (ECS) instances. For more information, see Install and Run Elasticsearch.

) Notice

o The ECS instances that host the self-managed Elasticsearch cluster must be deployed in a
virtual private cloud (VPC). You cannot use ECS instances that are connected to a VPC over
ClassicLink.

o Alibaba Cloud Logstash clusters are deployed in VPCs. Before you configure a Logstash
pipeline, you must check whether the ECS instances that host the self-managed
Elasticsearch cluster reside in the same VPC as the Alibaba Cloud Logstash cluster that you
want to use. If they reside in different VPCs, you must configure NAT gateways to
connect the ECS instances and Logstash cluster to the Internet. For more information, see
Configure a NAT gateway for data transmission over the Internet.

o You must configure security group rules to allow access fromthe IP addresses of the
nodes in the Logstash cluster for the security groups of the ECS instances that host the
self-managed Elasticsearch cluster. In addition, you must enable port 9200. You can
obtain the IP addresses of the nodes in the Logstash cluster on the Basic Information
page of the Logstash cluster.

o Inthis example, an Alibaba Cloud Logstash V6.7.0 cluster is used to migrate data froma
self-managed Elasticsearch 5.6.16 cluster to an Alibaba Cloud Elasticsearch V6.7.0 cluster.
The scripts provided in this topic apply only to this type of data migration. If you want to
performothertypes of data synchronization, you must check whether your Elasticsearch
clusters and Logstash cluster meet compatibility requirements based on the instructions in
Compatibility matrixes. If they do not meet compatibility requirements, you can upgrade
their versions or purchase new clusters.

e AnAlibaba Cloud Logstash cluster is created.
For more information, see Create a cluster.

e AnAlibaba Cloud Elasticsearch cluster is created in the VPC where the Alibaba Cloud Logstash cluster
resides. Make sure that the Alibaba Cloud Elasticsearch cluster is of the same version as the Logstash
cluster. In this example, V6.7.0 is used.

For more information, see Create an Alibaba Cloud Elasticsearch cluster.
e The Auto Indexing feature is enabled for the Alibaba Cloud Elasticsearch cluster.

For more information, see Configure the YML file.

@ Note Logstash does not synchronize the structure features of data when Logstash
migrates data. Therefore, if you enable the Auto Indexing feature, the structure of data may
change afterthe data is migrated to the destination. If you want the structure of the datato
remain unchanged, we recommend that you create an empty index in the destination and
migrate data to the index. When you create the index, copy the mappings and settings
configurations of the source and set the numbers of shards and replicas to appropriate values.

Configure and run a Logstash pipeline
1.

30 > Document Version: 20220614


https://www.elastic.co/guide/cn/elasticsearch/guide/current/running-elasticsearch.html
https://www.alibabacloud.com/help/doc-detail/143197.htm#task-2325913
https://www.alibabacloud.com/help/doc-detail/149588.htm#concept-2382375
https://www.alibabacloud.com/help/doc-detail/139720.htm#task-2277894
https://www.alibabacloud.com/help/doc-detail/69055.htm#task-2277894
https://www.alibabacloud.com/help/doc-detail/61336.htm#task-2445099

Elasticsearch

Best Practices-Elasticsearch migrati
on

voA W

. Inthe Create Task wizard, enter a pipeline ID and configure the pipeline.

In this example, the following configurations are used for the pipeline:

input {

elasticsearch {

hosts => ["http://<IP address of the master node in the self-managed Elasticsearc

h cluster>:9200"]

user => "elastic"

index => "*,-.monitoring*,-.security*,-.kibana*"

password => "your password"

docinfo => true

}

filter {

}

output {
elasticsearch {

hosts => ["http://es-cn-mp91lcbxsm000c****.elasticsearch.aliyuncs.com:9200"]

user => "elastic"

password => "your password"

index => "%{[@metadata] [ index]}"

document type => "${[@metadatal [ typel}"
document id => "%{[@metadata] [_id]}"

}

file extend {

path => "/ssd/1/1ls-cn-vOhlkzca****/logstash/logs/debug/test"

Parameters

Parameter

hosts

Description

The endpoint of the self-managed Elasticsearch cluster or Alibaba
Cloud Elasticsearch cluster. In the input part, specify a value for
this parameter inthe format of http://<IP address of the m
aster node in the self-managed Elasticsearch cluster>:<
Port number> . Inthe output part, specify a value for this
parameter in the format of http://<ID of the Alibaba Clou
d Elasticsearch cluster>.elasticsearch.aliyuncs.com: 920
0

) Notice When you configure this parameter, you must
replace <IP address of the master node in the self-
managed Elasticsearch cluster> , <Port number> ,
and <ID of the Alibaba Cloud Elasticsearch cluster
> with your actual values.

> Document Version: 20220614

31



Best Practices-Elasticsearch migrati
on

Elasticsearch

Parameter Description

The username that is used to access the self-managed
Elasticsearch cluster or Alibaba Cloud Elasticsearch cluster.

) Notice

o The user and password parameters are required in
most cases. If the X-Pack plug-in is not installed on
the self-managed Elasticsearch cluster, you can leave
the two parameters empty.

user o The default username that is used to access the
Alibaba Cloud Elasticsearch clusters is elastic. The
default username is used in this example. You can use
a custom username. Before you use a custom
username, you must create a role for it and grant the
required permissions to the role. For more
information, see Use the RBAC mechanism provided
by Elasticsearch X-Pack to implement access control.
password The password that is used to access the self-managed
Elasticsearch cluster or Alibaba Cloud Elasticsearch cluster.
The names of the indexes whose data you want to migrate or to
which you want to migrate data. If you set this parameter to *,-
.monitoring*,-.security*,-.kibana* in the input part, the system
migrates data in indexes other than system indexes whose names
index start with a period (. ). If you set this parameterto %

{[@metadata][_index]} in the output part, the system matches the
index parameter in the metadata. This indicates that the names
of the indexes generated on the Alibaba Cloud Elasticsearch
cluster are the same as the names of the indexes on the self-
managed Elasticsearch cluster.

If you set this parameter to true, the system extracts the
docinfo metadata of documents in the self-managed Elasticsearch
cluster, such as the index, type, and id fields.

If you set this parameter to %{{@metadata][_type]}, the system
matches the index type in the metadata. This indicates that the

document_type type of the indexes generated on the Alibaba Cloud Elasticsearch
cluster is the same as the type of the indexes on the self-
managed Elasticsearch cluster.

If you set this parameter to %{{@metadata][_id]}, the system
matches the document IDs in the metadata. This indicates that

document _id the IDs of the documents generated on the Alibaba Cloud
Elasticsearch cluster are the same as the IDs of the documents on
the self-managed Elasticsearch cluster.
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Parameter Description

file_extend ) Notice

For more information about how to configure parameters in the Config Settings field, see Logstash

configuration files.

6.
7.

View migration results

1. Log onto the Kibana console of the Alibaba Cloud Elasticsearch cluster.

For more information, see Log on to the Kibana console.

2. Inthe left-side navigation pane, click Dev Tools.

3. Onthe Console tab of the page that appears, runthe GET / cat/indices?v

the indexes that store the migrated data.

= T green open
GE . Lndices | > £ ol
green open

SKivaiia_lash_inaliage:

12.9kb
.monitoring-es-6-2020.03.23
548.4mb

2162928

command to view

—— 1gb
ok green  open
.3kb

my_index
15.6kb

3

green open
} 1021mb
green open
.8mb
green open
.1mb
green open
.1gb

FAQ

.monitoring-es-6-2020.03.24
506.6mb
.monitoring-es-6-2020.03.19
440 .7mb
.monitoring-es-6-2020.03.26
220.3mb
.monitoring-es-6-2020.03.25
659.9mb

[P I

("N N

2192747

1886373

872498

2222161

e Q: How do I connect the ECS instances that host the self-managed Elasticsearch clusterto the
Alibaba Cloud Logstash cluster when the ECS instances and the Logstash cluster belong to different

accounts?

A: The ECS instances and the Logstash cluster belong to different accounts. Therefore, the ECS
instances and the Logstash cluster reside in different VPCs. In this case, you can use Cloud Enterprise
Network (CEN) to connect the ECS instances to the Logstash cluster. For more information, see Step 3:

Attach network instances.

e Q: An error occurs when Logstash writes data to the destination. How do | do?

A: Troubleshoot the error based on the instructions provided in FAQ about data transfer by using

Logstash.

2.2.3. Use Logstash to migrate full or incremental

data from a self-managed Elasticsearch cluster

to an Alibaba Cloud Elasticsearch cluster
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If you want to migrate full or incremental data from your self -managed Elasticsearch cluster to an
Alibaba Cloud Elasticsearch cluster, you can deploy a self-managed Logstash cluster on the Elastic
Compute Service (ECS) instance that hosts the self-managed Elasticsearch cluster and use the pipeline
configuration feature of Logstash to migrate the data. The topic describes the procedure in detail.

Context

The following procedure shows migrating data from a self-managed Elasticsearch cluster to an Alibaba
Cloud Elasticsearch cluster by using a self-managed Logstash cluster.

1.

Deploy a self-managed Elasticsearch cluster on an ECS instance and prepare the data that you
want to migrate in the self-managed Elasticsearch cluster.

Create an Alibaba Cloud Elasticsearch cluster.

Run a Python script on the ECS instance to migrate the metadata of indexes in the self-managed
Elasticsearch cluster.

. Deploy a self-managed Logstash cluster on the ECS instance, and configure a pipeline in the

Logstash cluster to migrate full or incremental data from the self-managed Elasticsearch clusterto
the Alibaba Cloud Elasticsearch cluster.

Precautions

e Inthis example, the self-managed Logstash cluster is deployed on an Alibaba Cloud ECS instance.
The ECS instance must reside in the same virtual private cloud (VPC) as the Alibaba Cloud Elasticsearch
cluster. In addition, you must make sure that the Logstash cluster can connect to both the self-
managed Elasticsearch cluster and the Alibaba Cloud Elasticsearch cluster.

e Both full migration and incremental migration are supported. If this is the first time that you migrate
data fromyour self-managed Elasticsearch cluster, full migration is performed. For new data that is
written to the cluster, you can performincremental migration. Incremental migration requires that the
indexes in the source Elasticsearch cluster have a timestamp field.

Procedure

ok wnN

Step 1: Make preparations

Step 2: Migrate the metadata of indexes in the self-managed Elasticsearch cluster
Step 3: Migrate full data

Step 4: Migrate incremental data

Step 5: View the data migration results

Step 1: Make preparations

1.

Create an Alibaba Cloud Elasticsearch cluster.

For more information, see Create an Alibaba Cloud Elasticsearch cluster. The following table
describes the configurations of the Alibaba Cloud Elasticsearch cluster used in this example.

Configuration item Description
Region China (Hangzhou).
Edition and version V7.10.0 of Standard Edition.
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Configuration item

Specifications

Description

Three zones and three data nodes. Specifications of a single data
node: 4 vCPUs, 16 GiB of memory, and an enhanced SSD (ESSD) with
100 GiB of storage space.

2. Create an ECS instance, which is used to deploy a self-managed Elasticsearch cluster, the self -
managed Kibana service, and a self-managed Logstash cluster.

For more information about how to create an ECS instance, see Create an instance by using the

wizard. The following table describes the configurations of the ECS instance used in this example.

Configuration item

Region

Specifications

Image

Storage

Network

Security group

Description

China (Hangzhou).

4 vCPUs and 16 GiB of memory.

Public image: CentQS 7.9 64-bit.

System disk: an ESSD with 100 GiB of storage space.

The ECS instance resides in the same VPC as the Alibaba Cloud
Elasticsearch cluster, and Assign Public IPv4 Address is selected
for the ECS instance. The network usage of the ECS instance is
charged based on the pay-by-traffic billing method. The peak
bandwidth is 100 Mbit/s.

An inbound rule that allows traffic on port 5601 is added to a
security group of the ECS instance. Port 5601 is the port of the
Kibana service. The IP address of your client is added as an
authorization object.

) Notice

o |If your client is in a home network or in a LAN of an
office, you must add the IP address of the Internet
egress rather than the IP address of the client to a
security group of the ECS instance. We recommend that
you query the IP address of the Internet egress in the IP
address library of Taobao.

© You can also add 0.0.0.0/0 as an authorization object. If
you make this configuration, all public IPv4 addresses
can be used to access the ECS instance. This poses
security risks. We recommend that you do not make
this configuration in the production environment.

3. Deploy a self-managed Elasticsearch cluster on the ECS instance.

In this example, a self-managed Elasticsearch 7.6.2 cluster that has one data node is used. To
deploy the cluster on the ECS instance, performthe following steps:
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i. Connect to the ECS instance.
For more information, see Connect to a Linux instance by using a password or key.

ii. Create a user account named elastic.

useradd elastic

passwd <your password>

ii. Switchfromthe root userto the elastic user.

su -1 elastic

iv. Download the Elasticsearch package and decompress the package.

wget https://artifacts.elastic.co/downloads/elasticsearch/elasticsearch-7.6.2-1inux
-x86 64.tar.gz

tar -zvxf elasticsearch-7.6.2-1linux-x86 64.tar.gz

v. Use the elastic user to start the Elasticsearch cluster.

Go to the directory in which the Elasticsearch cluster is deployed and start the Elasticsearch
cluster.

cd elasticsearch-7.6.2

./bin/elasticsearch -d

vi. Checkwhetherthe Elasticsearch cluster runs as expected.

cd ~
curl localhost:9200

If the Elasticsearch cluster runs as expected, the result shown in the following figure is
returned. The result contains the version number of the Elasticsearch cluster and the message
"You Know, for Search".

[elastic@vm@l ~]% curl localhost:9288
{
"name” : "wvmail”,
"cluster name” : "elasticsearch”,
"cluster_uuid”™ : "SRB4pnk4SmS-YHzsr
"version” : {
"number™ : "7.6.27,
“"build flavor™ : "default”,
"build type™ : "tar”,
"build hash™ : "ef48eb35cf3Badf4dbl4886e8aabd@7ef6bq
"build_date™ : "2828-83-26T86:34:37.7949437",
"build snapshot™ : false,
"lucene_version” : "8.4.8",
"minimum wire compatibility version™ : "6.8.8",
"minimum_index_compatibility version™ : "6.8.8-betal”
} 3
"tagline™ : "You Know, for Search”

1
i

4. Deploy the self-managed Kibana service and prepare test data.

In this example, the self-managed Kibana 7.6.2 service that has one data node is used. To deploy
the self-managed Kibana service, performthe following steps:

i. Connect to the ECS instance.

For more information, see Connect to a Linux instance by using a password or key.
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ii. Download the Kibana package and decompress the package.

wget https://artifacts.elastic.co/downloads/kibana/kibana-7.6.2-1inux-x86 64.tar.gz
tar -zvxf kibana-7.6.2-1linux-x86 64.tar.gz

iii. Modify the kibana.yml configuration file in the config/ installation directory of the Kibana
service. Add the server.host: "0.0.0.0" configurationto the configuration file to allow
access to the Kibana service from all public IP addresses.

Go to the installation directory of the Kibana service and modify the kibana.yml configuration
file.

cd kibana-7.6.2-1inux-x86 64

vi config/kibana.yml

iv. Use the elastic userto start the Kibana service.

nohup ./bin/kibana &

v. Log onto the Kibana console and add the test data.

a. Use the URLthat contains the public IP address of the ECS instance to log on to the Kibana
console.

The URL s in the following format: http://<Public IP address of the ECS
instance>:5601/app/kibana#/home.

b. Onthe homepage of the Kibana console, click Try our sample data.

C. Onthe Sample data tab, click Add data inthe Sample web logs card and add the test
data.

Add Data to Kibana

All Logs Metrics SIEM Sample data

e eCommerce e

- { 801 :
) P : 1 - :

$77,63833 [ e =

Sample eCommerce orders

Sample data, visualizations, and dashboards for

tracking eCommerce orders.
Add data

Sample flight data

Sample data, visualizations, and dashboards for

monitoring flight routes.
Add data

5. Deploy a self-managed Logstash cluster on the ECS instance.

Sample web logs

Sample data, visualizations, and dashboards for
monitoring web logs.

Add

In this example, a self-managed Logstash 7.10.0 cluster that has one node is used. To deploy the
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self-managed Logstash cluster, performthe following steps:
i. Connect to the ECS instance.
For more information, see Connect to a Linux instance by using a password or key.

ii. Go backto the root directory, download the Logstash package, and then decompress the
package.

cel =
wget https://artifacts.elastic.co/downloads/logstash/logstash-7.10.0-1inux-x86 64.t
ar.gz

tar -zvxf logstash-7.10.0-linux-x86 64.tar.gz

ii. Change the JVM heap memory setting of the Logstash cluster.

The default VM heap memory size of the Logstash clusteris 1 GiB. You must specify an
appropriate heap memory size for the Logstash cluster based on the specifications of the ECS
instance to accelerate data migration.

Go to the installation directory of the Logstash cluster and modify the jvm.options
configuration file in the config/ directory. Add the -Xms8g and -Xmx8g settings to the
configuration file.

cd logstash-7.10.0

vi config/jvm.options

-XX :+UseConcMarkSweepGC
-XX:CMSInitiatingOccupancyFraction=75
-XX:+UseCMSInitiatingOccupancyOnly
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iv. Change the number of data records that can be written by the Logstash cluster at a time.

Enable the Logstash cluster to write 5 to 15 MiB of data records at a time. This can accelerate
data migration.

Modify the pipelines.yml pipeline configuration file in the config/ directory. Change the value
of the pipeline.batch.size parameter in the configuration file from 125 to 5000. The
pipeline.batch.size parameter specifies the number of data records that can be written by the
Logstash cluster at a time.

vi config/pipelines.yml

v. Checkwhether the Logstash cluster runs as expected.

a. Runthe following command in the command-line tool of the host of the ECS instance to
collect the input and output data:

bin/logstash -e 'input { stdin { } } output { stdout {} }'
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b. Enter "Hello world!"in the command-line tool as the input.

If the Logstash cluster runs as expected, "Hello world!" is returned as the output.

[elastic@vm@l logstash-7.108.08]% bin/logstash -e 'input { stdin { } } output { stdout {} }°
Using bundled JDK: /home/felastic/logstash-7.18.8/jdk
64-Bit Server VM warning: Option UseConcMarkSweepGC was deprecated in version 9.8 3
i: An illegal reflective access operation has occurred
i: Illegal reflective access by org.jruby.ext.openssl.SecurityHelper (file:/tmp/jruby
i: Please consider reporting this to the maintainers of org.jruby.ext.openssl.Securit]
i: Use --illepgal-access=warn to enable warnings of further illegal reflective access
i: All illepal access operations will be denied in a future release
Logstash logs to fhome/elastic/logstash-7.18.8/logs which is now configured via log]
[2822-83-21T15:39:24,478][INFO ][logstash.runner ] Starting Logstash {"logstash.ve
inux-x86_64]"}
[2822-83-21T15:39:24,686 |[INFO ][logstash.setting.writabledirectory] Creating directory {:s
[2822-83-21T15:39:24 ,618][INFO ][logstash.setting.writabledirectory] Creating directory {:s
[2822-83-21T15:39:24 ,845][WARN ][logstash.config.source.multilocal] Ignoring the ‘pipelines
[2822-83-21T15:39:24 ,865][INFO ][logstash.agent ] No persistent UUID file found.
[2822-83-21T15:39:25,961][INFO ]J[org.reflections.Reflections] Reflections took 36 ms to sca)
[2822-83-21T15:39:26,356]|[INFO ][logstash.javapipeline 1[main] Starting pipeline {:pipel
s"=>["config string™], :thread=>"#<Thread:@x75693a9 run>"}
[2822-83-21T15:39:26,997][INFO ][logstash.javapipeline ][main] Pipeline Java execution i
[2622-83-21T15:39:27,0832][INFO ][logstash.javapipeline J[main] Pipeline started {"pipeli]
The stdin plugin is now waiting for input:
[2822-83-21T15:39:27,873][INFO ][logstash.agent ] Pipelines running {:count=>1,
[2822-83-21T15:39:27,211][INFO ][logstash.agent ] Successfully started Logstash A
"Hello world!"™
(
"host”
"@version” =
"message” =»>
"@timestamp” =>

Step 2: Migrate the metadata of indexes in the self-managed
Elasticsearch cluster

If you enable the Auto Indexing feature forthe Alibaba Cloud Elasticsearch cluster, when you migrate
data, the system automatically creates indexes in the cluster. However, these indexes may be different
fromthe indexes that you want to migrate fromthe self-managed Elasticsearch cluster. As a result, the
formats of data in the Alibaba Cloud Elasticsearch cluster may be different fromthose of datainthe
self-managed Elasticsearch cluster. We recommend that you manually create indexes in the Alibaba
Cloud Elasticsearch cluster before data migration. T his ensures that data in the Alibaba Cloud
Elasticsearch cluster is the same as the data in the self-managed Elasticsearch cluster.

You can use Python scripts to create indexes in the Alibaba Cloud Elasticsearch cluster. To create an
index, performthe following steps:

1. Connect to the ECS instance.
For more information, see Connect to a Linux instance by using a password or key.

2. Create and open a Python script file. In this example, a Python script file named indiceCreate.py is
created.

vi indiceCreate.py

3. Modify the Python script file. Copy the following code to the Python script file. You must change
the hosts, usernames, and passwords of the source and destination Elasticsearch clusters inthe
following code based on your business requirements.

#!/usr/bin/python
# -*- coding: UTF-8 -*-

# File name: indiceCreate.py
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import sys
import base64
import time
import httplib
import json
## Specify the host of the source Elasticsearch cluster.
oldClusterHost = "localhost:9200"
## Specify the username of the source Elasticsearch cluster. This parameter can be left
empty.
oldClusterUserName = "elastic"
## Specify the password of the source Elasticsearch cluster. This parameter can be left
empty.
oldClusterPassword = "xxxxxx"
## Specify the host of the destination Elasticsearch cluster. You can obtain the host o
n the Basic Information page of the destination Elasticsearch cluster.
newClusterHost = "es-cn-zvp2m4bko0009**** elasticsearch.aliyuncs.com:9200"
## Specify the username of the destination Elasticsearch cluster.
newClusterUser = "elastic"
## Specify the password of the destination Elasticsearch cluster.
newClusterPassword = "xxxxxx"
DEFAULT REPLICAS = 0
def httpRequest (method, host, endpoint, params="", username="", password=""):

conn = httplib.HTTPConnection (host)

headers = {}

if (username != "")

'Hello {name}, your age is {age} !'.format (name = 'Tom', age = '20'")
basebd4string = baseb64.encodestring (' {username}: {password}'.format (username = us

ername, password = password)).replace('\n', ''")

headers ["Authorization”] = "Basic %s" % base64string;
if "GET" == method:
headers["Content-Type"] = "application/x-www-form-urlencoded"

conn.request (method=method, url=endpoint, headers=headers)
else
headers["Content-Type"] = "application/json"
conn.request (method=method, url=endpoint, body=params, headers=headers)
response = conn.getresponse ()
res = response.read()
return res
def httpGet (host, endpoint, username="", password=""):

nwn
’

return httpRequest ("GET", host, endpoint, username, password)
def httpPost (host, endpoint, params, username="", password=""):

return httpRequest ("POST", host, endpoint, params, username, password)
def httpPut (host, endpoint, params, username="", password=""):

return httpRequest ("PUT", host, endpoint, params, username, password)
def getIndices(host, username="", password="") :

endpoint = "/ _cat/indices"

indicesResult = httpGet (oldClusterHost, endpoint, oldClusterUserName, oldClusterPas
sword)

indicesList = indicesResult.split("\n")

indexList = []

for indices in indicesList:

if (indices.find("open") > 0):
indexList.append (indices.split () [2])

return indexList
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def getSettings(index, host, username="", password=""):

endpoint = "/" + index + "/ settings"

indexSettings = httpGet (host, endpoint, username, password)

print (index + " Original settings: \n" + indexSettings)

settingsDict = json.loads (indexSettings)

## By default, the number of primary shards is the same as that for the indexes in
the source Elasticsearch cluster.

number of shards = settingsDict[index] ["settings"]["index"]["number of shards"]

## The default number of replica shards is 0.

number of replicas = DEFAULT REPLICAS

newSetting = "\"settings\": {\"number of shards\": %s, \"number of replicas\": %s}"
% (number of shards, number of replicas)

return newSetting
def getMapping(index, host, username="", password=""):

endpoint = "/" + index + "/ mapping"

indexMapping = httpGet (host, endpoint, username, password)

print (index + " Original mappings: \n" + indexMapping)

mappingDict = json.loads (indexMapping)

mappings = json.dumps (mappingDict[index] ["mappings"])

newMapping = "\"mappings\" : " + mappings

return newMapping
def createlIndexStatement (oldIndexName) :

settingStr = getSettings (oldIndexName, oldClusterHost, oldClusterUserName, oldClust
erPassword)

mappingStr = getMapping(oldIndexName, oldClusterHost, oldClusterUserName, oldCluste
rPassword)

createstatement = "{\n" + str(settingStr) + ",\n" + str(mappingStr) + "\n}"

return createstatement
def createlIndex (oldIndexName, newIndexName="") :

if (newIndexName == "")

newIndexName = oldIndexName

createstatement = createlIndexStatement (oldIndexName)

print ("New index " + newIndexName + " Index settings and mappings: \n" + createsta
tement)

endpoint = "/" + newIndexName

createResult = httpPut (newClusterHost, endpoint, createstatement, newClusterUser, n

ewClusterPassword)
print ("New index " + newIndexName + " Creation result: " + createResult)
## main

indexList = getIndices (oldClusterHost, oldClusterUserName, oldClusterPassword)
systemIndex = []
for index in indexList:
if (index.startswith(".")):
systemIndex.append (index)
else
createIndex (index, index)
if (len(systemIndex) > 0)
for index in systemIndex:
print (index + " It may be a system index and will not be recreated. You can ma

nually recreate the index based on your business requirements.")

4. Runthe Python script to create anindex in the Alibaba Cloud Elasticsearch cluster.

/usr/bin/python indiceCreate.py

42 > Document Version: 20220614



Elasticsearch

Best Practices-Elasticsearch migrati

on

5. Log onto the Kibana console of the Alibaba Cloud Elasticsearch cluster and view the created
index. Fore more information about how to log onto the Kibana console, see Log on to the Kibana
console.

GET /_cat/indices?v

Step 3: Migrate full data
1. Connect to the ECS instance.
For more information, see Connect to a Linux instance by using a password or key.

2. Create a pipeline configuration file for the Logstash cluster and open the configuration file in the
config directory.

cd logstash-7.10.0/config

vi es2es_all.conf

3. Modify the configuration file by referring to the following code:
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input {
elasticsearch(

# Specify the host of the source Elasticsearch cluster.

hosts => ["http://localhost:9200"]

# Specify the username and password of the source Elasticsearch cluster.

user => "xxxxxx"

password => "xxxxxx"

# Specify the names of the indexes that you want to migrate. Separate the names
with commas (,) .

index => "kibana sample data *"

# Retain the following default settings. The settings are related to the number
of threads used for data migration, the size of data that needs to be migrated, and the
JVM heap memory size of the Logstash cluster.

docinfo=>true

slices => 5

size => 5000

}

filter {
# Remove some fields that are added by Logstash.
mutate {

remove field => ["@timestamp", "@version"]

}
output {
elasticsearch{
# Specify the host of the destination Elasticsearch cluster. You can obtain the
host on the Basic Information page of the destination Elasticsearch cluster.
hosts => ["http://es-cn-zvp2md4bko0009**** elasticsearch.aliyuncs.com:9200"]
# Specify the username and password of the destination Elasticsearch cluster.
user => "elastic"
password => "xxxxxx"
# Specify the names of the indexes in the destination Elasticsearch cluster. Th
e following setting indicates that the names of the indexes in the destination Elastics

earch cluster are the same as those of the indexes in the source Elasticsearch cluster.

index => "%{[@metadata] [ index]}"
# Specify the types of the indexes in the destination Elasticsearch cluster. Th
e following setting indicates that the types of the indexes in the destination Elastics

earch cluster are the same as those of the indexes in the source Elasticsearch cluster.

document type => "${[@metadata] [ type]}"

# Specify the IDs of the documents in the destination Elasticsearch cluster. If
you do not want to retain the IDs of the source documents in the destination Elasticsea
rch cluster, you can delete the setting in the following row. This provides better perf
ormance.

document id => "${[@metadata] [ id]}"

ilm enabled => false

manage template => false
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@ Note To ensure the accuracy of data migration, we recommend that you create multiple
Logstash pipelines and use each pipeline to migrate part of the data.

4. Start the Logstash cluster to migrate full data.

cd ../
nohup bin/logstash -f config/es2es all.conf >/dev/null 2>&l &

Step 4: Migrate incremental data

1. Connect to the ECS instance, create a pipeline configuration file for the Logstash cluster, and then
open the configuration file in the config directory.

cd config

vi es2es kibana sample data logs.conf

2. Modify the configuration file by referring to the following code:

Add the schedule parameterto the input part in the pipeline configuration file to enable the
Logstash cluster to migrate incremental data. Sample code:

input{
elasticsearch{

# Specify the host of the source Elasticsearch cluster.

hosts => ["http://localhost:9200"]

# Specify the username and password of the source Elasticsearch cluster.

user => "xxxxxx"

password => "xxxxxx"

# Specify the names of the indexes that you want to migrate. Separate the names
with commas (,) .

index => "kibana sample data logs"

# Specify the time range in which you want to query incremental data. The follo
wing setting indicates that incremental data over the last 5 minutes is queried.

query => '{"query":{"range":{"Q@timestamp":{"gte":"now-5m","1lte":"now/m"}}}}"'

# Specify the interval at which incremental data is collected. The following se
tting indicates that incremental data is collected every minute.

schedule => "* * * * *n

scroll => "bm"

docinfo=>true

size => 5000

}

filter {
# Remove some fields that are added by Logstash.
mutate {

remove field => ["@timestamp", "@version"]

}
output {
elasticsearch{
# Specify the host of the destination Elasticsearch cluster. You can obtain the
host on the Basic Information page of the destination Elasticsearch cluster.
hosts => ["http://es-cn-zvp2mdbko0009**** elasticsearch.aliyuncs.com:9200"]

# Specify the username and password of the destination Elasticsearch cluster.

‘‘‘‘‘ =N WAl an+d AT
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password => "xxxxxx"
# Specify the names of the indexes in the destination Elasticsearch cluster. Th
e following setting indicates that the names of the indexes in the destination Elastics

earch cluster are the same as those of the indexes in the source Elasticsearch cluster.

index => "%{[@metadata] [ index]}"
# Specify the types of the indexes in the destination Elasticsearch cluster. Th
e following setting indicates that the types of the indexes in the destination Elastics

earch cluster are the same as those of the indexes in the source Elasticsearch cluster.

document type => "${[@metadatal [ typel}"

# Specify the IDs of the documents in the destination Elasticsearch cluster. If
you do not want to retain the IDs of the source documents in the destination Elasticsea
rch cluster, you can delete the setting in the following row. This provides better perf
ormance.

document id => "%{[@metadata] [_id]}"

ilm enabled => false

manage template => false

3. Start the Logstash cluster to migrate incremental data.

nohup bin/logstash -f config/es2es kibana sample data logs.conf >/dev/null 2>&1 &

4. Inthe Kibana console of the Alibaba Cloud Elasticsearch cluster, query data records that are most
recently updated to check whether incremental data is migrated.

In this example, the data records that are updated over the last 5 minutes in the
kibana_sample_data_logs index are queried.

GET kibana sample data logs/ search
{
"query": {
"range": {

"@timestamp": {

"gte": "now-5m",
"lte": "now/m"
}
}
3o
"sort": [

{
"@timestamp": {

"order": "desc"

Step 5: View the data migration results

1. Check whether the full data is migrated.
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i. Query information about indexes, the number of data records, and the volume of data stored
in the self-managed Elasticsearch cluster.

GET _cat/indices?v

The following result is returned.

GET _cat/indices?v| [ 9 1
2

health status index

uuid pri rep docs.count docs.deleted store.size pri.store.size

green open .kibana_task_manager_1  CxAx5J2sTegHPsWW 1 @ 2 8 6.6kb 6.6kb

3 reen aopen .apm-agent-configuration dYzSbh4dTomjtDP3s 1 @a 2] 2] 283b 283b
4 |green open kibana_sample_data_logs PUBQrSkJRMGYI-cVi 1 @ 14674 2] 11.6mb 11.Gmb|
.kibana_1 MXhGZXbYTYSORBBGE:. oo ] 49 4 139.5kb 139.5kb

5 green open
=

ii. Query information about indexes, the number of data records, and the volume of data stored

in the Alibaba Cloud Elasticsearch cluster after the data migration.

If the full data is migrated, the number of returned data records is the same as the number of
data records in the self-managed Elasticsearch cluster.

1 GET _cat/indices?v| [N 1 health status index uuid pri rep docs.count docs.deleted store.size pri.store.size
2 green open .aliyun-limiter-group SKANSYNUSxeIZCXP3 101 ] 522b 261b
3 green open .apm-agent-configuration VaVC28KVQHCS ABLUY 101 ] ] 522b 261b
4 green open highlight unified PUBNS7HIRR2BSFIFV 11 2 ] 19.8kb 9.9kb
5 green open  .monitoring-es-7-2022.83.19 9NUAZCaAQu-4267rg 101 207485 15328 229.8mb 115. 2mb
6 green open  .monitoring-es-7-2022.83.18 kEP-@LeeSho1-kg2t 101 117792 e  132.3mb 60.3mb
7 green open .aliyun-limiter-config 651ImNebRoap3FYN 101 ] (] 522b 261b
8 green open .kibana 1 ORRILWLCT423T-1F5 101 22 13 20.8mb 10.4mb
9 green open .security-7 D7UXSeq7SSWEYH_YT 11 55 e  397.7kb 198.4kb

18 green open  .monitoring-es-7-2022.€3.21 n6DZ566KRMN1zaN7 101 94726 17626 114mb 57.5mb
11 green open .apm-custom-link SBNBUO0}Sd-VE3xxe 101 ] ] 522b 261b
12 green open .kibana_task_manager_1 iDK1EK-1R22Gkhfx] 101 6 217 246.6kb 82.3kb
13 green open  .monitoring-kibana-7-2822.63.26 eHPFB1h4Q8yxYbxAL 11 17278 8 5.8mb 2.8mb
14 green open .monitoring-kibana-7-2022.83.21 VIivw66dSBie Ruuu 101 6664 ] 2.6mb 2.3mb
15 green open  highlight fvh SErtUXXpToiiPsas | 11 2 [ 23.5kb 11.7kb
16 [green open kibana_sample_data_logs 1zall53 17 RNGDFWkZc T o 14674 G 5.4mb 5-4nb)
17 “preen open  .Kibana-event-105-7.10.0-00eeeT InZU-VAKRG 2K IEUXT T T T ] TT-ARD T7RD
18 green open  .monitoring-es-7-2022.83.20 SyOns3d-QUéysbFD] 11 224781 43812 246.6mb 124.1mb
19 green open  .monitoring-kibana-7-2022.83.18 gOvcKVR1QSO-PipQh 11 10760 ) 3.4mb 1.7mb
20 green open  .monitoring-kibana-7-2022.83.19 IwSi UIYQSeFSyudk 11 17280 ) 5.8mb 2.9mb

2. Checkwhether the incremental data is migrated.

Query the data records that are most recently updated in the self-managed Elasticsearch cluster.

GET kibana sample data logs/ search

{
"query": {
"range": {
"@timestamp": {
"gte": "now-5m",

"lte": "now/m"

}y
"sort": [
{
"@timestamp": {

"order": "desc"
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The following result is returned.

History Settings Help

1 GET _cat/indices?v 5;
z ) ) 24
3 GET kibana_sample data_logs/ search Dy 25
a- g -

26

inates™ : {
"lat™ : 45.54039389,

E 32
e ) 33 "lon” : -122.9498258
12- 3, 34- 1
13~  “sort™: [ 354 ,
f‘l' i e . 6 "host” : "wmmw.elastic.co”,
—5_" S ELE { 37 "index" : “"kibana_sample_data_logs",
16 “order": “"desc” 38 ip” 6. .
17~ } - .
18+ } s -
1o~ ] 41 "win
20~} 4 5
43 "memory” : null,
a4 "message” : "171.66. - - [2018-87-38T@9:23:11.8127] \"GET /security-analytics
Gecko/20110421 Firefox/6.@al\""
45 "phpmemory"
46 "referer” : “"http://www.elastic-elastic-elastic.com/success/albert-sacco”,
47 "request” : "/security-analytics”,
43 "response 208
49 “tags” : [
8 “succes:
51 “security”
52- 1
53 "timestamp™ “2022-83-21789:23:11.8127",
54 "url” : "https://www.elastic.co/solutions/security-analytics”,
55 "utc_time™ : "2022-03-21T09:23:11.812Z",
56+ "event” : {
57 “dataset” : "sample_web_logs”
58 -
59« b
60~ "sort" :

61 1647854591812
62 ]

63~

Run the same command to query the data records that are most recently updated in the Alibaba
Cloud Elasticsearch cluster. If the incremental data is migrated, the data records that are most
recently updated in the Alibaba Cloud Elasticsearch cluster are the same as those in the self -
managed Elasticsearch cluster.

2.2.4. Use the reindex APl to migrate data from a
self-managed Elasticsearch cluster to an Alibaba
Cloud Elasticsearch cluster

This topic describes how to use the reindex APIto migrate data from a self-managed Elasticsearch
cluster that runs on Elastic Compute Service (ECS) instances to an Alibaba Cloud Elasticsearch cluster.
Related operations include index creation and data migration.

Background information

You can use the reindex APIto migrate data only to single-zone Alibaba Cloud Elasticsearch clusters. If
you want to migrate data to a multi-zone Alibaba Cloud Elasticsearch cluster, we recommend that you
use one of the following methods:

e If the self-managed Elasticsearch cluster stores large volumes of data, use snapshots stored in
Object Storage Service (0SS). For more information, see Use 0SS to migrate data from a user-created
Elasticsearch cluster to an Alibaba Cloud Elasticsearch cluster.

e [f youwant to filter source data, use Logstash. For more information, see Use Alibaba Cloud Logstash
to migrate data from a self-managed Elasticsearch cluster to an Alibaba Cloud Elasticsearch cluster.

Prerequisites

e A single-zone Alibaba Cloud Elasticsearch cluster is created.
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For more information, see Create an Alibaba Cloud Elasticsearch cluster.
e A self-managed Elasticsearch cluster and the data to be migrated are prepared.

We recommend that you use a self-managed Elasticsearch cluster deployed on Alibaba Cloud ECS
instances. For more information about how to deploy a self-managed Elasticsearch cluster, see
Installing and Running Elasticsearch. The self-managed Elasticsearch cluster must meet the following
requirements:

o The ECS instances that host the self-managed Elasticsearch cluster are deployed in the same
virtual private cloud (VPC) as the Alibaba Cloud Elasticsearch cluster. You cannot use an ECS
instance that is connected to a VPC over a ClassicLink.

o The IP addresses of nodes in the Alibaba Cloud Elasticsearch cluster are added to the security
groups of the ECS instances that host the self-managed Elasticsearch cluster. You can query the IP
addresses of the nodes in the Kibana console of the Alibaba Cloud Elasticsearch cluster. In
addition, port 9200 is enabled.

o The self-managed Elasticsearch cluster is connected to the Alibaba Cloud Elasticsearch cluster.
You can test the connectivity by running the curl -XGET http://<host>:9200 command onthe

server where you run scripts.

@ Note Youcanrunall scripts provided in this topic on a serverthat can be connected to
both the self-managed Elasticsearch cluster and Alibaba Cloud Elasticsearch cluster over port
9200.

Limits

The network architecture of Alibaba Cloud Elasticsearch was adjusted in October 2020. Alibaba Cloud
Elasticsearch clusters created before October 2020 are deployed in the original network architecture.
Alibaba Cloud Elasticsearch cluster created in October 2020 or later are deployed in the new network
architecture. Due to the adjustment of the network architecture, you cannot use the reindex APIto

migrate data between clusters in some scenarios. The following table describes the scenarios and
provides data migration solutions in these scenarios.

Support for

Scenario Network architecture . Solution
the reindex API
Both clusters are deployed in the Yes For more information, see Use
original network architecture. the reindex APl to migrate data.
Both clusters are deployed in the No

new network architecture.

Use 0SS or Logstash to migrate
data between the clusters. For

Migrate data i i igi

9 One is deployed in the original more information, see Use 0SS
between network architecture, and the .

; . . No to migrate data from a user-
Alibaba Cloud other is deployed in the new :
Elacticsearch ) . created Elasticsearch cluster to

network architecture. an Alibaba Cloud Elasticsearch

clusters

cluster and Use Alibaba Cloud
Logstash to migrate data from a
self-managed Elasticsearch
cluster to an Alibaba Cloud
Elasticsearch cluster.
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Scenario Network architecture

The Alibaba Cloud Elasticsearch
cluster is deployed in the original
network architecture.

Migrate data
from a self-
managed
Elasticsearch
cluster that

runs on ECS
instances to
an Alibaba . .
The Alibaba Cloud Elasticsearch
Cloud . )
. cluster is deployed in the new
Elasticsearch .
network architecture.
cluster

Precautions

Support for

the reindex API

Yes

Yes

Solution

For more information, see Use
the reindex APl to migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster.

Use the PrivateLink service to
establish a private connection
between the VPC where the
Alibaba Cloud Elasticsearch
cluster resides and the VPC
where the self-managed
Elasticsearch cluster resides.
Then, use the domain name of
the endpoint you obtained and
the reindex APl to migrate data
between the clusters. For more
information, see Migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster deployed in the new
network architecture.

@ Note Only some
regions support PrivateLink.
For more information, see
Regions and zones that
support PrivateLink. If the
zone where your Alibaba
Cloud Elasticsearch cluster
resides does not support
PrivateLink, you cannot use
the reindex APl to migrate
data between the clusters.

e Alibaba Cloud Elasticsearch clusters deployed in the new network architecture reside in the VPC
wit hin the service account of Alibaba Cloud Elasticsearch. These clusters cannot access resources in
other network environments. Alibaba Cloud Elasticsearch clusters deployed in the original network
architecture reside in VPCs that are created by users. These clusters can access resources in other

network environments.

e To ensure data consistency and normal data read, we recommend that you do not write data to the
self-managed Elasticsearch cluster during the migration. After the migration, you can read data from
and write data to the Alibaba Cloud Elasticsearch cluster. If you want to write data to the self-
managed Elasticsearch cluster during the migration, we recommend that you configure loop
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execution for the reindex operation to shorten the time during which write operations are
suspended. For more information, see the method used to migrate a large volume of data (without
deletions and with update time) in Step 4: Migrate data.

e [f you connect to the self-managed Elasticsearch cluster or the Alibaba Cloud Elasticsearch cluster by
using its domain name, do not include pathinthe URL, suchas http://host:port/path

Procedure

1. Step 1: (Optional) Obtain the domain name of an endpoint

2. Step 2: Create destination indexes

3. Step 3: Configure a remote reindex whitelist for the Alibaba Cloud Elasticsearch cluster
4

. Step 4: Migrate data

Step 1: (Optional) Obtain the domain name of an endpoint

Alibaba Cloud Elasticsearch clusters created in October 2020 or later are deployed in the new network
architecture. These clusters reside in the VPC wit hin the service account of Alibaba Cloud Elasticsearch.
If your Alibaba Cloud Elasticsearch cluster is deployed in the new netwaork architecture, you need to use
the privateLink service to establish a private connection between the VPC and your VPC. Then, obtain the
domain name of the related endpoint for future use. To obtain the domain name, performthe
following steps:

1. Create a Classic Load Balancer (CLB) instance that supports the PrivateLink service and resides in the
same VPC as the Alibaba Cloud Elasticsearch cluster. For more information, see Step 1: Create a CLB
instance that supports PrivateLink.

2. Configure the CLB instance. For more information, see Step 2: Configure the CLB instance. You must
add all ECS instances that host the self-managed Elasticsearch clusterto the CLB instance as
backend servers and specify port 9200 as the listening port.

3. Create an endpoint service. For more information, see Step 3: Create an endpoint service.

4. Obtain the domain name of the endpoint that is used to access the endpoint service. For more
information, see View the domain name of an endpoint.

Record the obtained domain name, which is required in Step 3: Configure a remote reindex whitelist
forthe Alibaba Cloud Elasticsearch cluster.

Step 2: Create destination indexes

Create destination indexes on the Alibaba Cloud Elasticsearch cluster based on the index settings of
the self-managed Elasticsearch cluster. You can also enable the Auto Indexing feature forthe Alibaba
Cloud Elasticsearch cluster. However, we recommend that you do not use this feature.

The following sample code is a Python script that is used to create multiple indexes on the Alibaba
Cloud Elasticsearch cluster at a time. By default, no replica shards are configured for these indexes.

#!/usr/bin/python

# —*— coding;: UTE-8 —*-

# File name: indiceCreate.py
import sys

import base64

import time

import httplib

import json

## Specify the host of the self-managed Elasticsearch cluster.
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oldClusterHost = "old-cluster.com"

## Specify the username of the self-managed Elasticsearch cluster. The field can be empty.

oldClusterUserName = "old-username"

## Specify the password of the self-managed Elasticsearch cluster. The field can be empty.

oldClusterPassword = "old-password"

## Specify the host of the Alibaba Cloud Elasticsearch cluster. You can obtain the informat

ion

from the Basic Information page of the Alibaba Cloud Elasticsearch cluster in the Aliba

ba Cloud Elasticsearch console.

newClusterHost = "new-cluster.com"

## Specify the username of the Alibaba Cloud Elasticsearch cluster.

newClusterUser = "elastic"

## Specify the password of the Alibaba Cloud Elasticsearch cluster.

newClusterPassword = "new-password"
DEFAULT REPLICAS = 0

def

me,

def

def

def

def

def

httpRequest (method, host, endpoint, params="", username="", password=""):
conn = httplib.HTTPConnection (host)
headers = {}
if (username != "")
'Hello {name}, your age is {age} !'.format (name = 'Tom', age = '20')
base64string = baseb4.encodestring (' {username}: {password}'.format (username = userna

password = password)) .replace('\n', '')

headers["Authorization"] = "Basic %s" % baseb64string;
if "GET" == method:
headers["Content-Type"] = "application/x-www-form-urlencoded"

conn.request (method=method, url=endpoint, headers=headers)
else

headers["Content-Type"] = "application/json"

conn.request (method=method, url=endpoint, body=params, headers=headers)
response = conn.getresponse ()
res = response.read()
return res
httpGet (host, endpoint, username="", password=""):
return httpRequest ("GET", host, endpoint, "", username, password)
httpPost (host, endpoint, params, username="", password=""):
return httpRequest ("POST", host, endpoint, params, username, password)
httpPut (host, endpoint, params, username="", password=""):
return httpRequest ("PUT", host, endpoint, params, username, password)
getIndices (host, username="", password=""):
endpoint = "/ cat/indices"

indicesResult = httpGet (oldClusterHost, endpoint, oldClusterUserName, oldClusterPasswor

indicesList = indicesResult.split ("\n")
indexList = []
for indices in indicesList:

if (indices.find("open") > 0):

indexList.append (indices.split () [2])

return indexList
getSettings (index, host, username="", password=""):
endpoint = "/" + index + "/ settings"
indexSettings = httpGet (host, endpoint, username, password)
print index + " Original settings: \n" + indexSettings
settingsDict = json.loads (indexSettings)

## By default, the number of primary shards is the same as that for the indexes on the

self-managed Elasticsearch cluster.
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number or shards = settingsbict|index]||"settings"]|"index"||"number of shards" ]

## The default number of replica shards is 0.

number of replicas = DEFAULT REPLICAS

newSetting = "\"settings\": {\"number of shards\": %s, \"number of replicas\": %$s}" % (
number of shards, number of replicas)

return newSetting
def getMapping(index, host, username="", password=""):

endpoint = "/" + index + "/ mapping"

indexMapping = httpGet (host, endpoint, username, password)

print index + " Original mappings: \n" + indexMapping

mappingDict = json.loads (indexMapping)

mappings = json.dumps (mappingDict [index] ["mappings"])

newMapping = "\"mappings\" : " + mappings

return newMapping
def createIndexStatement (oldIndexName) :

settingStr = getSettings (oldIndexName, oldClusterHost, oldClusterUserName, oldClusterPa
ssword)

mappingStr = getMapping(oldIndexName, oldClusterHost, oldClusterUserName, oldClusterPas
sword)

createstatement = "{\n" + str(settingStr) + ",\n" + str (mappingStr) + "\n}"

return createstatement
def createlIndex (oldIndexName, newIndexName="") :

if (newIndexName == "")

newIndexName = oldIndexName
createstatement = createlndexStatement (oldIndexName)

print "New index " + newIndexName + " Index settings and mappings: \n" + createstatemen

t

endpoint = "/" + newIndexName

createResult = httpPut (newClusterHost, endpoint, createstatement, newClusterUser, newCl
usterPassword)

print "New index " + newIndexName + " Creation result: " + createResult
## main

indexList = getIndices (oldClusterHost, oldClusterUserName, oldClusterPassword)
systemIndex = []
for index in indexList:
if (index.startswith(".")):
systemIndex.append (index)
else
createIndex (index, index)
if (len(systemIndex) > 0)
for index in systemIndex:
print index + " It may be a system index and will not be recreated. You can manuall

y recreate the index based on your business requirements."

Step 3: Configure a remote reindex whitelist for the Alibaba Cloud
Elasticsearch cluster

1.

2.

3.

4. Inthe left-side navigation pane of the page that appears, choose Configuration and
Management > Cluster Configuration.
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5. Onthe page that appears, click Modify Configuration on the right side of YML Configuration.

6. Inthe Other Configurations field of the YML File Configuration panel, configure a remote
reindex whitelist.

The following code provides a configuration example:

reindex.remote.whitelist: ["10.0.xx.xx:9200","10.0.xx.xx:9200","10.0.xx.xx:9200","10.15
LXX.xx:9200","10.15.xx.xx:9200","10.15.xx.xx:9200"]

1 reindex.remote.whitelist: [["18.8. :0288",
"18.8. :9288","18.8. 192887,
"18.15. 1928@","18.15. 19288",
"18.15. :9280" ]

The reindex.remote.whitelist parameter is used to configure a remote reindex whitelist. When you
configure the whitelist, you must add the IP addresses of the hosts in the self-managed
Elasticsearch cluster to the whitelist. The configuration rules vary based on the network
architecture in which the Alibaba Cloud Elasticsearch cluster is deployed.

o If the Alibaba Cloud Elasticsearch cluster is deployed in the original network architecture, you
must configure this parameterin the format of Host:Port number. Separate multiple
configurations with commas (,), such as
otherhost:9200,another:9200,127.0.10.**:9200,localhost :**. Protocols cannot be identified.

o If the Alibaba Cloud Elasticsearch cluster is deployed in the new network architecture, you must
configure this parameter in the format of Domain name of the related endpoint:Port number,
such as ep-bp1hfkx7coy8lvud****-cn-hangzhou-i.epsrv-bpi1zcziofgocs5qtv****.cn-
hangzhou.privatelink.aliyuncs.com:9200. You can obtain the domain name of the related
endpoint based on the instructions in Step 1: (Optional) Obtain the domain name of an
endpoint. For more information, see View the domain name of an endpoint.

@ Note For more information about other parameters, see Configure the YML file.

7.

Step 4: Migrate data

T his section describes how to migrate data to an Alibaba Cloud Elasticsearch cluster deployed in the
original network architecture. You can use one of the following methods to migrate data. Select a
method based on the volume of data that you want to migrate and your business requirements.

Migrate a small volume of data

Run the following script:
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#!/bin/bash

# file:reindex.sh

indexName="The name of the index"

newClusterUser="The username of the Alibaba Cloud Elasticsearch cluster"
newClusterPass="The password of the Alibaba Cloud Elasticsearch cluster"
newClusterHost="The host of the Alibaba Cloud Elasticsearch cluster"

oldClusterUser="The username of the self-managed Elasticsearch cluster"

oldClusterPass="The password of the self-managed Elasticsearch cluster"

# You must configure the host of the self-managed Elasticsearch cluster in the format of [s
cheme] ://[host]: [port]. Example: http://10.37.*.*:9200.

oldClusterHost="The host of the self-managed Elasticsearch cluster"

curl -u ${newClusterUser}:${newClusterPass} -XPOST "http://${newClusterHost}/ reindex?prett
y

1]

-H "Content-Type: application/json" -d'{

"source": {

"remote": {
"host": "'${oldClusterHost}'",
"username": "'S${oldClusterUser}'",
"password": "'${oldClusterPass}'"

by

"index": "'S${indexName}'",

"query": {

"match all": {}

}l
"dest": {

"index": "'S${indexName}'"

Migrate a large volume of data (without deletions and with update
time)

To migrate a large volume of data without deletions, you can perform a rolling update to shorten the

time during which write operations are suspended. The rolling update requires that your data schema
has a time-series attribute that indicates the update time. You can stop writing data to the self-
managed Elasticsearch cluster after data is migrated. Then, use the reindex APIto perform a rolling
update to synchronize the data that is updated during the migration. After the rolling update is
complete, you can read data from and write data to the Alibaba Cloud Elasticsearch cluster.

#!/bin/bash
# file: circleReindex.sh
# CONTROLLING STARTUP:
# This is a script that uses the reindex API to remotely reindex data. Requirements:
# 1. Indexes are created on the Alibaba Cloud Elasticsearch cluster, or the Auto Indexing a
nd dynamic mapping features are enabled for the cluster.
# 2. A remote reindex whitelist is configured for the Alibaba Cloud Elasticsearch cluster i
n the YML File Configuration panel of the Alibaba Cloud Elasticsearch console. For example,
the following information is specified in the Other Configurations field: reindex.remote.wh
itelist: 172.16.**_.**:9200.
# 3. The host is configured in the format of [scheme]://[host]: [port].
USAGE="Usage: sh circleReindex.sh <count>

count: the number of reindex operations that you can perform. A negative number indi

cates loop execution.
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Example:
sh circleReindex.sh 1
sh circleReindex.sh 5
sh circleReindex.sh -1"
indexName="The name of the index"
newClusterUser="The username of the Alibaba Cloud Elasticsearch cluster"
newClusterPass="The password of the Alibaba Cloud Elasticsearch cluster"
oldClusterUser="The username of the self-managed Elasticsearch cluster"
oldClusterPass="The password of the self-managed Elasticsearch cluster"
## http://myescluster.com
newClusterHost="The host of the Alibaba Cloud Elasticsearch cluster"
# You must configure the host of the self-managed Elasticsearch cluster in the format of [s
cheme] : //[host] : [port]. Example: http://10.37.*.*:9200.
oldClusterHost="The host of the self-managed Elasticsearch cluster"
timeField="The update time of data"
reindexTimes=0
lastTimestamp=0
curTimestamp="date +%s°
hasError=false
function reIndexOP () {
reindexTimes=$ [${reindexTimes} + 1]
curTimestamp="date +%s°
ret="curl -u ${newClusterUser}:${newClusterPass} -XPOST "${newClusterHost}/_ reindex?pre
tty" -H "Content-Type: application/json" -d '{
"source": {
"remote": {
"host": "'${oldClusterHost}'",
"username": "'S${oldClusterUser}'",
"password": "'S${oldClusterPass}'"
3y
"index": "'S${indexName}'",
"query": {
"range" : {
"'S{timeField}'" : {
"gte" : '${lastTimestamp}’,

"1t" : '${curTimestamp}'

}I
"dest": {

"index": "'S${indexName}'"

pre
lastTimestamp=${curTimestamp}
echo "${reindexTimes} reindex operations are performed. The last reindex operation is c
omplete at ${lastTimestamp}. Result: ${ret}."
if [[ ${ret} == *error* ]]; then
hasError=true
echo "An unknown error occurred when you perform this operation. All subsequent ope
rations are suspended."
fi
}
function start () {
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## A negative number indicates loop execution.
if [[ $1 -1t 0 11; then
while :
do
reIndexOP
done
([ $1 —gt 0 11;
k=0
while [[ k -1t $1 1]
reIndexOP
let ++k

elif then

&& [[ S${hasError} == false ]];

done
fi
}
## main
if [ $# -1t 1 1;
echo "SUSAGE"

then

exit 1
fi

do

echo "Start the reindex operation for the ${indexName} index."

start $1
echo "${reindexTimes} reindex operations are performed."

Migrate a large volume of data (without deletions and update time)

You can migrate a large volume of data if no update time is defined in the index mappings of the self-
managed Elasticsearch cluster. However, you must add an update time field to the index mappings.
Afterthe field is added, you can migrate existing data. Then, perform a rolling update that is described

in the second data migration method to migrate incremental data.

> Document Version: 20220614

57



Best Practices-Elasticsearch migrati

on

Elasticsearch

#!/bin/bash

# file:miss.sh
indexName="The name
newClusterUser="The
newClusterPass="The
newClusterHost="The
oldClusterUser="The
oldClusterPass="The

of the index"

username of the Alibaba Cloud Elasticsearch cluster"
password of the Alibaba Cloud Elasticsearch cluster"
host of the Alibaba Cloud Elasticsearch cluster"
username of the self-managed Elasticsearch cluster"

password of the self-managed Elasticsearch cluster"

# You must configure the host of the self-managed Elasticsearch cluster in the format of [s
cheme] ://[host]: [port]. Example: http://10.37.*.*:9200.

oldClusterHost="The

host of the self-managed Elasticsearch cluster"

timeField="updatetime"
curl -u ${newClusterUser}:${newClusterPass} -XPOST "http://${newClusterHost}/ reindex?prett

y" -H "Content-Type:

"source": {

"remote": {

application/json" -d '{

"host": "'${oldClusterHost}'",
"username": "'${oldClusterUser}'",
"password": "'S${oldClusterPass}'"
3y
"index": "'S${indexName}'",
"query": {
"bool": {
"must not": {
"exists": {
"field": "'${timeField}"'"
}
}
}
}
3o
"dest": {
"index": "'S${indexName}'"

} v

FAQ

e Problem: When Irun the curl command, the systemdisplays {"error":"Content-Type header [appli

cation/x-www-form-urlencoded] is not supported","status":406} .What do 1do?

Solution: Add -H "Content-Type: application/json" to the curl command and try again.
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// Obtain all the indexes on the self-managed Elasticsearch cluster. If you do not have
the required permissions, remove the "-u user:pass" parameter. Replace oldClusterHost wit
h the information about the host of the self-managed Elasticsearch cluster.

curl -u user:pass -XGET http://oldClusterHost/ cat/indices | awk '{print $3}'

// Obtain the settings and mappings of the index that you want to migrate for the speci
fied user based on the returned indexes. Replace indexName with the index name that you w
ant to query.

curl -u user:pass -XGET http://oldClusterHost/indexName/ settings, mapping?pretty=true

// Create an index on the Alibaba Cloud Elasticsearch cluster based on the settings and
mappings that you obtained. You can set the number of replica shards to 0 to accelerate d
ata migration, and change the number to 1 after data is migrated.

// Replace newClusterHost with the host information of the Alibaba Cloud Elasticsearch
cluster, testindex with the name of the index that you have created, and testtype with th
e type of the index.

curl -u user:pass -XPUT http://<newClusterHost>/<testindex> -d '{

"testindex" : {
"settings" : {
"number of shards" : "5", // Specify the number of primary shards for the ind
ex on the self-managed Elasticsearch cluster, such as 5.
"number of replicas" : "0" // Set the number of replica shards to 0.
}
s
"mappings" : { // Specify the mappings of the index on the self-managed Elasticse
arch cluster. Example:
"testtype" : {
"properties" : {
"uid" : {
"type" : "long"
b
"name" : {
"type" : "text"
s
"create time" : {
"type" : "long"

} '

e Problem: What do I do if the source index stores large volumes of data and the data migration is
slow?

Solution:

o If you use the reindex APIto migrate data, data is migrated in scroll mode. To improve the
efficiency of data migration, you can increase the scroll size or configure a sliced scroll. The sliced
scroll can parallelize the reindex process. For more information, see the reindex API.

o If the self-managed Elasticsearch cluster stores large volumes of data, we recommend that you
use snapshots stored in 0SS to migrate data. For more information, see Use OSS to migrate data
from a user-created Elasticsearch cluster to an Alibaba Cloud Elasticsearch cluster.
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o If the source index stores large volumes of data, you can set the number of replica shards to 0 and
the refresh interval to -1 for the destination index before you migrate data to accelerate data
migration. After data is migrated, restore the settings to the original values.

// You can set the number of replica shards to 0 and disable the refresh feature to acc
elerate the data migration.
curl -u user:password -XPUT 'http://<host:port>/indexName/ settings' -d' {
"number of replicas" : O,
"refresh interval" : "-1"
}
// After data is migrated, set the number of replica shards to 1 and the refresh interv
al to 1ls, which is the default value.
curl -u user:password -XPUT 'http://<host:port>/indexName/ settings' -d' {
"number of replicas" : 1,
"refresh interval" : "ls"

} v

2.2.5. Migrate data from a self-managed
Elasticsearch cluster to an Alibaba Cloud
Elasticsearch cluster deployed in the new

network architecture

This topic describes how to migrate data from a self-managed Elasticsearch cluster that runs on Elastic
Compute Service (ECS) instances to an Alibaba Cloud Elasticsearch cluster that is deployed in the new
network architecture. You can use Privatelink to establish a private connection to the Alibaba Cloud
Elasticsearch cluster and use the reindex APIto migrate data. The reindex APl includes two operations:
index creation and data migration.

Prerequisites

e The self-managed Elasticsearch cluster meets the following requirements:
o
o

o

o The source index is prepared. In this example, the source index shown in the following figure is
used.

[root@elasticsearchl ~]# curl -XGET http://172.16. :9200/_cat/indices?v
health status index uuid pri rep docs.count docs.deleted store.size pri.store.size

green open source|lGFcaUIgT1-Nsj9b_EezAQ 1 1 6 0 28.2kb 19.1kb
green open dest Kn3Tu9TmT62]40uMHi_37w 1 1 6 0 23.3kb 9.1kb
[root@elasticsearchl ~]#

e The Alibaba Cloud Elasticsearch cluster meets the following requirements:

o The Auto Indexing feature is enabled for the cluster, or the destination index is created in the
cluster.

o Default whitelists are used.

Limits
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The network architecture of Alibaba Cloud Elasticsearch was adjusted in October 2020. Alibaba Cloud
Elasticsearch clusters created before October 2020 are deployed in the original network architecture.
Alibaba Cloud Elasticsearch cluster created in October 2020 or later are deployed in the new network
architecture. Due to the adjustment of the network architecture, you cannot use the reindex APIto
migrate data between clusters in some scenarios. The following table describes the scenarios and
provides data migration solutions in these scenarios.

Scenario

Migrate data
between
Alibaba Cloud
Elasticsearch
clusters

Migrate data
from a self-

Network architecture

Both clusters are deployed in the

- . Yes
original network architecture.
Both clusters are deployed in the No
new network architecture.
One is deployed in the original
network architecture, and the No

other is deployed in the new
network architecture.

The Alibaba Cloud Elasticsearch
cluster is deployed in the original Yes
network architecture.

Support for
the reindex API

Solution

For more information, see Use
the reindex APl to migrate data.

Use 0SS or Logstash to migrate
data between the clusters. For
more information, see Use 0SS
to migrate data from a user-
created Elasticsearch cluster to
an Alibaba Cloud Elasticsearch
cluster and Use Alibaba Cloud
Logstash to migrate data from a
self-managed Elasticsearch
cluster to an Alibaba Cloud
Elasticsearch cluster.

For more information, see Use
the reindex APl to migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster.
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P

managed

Blastimsearch Network architecture
cluster that

runs on ECS

instances to

an Alibaba

Cloud

Elasticsearch

cluster

Support for .

th:)?eindex API solution
Use the PrivateLink service to
establish a private connection
between the VPC where the
Alibaba Cloud Elasticsearch
cluster resides and the VPC
where the self-managed
Elasticsearch cluster resides.
Then, use the domain name of
the endpoint you obtained and
the reindex APl to migrate data
between the clusters. For more
information, see Migrate data
from a self-managed
Elasticsearch cluster to an
Alibaba Cloud Elasticsearch
cluster deployed in the new

The Alibaba Cloud Elasticsearch network architecture.

cluster is deployed in the new Yes

network architecture.
@ Note Only some

regions support PrivateLink.
For more information, see
Regions and zones that
support PrivateLink. If the
zone where your Alibaba
Cloud Elasticsearch cluster
resides does not support
PrivateLink, you cannot use
the reindex APl to migrate
data between the clusters.

rocedure

1. Step 1: Configure a CLB instance that supports PrivateLink

Only Classic Load Balancer (CLB) instances that support PrivateLink can serve as service resources for
endpoint services. Before you use PrivateLink to establish private connections to access services
across VPCs, you must create a CLB instance that supports PrivateLink and configure listening
settings for the CLB instance.

2. Step 2: Create an endpoint service

Afteryou create an endpoint service in a VPC, you can use an endpoint that is deployed in another
VPC to access the endpoint service over a private connection.

3. Step 3: Configure a private connection to the Alibaba Cloud Elasticsearch cluster

In the Elasticsearch console, associate the Alibaba Cloud Elasticsearch cluster with the endpoint
service that is created in Step 2.

4. Step 4: Obtain the domain name of the endpoint
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Afterthe Alibaba Cloud Elasticsearch cluster is associated with the endpoint service, you can
obtain the domain name of the associated endpoint.

. Step 5: Configure a remote reindex whitelist for the Alibaba Cloud Elasticsearch cluster

In the Elasticsearch console, add the domain name that is obtained in Step 4 to the remote reindex
whitelist of the Alibaba Cloud Elasticsearch cluster for authorization.

. Step 6: Migrate data

Afteryou complete the preceding steps, you can migrate data fromthe self-managed
Elasticsearch clusterto the Alibaba Cloud Elasticsearch cluster.

Step 1: Configure a CLB instance that supports PrivatelLink

1.

Create a CLB instance.

Make sure that the CLB instance and the ECS instances that act as backend servers are deployed in
the same region. For more information, see Create a CLB instance that supports Privatelink.

@ Note Only some regions support PrivateLink. For more information, see Regions and
zones that support PrivateLink. If the zone where your Alibaba Cloud Elasticsearch cluster
resides does not support Privatelink, you cannot use the reindex APIto migrate data between
the clusters.

. Configure protocol and listening settings. Set Select Listener Protocol to TCP and Listening

Port t0 9200.

For more information, see Configure protocol and listening settings.

. Configure backend servers. Add the ECS instances that host the self-managed Elasticsearch

cluster as backend servers and specify port 9200 for the ECS instances.

For more information, see Configure backend servers.

. Inthe Configure Server Load Balancer message, click OK. The Instances page appears.

If the health check status of an ECS instance is Normal, the ECS instance is ready to process
requests.

Step 2: Create an endpoint service

1.

2
3.
4
5

Onthe Create Endpoint Service page, configure the parameters based on your business
requirements.
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< Create Endpoint Service
* Select Service Resource
Hangzhou Zone | hd Select Service Resource bl c
+Add Resource from Ancther Zone
Automatically Accept Endpoint Connections
@ Yes Mo
Whether to Enable Zone Affinity
@ Yes Mo
Description
6.

Step 3: Configure a private connection to the Alibaba Cloud

Elasticsearch cluster
1.

o vos W

. Inthe Configure Private Connection panel, click Add Private Connection. Inthe Create Private

Connection dialog box, select the endpoint service that is created in Step 2 and select a zone.

Then, select the check box.
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Create Private Connection

* Associated epsrv-bplzczilfgocsgh hd

Endpoint Service

Zone cn-hangzhou-i b

The system will add the whitelist of the Elasticsearch service account to the
specified endpoint service, and an endpoint that is used to connect to the specified
endpoint service is created for the current Elasticsearch cluster.

7. Click OK. Then, the endpoint service attempts to connect to the associated endpoint. If the value

of Endpoint Connection Status is Connected, the endpoint service is connected to the associated
endpoint.

Configure Private Connection

@ A VPC that belongs to a service account is isolated frem a VPC that belongs to an Alibaba Cloud
account. If you want an Elasticsearch cluster created in a VPC that belongs to a service account to
access the applications and services deployed in a VPC that belongs to your Alibaba Cloud
account, you can use the Privatelink service to create endpoint services and endpoints for the

Elasticsearch cluster. For more information, see the related documentation.

Refresh
Endpoint C ti
Endpoint ID Endpoint Service ID L s Actions
Status
;iﬁ-:n:ﬂmtqﬁh ;psm-:u:ﬂzcz Ofgo " Connected Delete
P

Deny Connection
+ Add Private Connection

Step 4: Obtain the domain name of the endpoint

Afterthe preceding steps are performed, you must obtain the domain name of the associated
endpoint to configure a remote reindex whitelist.

1. Inthe Configure Private Connection panel, clickthe ID of the endpoint inthe Endpoint ID
column.
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Configure Private Connection

@ A VPC that belongs to a service account is isolated from a VPC that belongs to an Alibaba Cloud

account. If you want an Elasticsearch cluster created in a VPC that belongs to a service account to

access the applications and services deployed in a VPC that belongs to your Alibaba Cloud

account, you can use the Privatelink service to create endpoint services and endpeints for the

Elasticsearch cluster. For mare information, see the related documentation.

Refresh

Endpeint ID Endpoint Service ID
ep-bpTnitglk epsrv-bplzczilfgo
ol Op

+ Add Private Connection

Endpoint Connection
Status

+ Connected

Actions

Delete

Deny Connection

2. Onthe Endpoint Connections tab of the page that appears, clickthe '+ icon next to the ID of

the endpoint. Then, you can view the domain name of the endpoint.

Service Resources Endpeint Connections Service Whitelist Monitor
EndpointID | Enter Q

Endpoint ID Monitor Endpoint Owner

—  ep-bplnitqDkep8yl vpe-bp1dSb18pxeult 18712023333

Zone Domain Name vSwitch ID

ep-bpTnitqkipByh - ecn-
Hangzhou Zane | hangzhou-i epsrv-bplzcziliy X
oeSqt [uih.cn-hangzhou.priv vaw-bpljSmakbp i,

atelinkaliyuncs.com

Connection Modification Time:

Aug 18, 2021, 14:37:45

Network Interfaces

eni-bplibcejoliriog

Status 7 Connection Bandwidth Actions

/ Connected 1024 Mbps Deny | Change Bandwidth

Resource ID

Ib-bpTxy308di5azSoT

Step 5: Configure a remote reindex whitelist for the Alibaba Cloud
Elasticsearch cluster

) Notice

Afteryou configure a remote reindex whitelist for the Alibaba Cloud Elasticsearch

cluster, the systemrestarts the cluster. We recommend that you performthis operation during off-
peak hours.

P w N

w

In the left-side navigation pane of the page that appears, choose Configuration and

Management > Cluster Configuration.

On the page that appears, click Modify Configuration on the right side of YML Configuration.

Configurations.

Sample code:

. Inthe YML File Configuration panel, specify the domain name that is obtained in Step 4 in Other
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reindex.remote.whitelist: 'ep-bplnitgOkrp8yhcf****-cn-hangzhou-i.epsrv-bplzcziOfgoc5qgtv

**** cn-hangzhou.privatelink.aliyuncs.com:9200"'

Wher Confiqurations {5
Other Configurations: ()

v reindex:
~ remote:
~ whitelist: »>-

ep-bplnitg@krp8y -cn-hangzhou-1i.epsrv-bplzczi@fgocsq .cn-hangzhou.privat
elink.aliyuncs.com:9268

7.

Step 6: Migrate data

1. Onthe Dev Tools page in the Kibana console of the Alibaba Cloud Elasticsearch cluster, run the
following command to migrate data.

@ Note Formore information about how to log onto the Kibana console, see Log onto
the Kibana console.

POST / reindex?pretty
{
"source": {
"remote": {
"host": "http://ep-bplnitgOkrp8yhcf****-cn-hangzhou-1i.epsrv-bplzczi0fgocSqtv****
cn-hangzhou.privatelink.aliyuncs.com:9200",
"username": "elastic",
"password": "Elastic@1l23***"
s
"index": "source",
"size": 5000
3o
"dest": {

"index": "dest"

For more information, see the reindex API.

2. (Optional)if you want to obtain detailed information about all running reindex requests during data
migration, run the following command:

GET _tasks?detailed=true&actions=*reindex

3. View data migration results.

Afterthe data migration is complete, you can run the following command to view the data
migration results:

GET cat/indices?

In the following figure, the test index is the destination index. If the health status and data volume
of the index are normal, the data migration is successf ul.
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History Settings Help 20020K]| 195ms

© 424.1kb 212.1kb
3.mb_ 1.5mb

5.3kb__9.2kb]
5236 261

-es-7-2021.08.18

-en-hangzhou-1.epsrv-bplzcziofgocsq en-hangzhou

“password": "Elasti

FAQ
Problem: What do I do if the source index stores large volumes of data and the data migration is slow?

Solution:

e [f you use the reindex APIto migrate data, data is migrated in scroll mode. To improve the efficiency
of data migration, you can increase the scroll size or configure a sliced scroll. The sliced scroll can
parallelize the reindex process. For more information, see the reindex APL.

e [f the self-managed Elasticsearch cluster stores large volumes of data, we recommend that you use
snapshots stored in Object Storage Service (0SS) to migrate data. For more information, see Use 0SS
to migrate data from a user-created Elasticsearch clusterto an Alibaba Cloud Elasticsearch cluster.

e If the source index stores large volumes of data, you can set the number of replica shards to 0 and
the refresh intervalto -1 for the destination index before you migrate data to accelerate data
migration. After data is migrated, restore the settings to the original values.

// You can set the number of replica shards to 0 and disable the refresh feature to accel
erate the data migration.
curl -u user:password -XPUT 'http://<host:port>/indexName/ settings' -d' {
"number of replicas" : 0,
"refresh interval" : "-1"
X
// After data is migrated, set the number of replica shards to 1 and the refresh interval
to 1s, which is the default value.
curl -u user:password -XPUT 'http://<host:port>/indexName/ settings' -d' {
"number of replicas" : 1,
"refresh interval" : "ls"

} 1

2.3. Migrate data from a third-party
Elasticsearch instance to Alibaba

Cloud Elasticsearch
2.3.1. Migrate data from an Amazon ES domain to

an Alibaba Cloud Elasticsearch cluster
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This topic describes how to migrate data from an Amazon Elasticsearch Service (Amazon ES) domain to
an Alibaba Cloud Elasticsearch cluster.

Background information

The following figure shows the reference architecture forthe migration.

\

" Alibaba Cloud AWS

Restore Transfer F—) Snapshot o
‘-4————04*———- Ee———— || b

ElasticSearch 0ss S3 ElasticSearch

Terms

e Elasticsearch: a distributed, RESTful search and analytics engine designed for various scenarios. As
the core of the Elastic Stack, Elasticsearch stores your data in a centralized manner and searches for
and analyzes data.

e Kibana: provides a visual interface foryou to search for and analyze data.

e Amazon ES: a fully managed service that offers easy-to-use Elasticsearch APl operations and real-
time analytics capabilities. This service also provides the availability, scalability, and security that are
required for production workloads. You can use Amazon ES to easily deploy, protect, manage, and
scale Elasticsearch clusters for scenarios such as log analytics, full-text search, and application
monitoring.

e Alibaba Cloud Elasticsearch: It is designed based on open source Elasticsearch for scenarios such as
data analytics and searches. It provides enterprise-grade access control, automated reporting, and
security monitoring and alerting.

e Snapshot and restore: You can store snapshots of individual indexes or an entire clusterin a remote
repository like a shared file system, such as Amazon Simple Storage Service (Amazon S3) or HDFS. The
snapshots can be used to restore data. However, the data can be restored only to Elasticsearch
clusters of specific versions:

o Datain asnapshot created in an Elasticsearch 5.x cluster can be restored to an Elasticsearch 6.x
cluster.

o Datain asnapshot created in an Elasticsearch 2.x cluster can be restored to an Elasticsearch 5.x
cluster.

o Datain asnapshot created in an Elasticsearch 1.x cluster can be restored to an Elasticsearch 2.x
cluster.

Migration plan

To migrate data froman Amazon ES domain to an Alibaba Cloud Elasticsearch cluster, performthe
following steps:

1. Create a baseline index.

CrantA ~ rannchAatr vAanAciE AR AnA ArrARiabA bl AR €D lhaa~liAt
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ii. Create the first snapshot forthe index whose data you want to migrate. The first snapshot is a
full snapshot.

This snapshot is automatically stored in the S3 bucket.

ii. Create an Object Storage Service (0SS) bucket on Alibaba Cloud, and register it with the
snapshot repository of your Alibaba Cloud Elasticsearch cluster.

iv. Use ossimport to transferthe full snapshot fromthe S3 bucket to the 0SS bucket.
v. Restore data fromthe full snapshot to your Alibaba Cloud Elasticsearch cluster.
2. Process incremental snapshots on a regular basis.
Repeat the preceding steps to restore data from incremental snapshots.
3. Identify the final snapshot and perform a service switchover.
i. Stop services that may modify index data.
ii. Create the final snapshot foryour Amazon ES domain.

ii. Transferthe final snapshot to your 0SS bucket. Then, restore data fromthe snapshot to your
Alibaba Cloud Elasticsearch cluster.

iv. Perform a service switchoverto the cluster.

Prerequisites

You have completed the following operations:

e (Create an Amazon ES 5.5.2 domain in the Asia Pacific (Singapore) region.
For more information, see Create an Amazon ES domain.

e C(Create an Alibaba Cloud Elasticsearch V5.5.3 cluster in the China (Hangzhou) region.
For more information, see Create an Alibaba Cloud Elasticsearch cluster.

e (reate an 0SS bucket.

In this topic, an 0SS bucket is created in the China (Hangzhou) region. The storage class of the bucket
is Standard, and the access control list (ACL) of the bucket is Private. Default settings are used for
other parameters. For more information, see Create buckets.

e Prepare the index whose data you want to migrate. The movies indexis used in this topic.

Prerequisites for creating manual snapshots in an Amazon ES
domain

Amazon ES automatically creates snapshots for the primary index shards in a domain every day and
stores themin a pre-configured S3 bucket. These snapshots are retained for a maximum of 14 days free
of charge. You can use these snapshots to restore data to the domain. However, you cannot use them
to migrate data to other domains. To migrate data, you must use manual snapshots stored in your S3
bucket. Standard S3 charges apply to manual snapshots.

To create manual snapshots and restore data fromthe snapshots, you must use AWS Identity and
Access Management (IAM) and S3. Before you create snapshots, performthe operations that are listed
in the following table.
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Operation Description
Create an S3 bucket The bucket stores the manual snapshots of your Amazon ES domain.
The role is used to grant permissions on Amazon ES. When you add a
trust relationship for the role, you must specify Amazon ES in the
Create an IAM role Principal element. This role is also required when you register a
snapshot repository with Amazon ES. Only IAM users that assume this
role can register the snapshot repository.
This policy specifies the actions that S3 can perform on your S3 bucket.
. The policy must be attached to the IAM role that is used to grant
Create an IAM policy . ) .
permissions on Amazon ES. You must specify your S3 bucket in the
Resource element of the policy.
e Create an S3 bucket
You need an S3 bucket to store manual snapshots. Take note of its Amazon Resource Name (ARN).
The ARN is used by the following items:
o Resource element in the IAM policy that is attached to your IAMrole
o Python client that is used to register a snapshot repository
The following example shows the ARN of an S3 bucket:
arn:aws:s3:::eric-es-index-backups
e (Create anlAMrole
You must have an IAM role, for which Amazon ES (es.amazonaws.com) is specified inthe service
element in its trust relationship. Example:
{
"Version": "2012-10-17",
"Statement": [
{
"Sid": 'l'l,
"Effect": "Allow",
"Principal": {
"Service": "es.amazonaws.com"
o
"Action": "sts:AssumeRole"
}
]
}
You can view the trust relationship details in the AWS IAM console.
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aws

Services ~ Resource Groups ~

EricYuan =

RAoles > enc-iam-nole-gs
* Summary _ _ .
Dashboard Edit Trust Relationship

Role ARN
Groups

Role deseription | You can customize trust relationships by editing the following access control policy document.
Lsars

Instance Profile ARNs i
Policy Document
Path

Policies i { .
i Greation time "Version": "2012-1@-17",
MViQers " "
= - "Statement": [
Account settings Permissions Trust lonship A 1 . {
ol report You can view the trusted entities that can ass Sid": '

"Effect”: "Allow",

Edit trust relationship - "Principal™: {
Encryption keys

" ropt. M "
Trusted entities ! } Service": "es.amazonaws.com
¥ i 4
Thi foll 1 i thi : |
@ following trusted entities can assume thi p "ACt'LOI"I" e |
Trusted entities }
The: identity provider(s) es.amazonaws.com 4 } ]

@ Note When you create a role in the IAM console, Amazon ES is not included in the Select
role type drop-down list. You can select Amazon EC2 fromthe drop-down list and create the
role as prompted. Then, change ec2.amazonaws.com inthe trust relationship of the role to

.amazonaws.com

es

e Create anIAM policy

You must attach anIAM policy to the IAM role. The policy specifies the S3 bucket that is used to store
the manual snapshots of your Amazon ES domain. The following example specifies the ARN of the
eric-es-index-backups bucket:

"Version": "2012-10-17",
"Statement": [
{
"Action": [
"s3:ListBucket"
1,
"Effect": "Allow",
"Resource": [

"arn:aws:s3:::eric-es-index-backups"

"Action": [
"s3:GetObject",
"s3:PutObject",
"s3:DeleteObject"

1,

"Effect": "Allow",

"Resource": [

"arn:aws:s3:::eric-es-index-backups/*"

72 > Document Version: 20220614



Best Practices-Elasticsearch migrati

Elasticsearch
on

i. Copy the policy content to the Edit policy section.

Services ~ Resource Groups ~ *

[F’Ulicies H eric—sf:l—policy]
* Summary

Dashboard
Policy ARN arm:aws:iam::27

:policy/eric-s3-policy

Groups
P Description

Bl Attached entities (1} Policy versions  Access Advisor
oy summary [ 13500

Identity providers

Account settings { "Version": -
Credential report "Statement": [
{
"Action": [
Encryption keys :
"Effect": .
"Resource": [
]
j
{
"Action": [
]F
"Effect": .
"Resource”: [
]
}
1
1

ii. Checkwhetherthe specified policy is correct.

Support -

[ Ericusn -  Global -

Policies > eric-s3-policy

«
Summary
Dashboard
Policy ARN  arn:aws:iam:: policy/eric-a3-policy
Groups
Deseription
Users.
Roles Permissions Attached entities (1) Policy versions Access Advisor
Policies Policy summary | {]JSON Edit policy [>]
Identity providers
Account settings €L Filter
Cradential report
Service = Access level Danoumc Racuest conchion
Allow 1 of 133 services) Show remaining 132
Encryption keys
83 Limited: List, Read, Write Multigle MNane

iii. Attachthe policyto therole.

> Document Version: 20220614



Best Practices-Elasticsearch migrati
on

Elasticsearch

aiv_s Services ~ Resource Groups ~ *

|Roles > eric-iam-role-es |

Search IAM

Summary
Dashboard
Role ARN arn:aws:iami. 2y "109==1 role/eric-iam-role-es
Groups
i Role description Allows EC2 instances to call AWS services on your behalf.
U
sk Instance Profile ARNs arn:aws: 281:instance-profile/eric-iam-role-es
| Roles Path /
Policies Creationtime  2018-02-26 16:58 UTC+0800
Identity providers
P issi Trust relati hi A i Ri ke i
At ermissions ust relationships ccess Advisor evoke sessions
Credential report LS TST  Attached policies: 1
Policy name ~
Encryption keys

’b eric-s3-policy l

Step 1: Register a manual snapshot repository

You can create manual snapshots only after you register a snapshot repository with Amazon ES. Before
you create manual snapshots, sign your AWS request to the user or role specified in the trust
relationship of the IAM role. For more information, see Prerequisites for creating manual snapshots in an
Amazon ES domain.

) Notice You cannot use a curl command to register a snapshot repository because the
command does not support AWS request signing. Instead, use the sample Python client to register
a snapshot repository.

1. Download the Sample Python Client file.
2. Modify the file.

Change the values highlighted in yellow in the file based on actual conditions. Then, copy the
content into a Python file named snapshot.py.

The following table describes the parameters in the Sample Python Client file.

Parameter Description

region The AWS region where the snapshot repository is created.
host The endpoint of your Amazon ES domain.
aws_access_key_id The ID of your IAM credential.

aws_secret_access_key The key of your IAM credential.

path The path of the snapshot repository.
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data

Description

The value must include the name and ARN of the S3 bucket for the
IAM role that you created in Prerequisites for creating manual
snapshots in an Amazon ES domain.

) Notice

o If you want to enable server-side encryption with S3-

managed keys for the snapshot repository, add "ser
ver side encryption": true to the settings JSON
array.

If the S3 bucket resides in the ap-southeast-1 region,
replace "region": "ap-southeast-1" with "end

point": "s3.amazonaws.com"

3. Install Amazon Web Services Library boto-2.48.0.

The preceding sample Python client requires that you install the boto package of version 2.x onthe
computer where you register your snapshot repository.

# wget https://pypi.python.org/packages/66/e7/feldbbabed53831b53b8a6695a8£134a58833cadb
5£2740802bc3730acl5/boto-2.48.0.tar.gz#md5=ce4589dd9c1d7£5d347363223ae1b970

# tar zxvf boto-2.48.0.tar.gz

# cd boto-2.48.0

# python setup.py install

4. Runthe Python client to register the snapshot repository.

# python snapshot.py

5. Log onto the Kibana console of your AWS ES domain. In the left-side navigation pane, click Dev
Tools. Onthe Console tab of the page that appears, run the following command to view the

registration result:

GET snapshot
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Console
12 1-
14 3 type”:
15 |GET _snapshot/eric-snapshot-repository 4. "settings": {
16 GET _snapshot/eric-snapshot-repository/snapshot_mo 5 "bucket": "eric-es-index-backups”,
vies_ 1 & "region": "ap-southeast-1",
17 GET _snapshot/eric-snapshot-repository/snapshot_mo 7 FOLE_arnT: Tarn:aws:iam: roleferic-iam-role-es”
vies 2 g- }
18 9 N
B12 delete _snapshot/eric-es-index-backups 18- "eg-automated": {
28 | delete _snopshot/eric-snopshot-repository/snapshot 11 "type”: "s3"
_movies_1 12- 1
21 |delete _snapshot/eric-snopshot-repository/snapshot 13- |}

_movies_2

Step 2: Create the first snapshot and restore data from the snapshot

1. Create a snapshot in your Amazon ES domain.

@ Note Youcanrunthe following commands in the Kibana console or by using curl
commands in the Linux or Mac OS X command line interface (CLI).

o Create asnapshot named snapshot movies 1
repository snapshot repository.

forthe movies indexinthe eric-snapshot-

PUT snapshot/eric-snapshot-repository/snapshot movies 1

{

"indexes": "movies"

}

o View snapshot status.

GET _snapshot/ eric-snapshot-repository/snapshot movies 1

Console
1
2 JPUT _snapshot/eric-snapshot-repository/snapshot_movies_1
|
4 "indices": "movies"
5441
6
7 |GET _snapshot/eric-snapshot-repository/snapshot_movies_1
8
9
18
11
12 |PUT _snapshot/eric-snapshot=repository/snapshot_movies_2
13

B14 delete movies
15
16 |GET _search
17-{
18+ “"query": {
19 "match_all": {}
20+ }
21-}
22

23 |GET _snapshot

24 |GET _snaopshot/eric-snapshot-repository

25 |GET _snapshot/eric-snapshot-repository/snapshot_movies_1
26 |GET _snapshot/eric-snopshot-repository/snapshot_movies_2

o Inthe S3 console, view snapshot objects.

1-/¢
2-| "snapshots": [

3 -

4 snapshot” : "snapshot_movies_1",

5 uutd : gkLvgoSphaw q s

o “version_id": 5050299,

- e "

S -

9
18-
ié 7 RTR3: 8644 59177,
13 “start_time_in_millis": 1519786844591
4 end_time": dlo-U-J8THI M 40, 230,
15 “end_time_in_millis": 1519786846236,
16 "duration_in_millis": 1645,

17 “failures": 1,
18- “shards”: {

19 "total": 5,
28 "failed": @,
21 “successful”: §

77 -
23 1
24 - :|
25~}
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a_"'\‘:s Services ~ Resource Groups ~ * [\  EricYuan ~  Global ~  Support ~

Amazon 53 » | eric-es-index-backups

Overview Permissions Management
~ Public

Q, Type a prefix and press Enter to search. Press ESC to clear.

m More Asia Pacific (Singapore) &

Viewing 110 6
Name Last modified Size 1 Storage class
B indices
[ incompatible-snapshots Feb 28, 2018 11:00:47 AM GMT+0B00 29.0B Standard
M index-0 Feb 28, 2018 11:00:47 AM GMT+0800 178.0B Standard
a index.latest Feb 28, 2018 11:00:47 AM GMT+0800 80B Standard
[ meta-BlgKLvgeSpSawBhbD4hTWg, dat Feb 28, 2018 11:00:45 AM GMT+0800 337.08 Standard
[ snap-BlgKLvgoSpSgwBhbDahTWg.dat Feb 28, 2018 11:00:47 AM GMT+0B00 22808 Standard
2. Transferthe created snapshot fromyour S3 bucket to your 0SS bucket.
For more information, see Seamlessly migrate data from Amazon S3 to Alibaba Cloud 0SS.
Afterthe snapshot is transferred, view the snapshot in the OSS console.
File/Object Name Size Storage Class Updated At
n He-snapshots 0.02BKB 2018-02-28 1106
w index-0 0.174KB 2018-02-28 1108
“ i X lates! 0.0080KB 2018-02-28 1106
B reta-BigkLugoSpSgwBhbD4hTWg.dat 0.320KB 2018-02-28 11:08
- BlgKLvgoSpSowBhbD4h TWg. dat 0.223KB 2018-02-28 11:06

3. Restore data fromthe snapshot to your Alibaba Cloud Elasticsearch cluster.
i. Create a snapshot repository.

Log on to the Kibana console of your Elasticsearch cluster. For more information, see Log on to
the Kibana console. Then, in the left-side navigation pane, click Dev Tools. Onthe Console tab
of the page that appears, run the following command to create a snapshot repository. The
name of the snapshot repository must be the same as that of the snapshot repository
registered with Amazon ES.

PUT snapshot/eric-snapshot-repository
{
"type": "oss",
"settings": {
"endpoint": "http://oss-cn-hangzhou-internal.aliyuncs.com",
"access_key id": "your AccessKeyID",
"secret access key": "your AccessKeySecret ",
"bucket": "eric-oss-aws-es-snapshot-s3",

"compress": true
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ii. View the status of the snapshot named

GET _snapshot/eric-snapshot-repository/snapshot movies 1

Console Search Profiler Grok Debugger

snapshot movies 1

48 1~/

49 PUT _snapshot/eric-snapshot-repository 2= "snapshots": [

50~ § 3=

51 | "type": "oss”, 4 "snapshot ":("snapshot_movies 1")

52~ "settings": { 5 "uuid": "BlgKlLvgoSpSgwBhbD4hTHg",

53 "endpoint": "http://oss-en-hangzhou-internal . aliyuncs,com”, 6 "wersion_id": 50508299,

54 "access_key_id": 7 "wersion": "5.5.2"

55 "secret_access_ke 8-

56 "bucket": "eric-oss-aws-es-snapshot-s3", 9

57 "compress": true 18-

58 - 11 = "

59.(} 12 "stort_time": "Z018-02-23T03:00:44.5917",
[t} 13 "start_time_in_millis": 1519786844591,
61 GET _snapshot 14 “end_time": "2018-82-28703:00:46.2367",
62 15 l"end_time_'in_m 15 19?86846236; }
63 'EET _snapshot/eric-snapshot-repository/snapshot_movies_1 ' kF_ 16 uration_in_millis": 1645,

54 5 17 "failures": [1,

65 # ERESESHERM: 18- "shards": {

66 |POST _snapshot/eric-snapshot-repository/snapshot_movies_1/_restore 19 "total": §,

67 28 "failed": @,

68 "indices": “"movies” 21 "successful": 5

] 22 -

78 23 -

71 AEEteRRE 24 -

72 |GET movies/_recovery 25-}

B73 get _cluster/health

@ Note Take note of the start time and end time of the snapshot creation operation.
This record is used when you use ossimport to migrate data in incremental snapshots.

Example:

m "start_time_in_millis": 1519786844591
m "end_time_in_millis": 1519786846236

4. Restore data fromthe snapshot.

Run the following command to check the availability of the movies

index:

POST _snapshot/eric-snapshot-repository/snapshot movies 1/ restore

{

"indexes": "movies"

}

GET movies/ recovery

Afterthe command is successfully executed, you can view three sets of datainthe movies
index. In addition, the data is the same as that in the Amazon ES domain.

3 hits.

‘ kl b ana Search... (&.g. 513tus:200 AND extension:PHP)

Discover Add a filter 4

New Save Open Share Reporting

Timelion T _source

Graph

Visualize movies - & saurce

B Selected Fields

Machine Learning (SRR i

Dev Tools t _index

Monitaring » _score f

Managerment

ttacks! _Sd: 1 _type: movie _index: movies _score: 1

*  director: Frankenheimer, John genre: Drama, Mystery, Thriller pear: 1,962 actor: Lansbury, Angela, Sinatra, Frank, Leigh, Janet, W
arvey, Laurence, Silva, Wenry, Frees, Paul, Gregory, James, Bissell, whit, McGiver, John, Parrish, Leslie, Edwards. James, Flowers, Be
55, Dhiegh, khigh, Payne, Julie, Kleeb, Helem, Gray, Joe, Malder, Reggie, Stevens, Bert, Masters, Michael, Lowell, Tom title: The Man

churian Candidate _id: 2 _type: movie _index: movies _scores 1

t Jd [ add | "  director: Burton, Tim gence: Comedy, Sci-Fi year: 1,996 acter: Jack Nicholson, Pierce Brosnan, Sarah Jessica Parker title: Mars &

directors Baird, Stuart gence: Action, Crime, Thriller year: 1,998 actors Downey Ir., Robart, Janes, Tommy Lew, Snipes, weslay, Pa
T _type ntoliana, Joe, Jacoh, Iréne, Melligan, Kate, Rocbuck, Daniel, Malahide, Patrick, Richardson, LaTanya, wood, Tom, Kosik, Thomas, Stella
te, wick, minkoff, mobert, @rown, Spitfire. Foster, Reese, Spielbauer, Bruce, Mukherji, Kewin, Cray, €d, Fordham, David, Jett, Charlie

title: U.5. Marshals _id: 3 _type: movie _isdex: movies _score: 1
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Step 3: Create the final snapshot and restore data from the
snapshot

1. Insert datainto the movies indexinyour Amazon ES domain.
The movies index containsthree sets of data. Insert another two sets of data.
5 hits

Search... (e.g. status:200 AND extension:PHP)

Add a filter +
movies _id

yoS
Selected Fields

b2
t _id

P4
Available Fields o

Pl
Popular

b3
t _index
# _score

Youcanrunthe GET movies/ count command to view the datavolume of the index.
2. Create a snapshot.

Run the following command to create a snapshot. For more information, see Create a snapshot in
your Amazon ES domain.

PUT _snapshot/eric-snapshot-repository/snapshot movies 2
{
"indices": "movies"

}

Afterthe snapshot is created, run the following command to view the status of the snapshot:

GET _snapshot/eric-snapshot-repository/snapshot movies 2

View objects in your S3 bucket.

Viewing 1109

Name Last modified .= Size Storage class
= indices

[ snap-CWhIF7ShQZaKQlJasPE70A.dat Feb 28, 2018 11:55:36 AM GMT+0800 228.0B Standard

[ index.latest Feb 28, 2018 11:55:36 AM GMT+0800 B.0B Standard

[ index-1 Feb 28, 2018 11:55:36 AM GMT+0800 274.0B Standard

[ meta-CWhIF7ShQZaKQlJasPET0A.dat Feb 28, 2018 11:55:34 AM GMT+0800 337.0B Standard

[ snap-BlgKLvgoSpSgwBhbD4NTWg.dat Feb 28, 2018 11:00:47 AM GMT+0800 228.0 B Standard

[j index-0 Feb 28, 2018 11:00:47 AM GMT+0800 178.0B Standard

[ incompatible-snapshots Feb 28, 2018 11:00:47 AM GMT+0800 28.08 Standard

[ meta-BlgKLvgoSpSgwBhbD4hTWg.dat Feb 28, 2018 11:00:45 AM GMT+0800 337.0 B Standard

3. Transferthe snapshot fromyour S3 bucket to your 0SS bucket.

> Document Version: 20220614

79



Best Practices-Elasticsearch migrati

on

Elasticsearch

You can use ossimport to transfer the snapshot. The S3 bucket stores two snapshot objects. You
can change the value of the isskipexistFile variableinthe local job.cfgfile to migrate the
increment al snapshot object.

The isskipExistFile Vvariable indicates whether existing objects are skipped during data
migration. The value of this variable is of the Boolean type. The default value is false. If you set the
value to true, objects are skipped based onthe size and LastModifiedTime Settings. If you
set the value to false, existing objects are overwritten. if  jobType issetto audit , this variable
is invalid.

Then, you can view the incremental snapshot object in the 0SS bucket.

. Restore data fromthe incremental snapshot.

For more information, see the "Step 2: Create the first snapshot and restore data fromthe
snapshot" section. Before you restore data, you must disable the movies index. Afterthe
restoration, you can enable the index.

o Disablethe movies index
POST /movies/ close

o View the status of the movies index
GET movies/ stats

o Restore data fromthe snapshot

POST snapshot/eric-snapshot-repository/snapshot movies 2/ restore

{

"indexes": "movies"

}
o Enablethe movies index

POST /movies/ open

Afterdatais restored from the snapshot, the number of documentsinthe movies index of your
Elasticsearch clusteris 5 .This numberis the same as that in the index of your Amazon ES
domain.

80

> Document Version: 20220614



Elasticsearch

Best Practices-Elasticsearch migrati

on
5 hits
Search... (e.g. status:200 AND extension:PHP)

Add a filter +

Selected Fields P

¢ _id Pl

Available Fields & P

t _index Pl

# _score v o3

t _type
Summary
You can use the snapshot and restore feature to migrate data froman Amazon ES domainto an
Alibaba Cloud Elasticsearch cluster. This feature requires that you disable the index whose data you
want to migrate to avoid requests and write operations during the migration.
References:
e Opensource Elasticsearch documentation
e Snapshot module
e Working with Amazon Elasticsearch Service Index Snapshots
e Seamlessly migrate data from Amazon S3 to Alibaba Cloud 0SS
e ossimport description and configuration
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3.Migrate and synchronize
MySQL data

3.1. RDS synchronization

3.1.1. Select a synchronization method

If you encounter slow queries when you use an ApsarabDB RDS database, you can synchronize data from
the database to an Alibaba Cloud Elasticsearch cluster for data queries and analytics. Alibaba Cloud
Elasticsearch is a Lucene-based, distributed search and analytics engine. It allows you to store, query,
and analyze large amounts of datasets in near real time. You can use Data Transmission Service (DTS),
Logstash, Dataworks, or Canal to synchronize data from an ApsaraDB RDS database to an Alibaba
Cloud Elasticsearch cluster. This topic describes the use scenarios of each method. You can select an
appropriate method based on your business requirements.

Method Description Use scenario Usage note References
® DTS uses the read and write
resources of the source
database and destination
cluster during data
initialization. This may increase
DTS uses the loads of the database and
binary logs to cluster.
synchronize . . Use DTS to
. You can customize mappings :
data. You can You require a . synchronize
. ) for indexes. However, you
Use DTS to use DTS to high real-time . MySQL datato
. . must make sure that the fields .
synchronize synchronize performance ; ) . an Alibaba
. L defined in the mappings are
datain real data within for data . Cloud
. . L. the same as those in the .
time milliseconds, synchronizatio Elasticsearch
. source database. .
without n. cluster in real

affecting the
source
database.

You must purchase a data
synchronization instance in the
DTS console. For more
information about how to
purchase such an instance, see
Purchase procedure. For more
information about the pricing
of DTS, see Pricing.

time
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Method

Use the
logstash-
input-jdbc
plug-into
synchronize
data

Description

You can use
the logstash-
input-jdbc
plug-into
query the data
in an ApsaraDB
RDS database
and migrate
the datato an
Elasticsearch
cluster. During
data
synchronizatio
n, the plug-in
uses a round-
robin method
to identify the
latest inserted
or updated
datainthe
database on a
regular basis.
Then, it
queries all
identified data
at a time and
migrates the
datato an
Elasticsearch
cluster. The
logstash-
input-jdbc
plug-in
provides lower
real-time
performance
than DTS. Data
is
synchronized
within
seconds.

Use scenario

® Youwant
to
synchronize
full data
and can
accept a
latency of a
few
seconds.

® Youwant
to query
specific
dataat a
time and
synchronize
the data.

Usage note

Before you use this method,
upload an SQL JDBC driver that
is compatible with the version
of the ApsaraDB RDS
database.

You must add the IP addresses
of the nodes in your Logstash

cluster to the whitelist of your
ApsaraDB RDS instance.

Your Logstash cluster and
ApsaraDB RDS instance must
reside in the same zone. This
avoids inconsistent
timestamps during data
synchronization.

You must make sure that the
_id field in your
Elasticsearch cluster is the
same as the id field inthe
ApsaraDB RDS database.

When you insert or update
data in your ApsaraDB RDS
database, make sure that the
related record contains a field
that indicates the insertion or
update time.

References

None
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Method

Use Dataworks
to synchronize
offline data

Use Canal to
synchronize
MySQL data

Description

Dataworks is a
comprehensiv
e service that
provides
modules such
as Data
Integration,
DataStudio,
and Data
Quality. You
can use
DataWorks to
import and
store
structured
data, convert
and develop
the data, and
then
synchronize
the processed
datato
Elasticsearch
clusters or
other data
systems.

You can use
binary logs to
synchronize
and subscribe
to datain real
time.

Use scenario

® Youwant
to
synchronize
offline big
data.
Dataworks
can collect
offline data
at a
minimum
interval of 5
minutes.

® Youwant
to
customize
query
statements,
perform
joint queries
on multiple
tables, and
then
synchronize
data.

You require a
high real-time
performance
for data
synchronizatio
n.

Usage note

® You must activate the

Dataworks service.

e |f a high transmission speed is

required or the environment is
complex, you must customize
resource groups.

® You must add the IP addresses

of the resource groups to the
whitelist of your ApsaraDB RDS
instance.

® You must build a Canal

environment on an Elastic
Compute Service (ECS)
instance. However, this
increases the costs of data
synchronization.

e (Canal V1.1.4 cannot be used to

synchronize data to an
Elasticsearch V7.X cluster. We
recommend that you use
Logstash or DTS to
synchronize MySQL data to an
Elasticsearch V7.X cluster.

® You can customize mappings

for indexes. However, you
must make sure that the fields
defined in the mappings are
the same as those inthe
source database.

References

Use
DatawWorks to
synchronize
datafrom a
MySQL
database to
an Alibaba
Cloud
Elasticsearch
cluster

Use Canal to
synchronize
datato an
Alibaba Cloud
Elasticsearch
cluster
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3.1.2. Use Logstash to synchronize data from
ApsaraDB RDS for MySQL to Alibaba Cloud
Elasticsearch

Use Logstash to synchronize data from an ApsaraDB RDS for MySQL database to an Alibaba Cloud
Elasticsearch cluster

If you want to synchronize data from an ApsaraDB RDS for MySQL database to an Alibaba Cloud
Elasticsearch cluster, you can use the logstash-input-jdbc plug-in and the pipeline configuration
feature provided by Alibaba Cloud Logstash. logstash-input-jdbc is a built-in plug-in of Alibaba Cloud
Logstash and cannot be removed. You can use this method to synchronize full or incremental data from
an ApsaraDB RDS for MySQL database to an Alibaba Cloud Elasticsearch cluster. This topic describes the
procedure in detail.

Background information

A lot of service providers deploy Elasticsearch on top of relational databases. The service providers may
need to make sure that data in an Elasticsearch cluster is automatically synchronized fromthe relational
database with which the Elasticsearch cluster is associated. In this case, the service providers can use
Logstash to synchronize data by referring to the operations described in this topic. For more
information, see Use Logstash and JDBC to synchronize data from a relational database to an
Elasticsearch cluster.

Limits

The synchronization of data from an ApsaraDB RDS for MySQL database to an Alibaba Cloud
Elasticsearch cluster by using the logstash-input-jdbc plug-in is achieved based on the following logic:
The plug-in uses a round-robin method to identify the latest inserted or updated data records in the
ApsaraDB RDS for MySQL database on a regular basis and synchronizes the data records to the

Elasticsearch cluster. To ensure that a data synchronization task can run as expected, the Elasticsearch
cluster and the ApsaraDB RDS for MySQL database must meet the following conditions:

e The values of the _id field in the Elasticsearch cluster must be the same as those of the id field in the
ApsaraDB RDS for MySQL database.

This condition ensures that the synchronization task can establish a mapping between data records
in the ApsaraDB RDS for MySQL database and documents in the Elasticsearch cluster. If you update a
data record in the ApsaraDB RDS for MySQL database, the synchronization task uses the updated
data record to overwrite the document that has the same ID in the Elasticsearch cluster.

@ Note In essence, an update operation in Elasticsearch deletes the original document and
indexes the new document. Therefore, the overwrite operation is as efficient as an update
operation performed by the synchronization task.

e [f youinsert a datarecord to orupdate a data record in the ApsaraDB RDS for MySQL database, the
data record must contain a field that indicates the time when the data record is inserted or updated.
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Each time the logstash-input-jdbc plug-in performs a round robin, the plug-in records the time when
the last data record in the round robin is inserted to or updated in the ApsaraDB RDS for MySQL
database. Logstash synchronizes only data records that meet the following requirements fromthe
ApsaraDB RDS for MySQL database: The time when the data records are inserted to or updated inthe
ApsaraDB RDS for MySQL database is later than the time when the last data record in the previous
round robin is inserted or updated in the ApsaraDB RDS for MySQL database.

P Notice If you delete data records in the ApsaraDB RDS for MySQL database, the logstash-
input-jdbc plug-in cannot delete the documents that have the same IDs in the Elasticsearch
cluster. To delete the documents in the Elasticsearch cluster, you must run the related command
on the Elasticsearch cluster.

e The ApsaraDB RDS for MySQL database and the Elasticsearch cluster must reside in the same time
zone. If they do not reside in the same time zone, the time-related data may have a time zone offset
after the synchronization.

Procedure

1. Step 1: Make preparations
2. Step 2: Configure a Logstash pipeline
3. Step 3: Verify the result

Step 1: Make preparations

1. Create an Alibaba Cloud Elasticsearch cluster and enable the Auto Indexing feature for the cluster.

For more information, see Create an Alibaba Cloud Elasticsearch cluster and Access and configure
an Elasticsearch cluster. In this example, an Elasticsearch V7.10.0 cluster is used.

2. Create an Alibaba Cloud Logstash cluster and upload an SQL JDBC driver that is compatible with the
version of your ApsaraDB RDS for MySQL instance. In this example, the driver file mysql-connector-
java-5.1.48.jar is used.

The Logstash cluster must reside in the same virtual private cloud (VPC) as the Elasticsearch cluster,
and the version of the Logstash cluster must be the same as that of the Elasticsearch cluster. For
more information about how to create a Logstash cluster and upload a driver file for the Logstash
cluster, see Step 1: Create a Logstash cluster and Configure third-party libraries.

@ Note Youcan also use Logstash to synchronize data from an ApsaraDB RDS for MySQL
instance that is deployed on the Internet. Before you performthe operation, you must
configure a Source Network Address Translation (SNAT) entry for the Logstash cluster, enable
the public IP address of the ApsaraDB RDS for MySQL instance, and add the IP addresses of the
nodes in the Logstash cluster to the whitelist of the ApsaraDB RDS for MySQL instance. For
more information about how to configure an SNAT entry, see Configure a NAT gateway for
data transmission over the Internet.

3. Prepare test data and add the IP addresses of the nodes in the Logstash cluster to the whitelist of
the ApsaraDB RDS for MySQL instance. You can obtain the IP addresses on the Basic Information
page of the Logstash cluster.

For more information about how to configure an IP address whitelist for an ApsaraDB RDS for
MySQL instance, see Use a database client orthe CLIto connect to an ApsaraDB RDS for MySQL
instance.
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In this example, the following statement is used to create a table in the ApsaraDB RDS for MySQL
database:

CREATE table food(

id int PRIMARY key AUTO_INCREMENT,
name VARCHAR (32),

insert time DATETIME,

update time DATETIME );

The following statements are used to insert data into the table:

INSERT INTO food values (null, 'Chocolates',now(),now());
INSERT INTO food values (null, 'Yogurt',now(),now());
INSERT INTO food values(null, 'Ham sausages',now(),now());

Step 2: Configure a Logstash pipeline

voA W

. Onthe Create Task page, configure Pipeline ID and Config Settings.

In this topic, the following configurations are entered in the Config Settings field:
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input {
Jjdbc {

jdbc _driver class => "com.mysql.jdbc.Driver"

jdbc driver library => "/ssd/1/share/<Logstash cluster ID>/logstash/current/confi
g/custom/mysgl-connector-java-5.1.48.jar"

jdbc connection string => "jdbc:mysqgl://rm-bplxxxxx.mysql.rds.aliyuncs.com:3306/<
Name of the ApsaraDB RDS for MySQL database>?useUnicode=true&characterEncoding=utf-8&
useSSL=false&allowLoadLocalInfile=false&autoDeserialize=false"

jdbc user => "xxxxx"

jdbc password => "xxxx"

jdbc paging enabled => "true"

jdbc page size => "50000"

statement => "select * from food where update time >= :sgl last value"

schedule => "* * % % *x"

record last run => true

last run metadata path => "/ssd/1l/<Logstash cluster ID>/logstash/data/last run me
tadata update time.txt"

clean run => false

tracking column type => "timestamp"

use column value => true

tracking column => "update time"

}
filter {
}
output {
elasticsearch {
hosts => "http://es-cn-0h****dd0hcbnl.elasticsearch.aliyuncs.com:9200"
index => "rds es dxhtest datetime"
user => "elastic"
password => "xxxxxxx"

document id => "${id}"

@ Note You must replace the Logstash cluster ID inthe preceding code withthe ID
of the Logstash cluster that you use. For more information about how to obtain the ID of a
Logstash cluster, see View the basic information of a cluster.

Description of the configurations in the Config Settings field
Part Description

Specifies the input data source. For more information about the
supported data source types, see Input plugins. In this example,

input an input data source that is connected by using JDBC is used. For
more information about the related parameters, see Parameters
in the input part.

Specifies the plug-in that is used to preprocess input data. For
filter more information about the supported plug-ins, see Filter
plugins.
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Part Description

Specifies the output data source. For more information about the
supported data source types, see Output plugins. In this example,
data in an ApsaraDB RDS for MySQL database is synchronized to
an Elasticsearch cluster. Therefore, the information of the
Elasticsearch cluster is configured in the output part. For more
information about the related parameters, see Step 2: Create and

run a Logstash pipeline.
output

(]) Notice If the file_extend parameter is specified in the
output configuration of a pipeline, you must make sure that
the logstash-output-file_extend plug-in is installed for the
Logstash cluster. For more information, see Install a Logstash

plug-in.
Parameters in the input part
Parameter Description
jdbc_driver_class The class of the JDBC driver.

The driver file that is used for the JDBC-based connection to the
ApsaraDB RDS for MySQL database. Configure this parameter in
the /ssd/1/share/<Logstash cluster
ID>/logstash/current/config/custom/<Name of the driver file>
format. You must upload the desired driver file in the
Elasticsearch console in advance. For more information about the
driver files that are supported by Logstash and how to upload a
driver file, see Configure third-party libraries.

jdbc_driver_library
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Parameter Description

The connection string that is used to connect to the ApsaraDB
RDS for MySQL database. The connection string contains the
endpoint and port number of the related ApsaraDB RDS for MySQL
instance, and the name of the ApsaraDB RDS for MySQL database.
Configure this parameter in the following format:
jdbc:mysqgl://<Endpoint of the ApsaraDB RDS for MySQL
instance>:<Port number>/<Name of the ApsaraDB RDS for MySQL
database>?useUnicode=true&characterEncoding=utf-
8&useSSL=false&allowLoadLocallnfile=false&autoDeserialize=fals
e.

) Notice

o <Endpoint of the ApsaraDB RDS for MySQL instance>:

jdbc_connection_string The internal endpoint of the ApsaraDB RDS for MySQL
instance must be used. If you use the public endpoint
of the ApsaraDB RDS for MySQL instance, you must
configure a Network Address Translation (NAT)
gateway for the Logstash cluster to enable the
Logstash cluster to connect to the Internet. For more
information, see Configure a NAT gateway for data
transmission over the Internet.

o Port number: The port number must be the same as
the port number of the outbound traffic of the
ApsaraDB RDS for MySQL instance. In most cases, the
port number is 3306.

jdbc_user The username of the ApsaraDB RDS for MySQL database.
jdbc_password The password of the ApsaraDB RDS for MySQL database.
jdbc_paging_enabled Specifies whether to enable paging. Default value: false.
jdbc_page_size The number of entries to return on each page.

The SQL statement that is used to query data from the ApsaraDB
RDS for MySQL database. If you want to query data from multiple
tables in the ApsaraDB RDS for MySQL database, you can use a
JOIN statement.

statement
@ Note The value of sqgl_last_value is used to calculate
the rows to query. By default, this parameter is set to
Thursday, 1 January 1970. For more information, see Jdbc
input plugin.

The interval at which the SQL statement is executed. The value "*
****!indicates that the SQL statement is executed every minute.
Set this parameter to a cron expression that is supported by
Rufus.

schedule
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Parameter Description

Specifies whether to record the last execution result. If this
parameter is set to true, the value of tracking_column in the last
execution result is stored in the file in the path specified by using
the last_run_metadata_path parameter.

record_last_run

The path where the file that contains the last execution time is
stored. A path in which you can store the file is provided at the
backend. The pathis inthe /ssd/1/<Logstash cluster ID>/1
ogstash/data/ format.

@ Note We recommend that you configure this
parameterinthe /ssd/1/<Logstash cluster ID>/logsta
sh/data/ format when you configure a Logstash pipeline.
If you configure this parameter in another format, the
condition records for synchronization cannot be stored in the
file in the path specified by using the
last_run_metadata_path parameter. The storage failure is
due to insufficient permissions.

last_run_metadata_path

Specifies whether to clear the path that is specified by using the
last_run_metadata_path parameter. Default value: false. If this
parameter is set to true, each query starts from the first entry in
the database.

clean_run

Specifies whether to record the values of a specific column. If this
parameter is set to true, the system records the latest value of
the column that is specified by using tracking_column and
determines the records that need to be updated in the file based
on the value of tracking_column when the SQL statement runs for
the next time.

use_column_value

. The type of the column whose values you want to track. Default

tracking_column_type )
value: numeric.

The column whose values you want to track. The values must be

tracking_column sorted in ascending order. In most cases, this column is the

primary key.
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) Notice

o The preceding configurations are based on test data. You can configure the pipeline
based on your business requirements. For more information about other parameters
supported by the input plug-in, see Logstash Jdbc input plugin.

o If your configurations contain a parameter similarto last_run_metadata_path, the file
path must be provided by Alibaba Cloud Logstash. A pathinthe /ssd/1/<Logstash
cluster ID>/logstash/data/ format is provided at the backend and is available for
tests. The system does not delete the data in this path. Make sure that your disk has
sufficient storage space when you use this path.

o For security purposes, if you use a JDBC driver to configure a pipeline, you must add
allowLoadLocalinfile=f alse&autoDeserialize=false at the end of the
jdbc_connection_string parameter, such as jdoc connection string => "jdbc:mysq
1://xxx.drds.aliyuncs.com:3306/<Database name>?allowlLoadLocalInfile=false&aut
oDeserialize=false" .Otherwise, the systemdisplays an error message that
indicates a check failure.

For more information about how to configure parameters in the Config Settings field, see Logstash
configuration files.

6.
7.

Step 3: Verify the result

1.
2.

3. Onthe Console tab of the page that appears, run the following command to view the number of
indexes that store synchronized data:

GET rds_es dxhtest datetime/ count
{
"query": {"match all": {}}

If the command is successfully run, the following result is returned:

{

"count" : 3,

" shards" : {
"total" : 1,
"successful" : 1,

"skipped" : 0,
"failed" : O

}

4. Update the datainthe MySQLtable and insert data into the table.

UPDATE food SET name='Chocolates',update time=now () where id = 1;
INSERT INTO food values (null, 'Egg',now(),now());

92 > Document Version: 20220614


https://www.elastic.co/guide/en/logstash/6.7/plugins-inputs-jdbc.html#plugins-inputs-jdbc-common-options
https://www.alibabacloud.com/help/doc-detail/141899.htm#concept-2325927

Elasticsearch

Best Practices- Migrate and synchro
nize MySQL data

5. Inthe Kibana console, view the updated and inserted data.

o Query the data record in which the value of name is Chocolates.

GET rds_es dxhtest datetime/ search

{
"query": {
"match": {
"name": "Chocolates"
}}
}

If the command is successfully run, the following result is returned:

Jonsole Search Profiler Grok Debugger

1 GET rds_es_dxhtest_datetime/_search
2+

3-  "query": {

4 | "match all": {}

5.

6«1}

7|

8] GET rds_es_dxhtest _datetime/ search » Qy
9 {

le[+ “"query": {"match": {

11 | "name": "Chocolates”

121+ 3}

13]~

14—

15

16 GET rds_es_dxhtest_datetime/_count
17~ {

18 "query": {"match_all": {}}
19-}

20

21

22 GET rds_es_dxhtest/ settings
23

24 GET rds_es_dxhtest/ settings
25

26 PUT rds_es_dxhtest_1

27+ {

28~  "settings": {

29 "number_of_shards": 3,
30 “number_of_replicas™: 2
- ),

32~ "mappings": {

33~ | ‘“properties": {

o Query all data.

GET rds_es dxhtest datetime/ search
{
"query": {
"match all": {}

Q0N OV AW
]

[}
»

10~
11~
12
13
14«
15
16 =
17~
18
19
20
21
22~
23
24
25
26
27
28
29~
30~
31
32+

33+ }

.
-~

E g

"timed out" : false,

11,
: o,

"aq"

: 1.5580825,

" 1 "rds_es_dxhtest_datetime",

B
" 1 1.5580825,

"@version” : "1",

i

"update_time" : "2020-03-23T03:43:19.000Z",
: "Chocolates”,

"insert_time" : "2020-03-23T03:00:36.0007",

"@timestamp” : "2020-03-23T03:44:00.185Z",
"id s 1

" doc”,

If the command is successfully run, the following result is returned:
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1 GET rds es dxhtest datetime/ search|

2
3.

2 |
5+ 1}

6~}

7

8 GET rds_es_dxhtest_datetime/_search
9- {
10+
1|
12+ 3}

13-}

14

15

16 GET rds_es_dxhtest datetime/_count
17+ {

18 "query": {"match_all": {}}
19~}

20

“query”: {
"match_all": {}

“query”: {"match": {
"name": "Chocolates"

22 GET rds_es_dxhtest/ settings
24 GET rds_es_dxhtest/ settings

26 PUT rds_es_dxhtest_1

27+ {

28~ “settings™: {

29 | "number_of shards": 3,
El) "number_of replicas": 2
1. 1,

32~ “"mappings": {

33+ | "properties”: {

FAQ

Q: What do Ido if my synchronization task fails because the pipeline is stuck in the initializing state,
data before and after synchronization is inconsistent, or the connection to the database fails?

a1
> % a2

43~

46
47
48
49
50~
51
52
53
54
55
56

60
61
62
63
64~
65
66
67
68
69
70
71-
72~
73~

"@timestamp" : "2020-03-23T703:39:00.1877",
"id" : 3
}
s
{
"_index" : "rds_es_dxhtest datetime”,
" _type" : "_doc",
Ydidt o M1,
" score" : 1.0,
"_source” : {
“update_time" : "2020-83-23T03:43:19.000Z",
“@version” : "1",
“"name" : "Chocolates",
"insert_time" : "2020-03-23T03:00:36.000Z",
"@timestamp" : "2020-63-23T03:44:00.185Z",
"id" i1
}
1
f
"_index" : "rds_es_dxhtest_datetime",
type "_doc"”,
_id" 4",
score 1.8,
" _source” : {
"update_time" : "2020-03-23T04:05:01.000Z",
"@version” : "1",
“name" : "o W,
"insert_time" : "2020-83-23T04:05:01.000Z",
"@timestamp™ : "2020-83-23T04:06:00.1927",
"id" : 4
3
}

A: Checkwhether the cluster logs of your Logstash cluster contain error information and identify the
cause based on the error information. For more information, see Query logs. The following table

describes common causes of errors and solutions to the errors.

@ Note

If an update operation is being performed on your Logstash cluster when you perform

the operations described in the following solutions, pause the update operation by referring to
View the progress of a cluster task. After the operations described in the solutions are complete,
the systemrestarts the Logstash cluster and resumes the update operation.

Cause

The IP addresses of nodes in the
Logstash cluster are not added
to the whitelist of the ApsaraDB
RDS for MySQL instance.

Solution

Add the IP addresses of nodes in the Logstash cluster to the whitelist
of the ApsaraDB RDS for MySQL instance. For more information, see Use
a database client or the CLIto connect to an ApsaraDB RDS for MySQL

instance.

@ Note

For more information about how to obtain the IP

addresses of the nodes in a Logstash cluster, see View the basic

information of a cluster.
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Cause

You use the Logstash cluster to
synchronize data from a self-
managed MySQL database that is
hosted on an ECS instance, but
the private IP addresses and
internal ports of nodes in the
cluster are not added to a
security group of the ECS
instance.

The Elasticsearch cluster does
not reside in the same VPC as the
Logstash cluster.

The endpoint of the ApsaraDB
RDS for MySQL instance is
incorrect, and the port number of
the instance is not 3306.

The Auto Indexing feature is
disabled for the Elasticsearch
cluster.

Solution

Add the private IP addresses and internal ports of nodes in the cluster
to a security group of the ECS instance. For more information, see Add
a security group rule.

@ Note For more information about how to obtain the IP
address and port of a node in a Logstash cluster, see View the
basic information of a cluster.

Use one of the following solutions:

® Purchase an Elasticsearch cluster that resides in the same VPC as the
Logstash cluster. For more information, see Create an Alibaba Cloud
Elasticsearch cluster. After the Elasticsearch cluster is purchased,
modify the pipeline configuration of the Logstash cluster.

e Configure a NAT gateway to transmit data over the Internet. For
more information, see Configure a NAT gateway for data
transmission over the Internet.

Obtain the correct endpoint and port number. For more information,
see View and change the internal and public endpoints and port
numbers of an ApsaraDB RDS for MySQL instance. Replace the endpoint
and port number in the value of the jdbc_connection_string parameter
with the endpoint and port number that you obtained.

(]) Notice <Endpoint of the ApsaraDB RDS for MySQL
instance>: The internal endpoint of the ApsaraDB RDS for MySQL
instance must be used. If you use the public endpoint of the
ApsaraDB RDS for MySQL instance, you must configure a Network
Address Translation (NAT) gateway for the Logstash cluster to
enable the Logstash cluster to connect to the Internet. For more
information, see Configure a NAT gateway for data transmission
over the Internet.

Enable the Auto Indexing feature for the Elasticsearch cluster. For more
information, see Configure the YML file.
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Cause Solution

Upgrade the configuration of the Elasticsearch or Logstash cluster. For
more information, see Upgrade the configuration of a cluster.

@ Note If the load of the Elasticsearch cluster is excessively
high, you can view the monitoring data collected based on metrics

The load of the Elasticsearch or in the Elasticsearch console to obtain the load information of the
Logstash cluster is excessively Elasticsearch cluster. For more information, see View cluster
high. monitoring data. If the load of the Logstash cluster is excessively

high, you can enable the X-Pack Monitoring feature for the
Logstash cluster, use the feature to monitor the Logstash cluster,
and then view the monitoring data. For more information, see
Enable the X-Pack Monitoring feature.

No driver file that is used for

JDBC-based connection to the Upload a driver file. For more information, see Configure third-party
ApsaraDB RDS for MySQL libraries.

database is uploaded.

The file_extend parameter is Use one of the following solutions:

specified in the configuration of ® |nstall the logstash-output-file_extend plug-in. For more

the pipeline. However, the information, see Install a Logstash plug-in.
logstash-output-file_extend e Remove the file_extend parameter from the configuration of the
plug-in is not installed. pipeline.

For more information about the cause of and solution to this issue, see FAQ about data transfer by using
Logstash.

3.1.3. Use DatawWorks to synchronize data from a

MySQL database to an Alibaba Cloud

Elasticsearch cluster
Synchronize data from MySQL to Alibaba Cloud Elasticsearch

Alibaba Cloud provides a variety of cloud storage and database services. If you want to search for and
analyze data stored in these services, you can use the Data Integration service provided by DataWorks
to collect the offline data at a minimum interval of 5 minutes and synchronize the collected data to
Alibaba Cloud Elasticsearch. In this topic, data is synchronized from an ApsaraDB RDS for MySQL
database to an Alibaba Cloud Elasticsearch cluster.

Procedure

1. Preparations

Prepare a MySQL data source and create a Dataworks workspace and an Alibaba Cloud
Elasticsearch cluster. Configure the Elasticsearch cluster.

2. Step 1: Purchase and create an exclusive resource group

3. Step 2: Add data sources
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Connect the MySQL data source and Elasticsearch cluster to the Data Integration service provided
by Dataworks.

4. Step 3: Create and run a data synchronization node

Use the codeless user interface (Ul) to create a node to synchronize data fromthe MySQL data
source to the Elasticsearch cluster and configure the node. Select the exclusive resource group
that you created when you configure the node. The data synchronization node runs on the
selected exclusive resource group for Data Integration and writes data to the Elasticsearch cluster.

5. Step 4: View the synchronized data

View the synchronized data in the Kibana console of the Elasticsearch cluster.

Preparations

1. Create a database.

You can use an ApsaraDB RDS database or create a database on your on-premises machine. In this
topic, an ApsaraDB RDS for MySQL database is used. Join two MySQL tables and synchronize data in
the tables to Alibaba Cloud Elasticsearch. The following figures show the two tables. For more
information, see Create an ApsaraDB RDS for MySQL instance.

Table 1
d stu_id c_name grade

1 1 901 compute 95
2 = 1} englizh an
3 3 a0z compute 1)
4 4 a0z chinese a8
5 5 903 chinese 95
& 6 904 compute T0
7 Too0d english a2
8 5 905 english 94
g 9 905 compute an

10 10 208 english a5

Table 2
d name sex™ | hirth department address

1 801  zhangda man 1886 compute beijing
2 902  zhanger man 1986 chinese beijing
3 903 zhangsan woman 1990 chinese hunan
4 904  lisi man 1850 english liaoning
5 905 wangwn woman 1991 english fujian
I 908 wangliu man 1933 compute hunan

2. Create a Dataworks workspace.

For more information, see Create a workspace. The workspace must reside in the same region as the
ApsaraDB RDS for MySQL database.

3. Create an Alibaba Cloud Elasticsearch cluster and enable the Auto Indexing feature forthe cluster.

The Elasticsearch cluster must reside in the same virtual private cloud (VPC) as the ApsaraDB RDS for
MySQL database. For more information, see Create an Alibaba Cloud Elasticsearch cluster and
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Configure the YML file.

Step 1: Purchase and create an exclusive resource group

1.

2.

3.

4,

5. Find the exclusive resource group that you create and click Network Settings in the Actions column.
The VPC Binding tab appears. On the VPC Binding tab, click Add Binding to bind the exclusive
resource group to a VPC. For more information, see Configure network settings.

Exclusive resources are deployed in the VPC where Dataworks resides. You can use Dataworks to
synchronize data fromthe ApsaraDB RDS for MySQL database to the Elasticsearch cluster only
after DataWorks connects to the VPCs where the database and cluster reside. In this topic, the
ApsaraDB RDS for MySQL database and Elasticsearch cluster reside in the same VPC. Therefore,
when you bind the exclusive resource group to a VPC, you need to select the VPC and vSwitch to
which the Elasticsearch cluster belongs.
Add VPC Binding@
* Resource Group Name:
cdps v
Type: Data Integration Resource Groups Zone: cn-hangzhou-i  Remaining VPCs That Can Be Bound
WP @ Create VPC
vpc-bpli E E /tf-testAccen-hangzhou6413 A
*Viwitch: @ Create VSwitch
vsw-bp 3 [tf-testAccen-hangzhoubd 13 hd
Sele e VS h bound e data stare to b chro
VSwit 7216 cn-hangzhou-i
The h must be the to bind
* Security Groups: @ Create Security
=g-bp VI
Note: A new binding creates an ENI in your VPC and consumes your quota. To guarantee service availability, do not delete it.
6.

Step 2: Add data sources
1.

2.

3.

4. Inthe Relational Database section of the Add data source dialog box, clickMySQL. Inthe Add
MySQL data source dialog box, configure the parameters.
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Add Data Source MySQL X

* Data Source Type:  ApsaraDB for RDS

* Data Source Name :

Description :

* RDS Instance 1D :

* RDS Instance : e'

Account

* Databaze Name :

* Username :
* Password :
Test Connectivity : Test Connectivity

@ The connectivity test can be passed only after the data source is added to the

Data source type: Inthis example, this parameter is set to Alibaba Cloud instance mode. You
can also set this parameterto Connection string mode. For more information about the
configurations of other parameters, see Add a MySQL data source.

) Notice If you set the Data source type parameterto Connection string mode, you can
set the JDBC URL parameter to the public endpoint of the ApsaraDB RDS for MySQL instance.
You must add the elastic IP address (EIP) of the exclusive resource group to the whitelist of the
ApsaraDB RDS for MySQL instance. For more information, see Configure an IP address whitelist
for an ApsaraDB RDS for MySQL instance and Add the EIP or CIDR block of an exclusive resource
group for Data Integration to the whitelist of a data source.

5. ClickComplete.
6.
Step 3: Create and run a data synchronization node

1. Onthe DataStudio page of the DatawWorks console, create a workflow.

For more information, see Manage workflows.
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2. Create a batch synchronization node.

i. Inthe DataStudio pane, open the newly created workflow, right-click Data Integration, and
then choose Create > Batch Synchronization.

ii. Inthe Create Node dialog box, configure the Node Name parameter and click Commit.

3. Inthe Source section of the Connections step, specify the MySQL data source and the name of
the table that you created. Inthe Target section, specify the Elasticsearch data source, index
name, and index type.

Source Target

MySQL rds, Connection | Elastiesearch elastic

Versions: 553

chinese_news X ex | 4
Shards: 1 Replicas: 1

e | _defaul_
Yes No
index update

Data primary key Joint primary key No
primary key

(Not configured)

Advanced Settings \/

® Note

o You can also use the code editorto configure the node. For more information, see
Create a synchronization node by using the code editor, DRDS Reader, and Elasticsearch
Writer.

o We recommend that you set Enable node discovery to No inthe advanced
settings of the Elasticsearch data source. Otherwise, a connection timeout error
occurs during data synchronization.

4. Inthe Mappings step, configure mappings between source fields and destination fields.
5. Inthe Channel step, configure the parameters.
6. Configure properties forthe node.

In the right-side navigation pane of the configuration tab of the node, click Properties. Onthe
Properties tab, configure properties for the node. For more information about the parameters, see
Basic properties.

@) Notice

o Before you commit a node, you must configure adependent ancestor node forthe
node in the Dependencies section of the Properties tab. For more information, see
Configure same-cycle scheduling dependencies.

o If youwant the systemto periodically run a node, you must configure time properties
forthe node inthe Schedule section of the Properties tab. The time properties include
Validity Period, Scheduling Cycle, Run At, and Rerun.

o The configuration of an auto triggered node takes effect at 00:00 of the next day.

7. Configure the resource group that you want to use to run the synchronization node.
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¥ Resource Group configuration @

The data integration task runs in the resource group, and the joint debugging operation with the data source is also initiated in the
resource group. According to the specific scope of application of each resource group, select the appropriate resource group for your
network scenario.

Public Network Accessible Data Source

; DataWorks
Public Network
Accessible VPG

Data Source

You can click this option to view the
information about the shared resource
groups and cUSTOM rESOUNCE groups.

Exclusive Resource Groups:

i. Inthe right-side navigation pane of the configuration tab of the node, click the Resource
Group configuration tab.

ii. Select the exclusive resource group that you create fromthe Exclusive Resource Groups
drop-down list.

8. Commit the node.

i. Save the current configurations and clickthe iconinthe top toolbar.

ii. Inthe Commit Node dialog box, enter your comments in the Change description field.
jii. Click OK.
9. Clickthe @] iconinthe top toolbarto run the node.

You can view the operational logs of the node when the node is running. After the node is
successfully run, the result shown in the following figure is returned.

leanup temp fi

ammand

ommand completed ---

Cost time 1is

Step 4: View the synchronized data
1. Log onto the Kibana console of the destination Elasticsearch cluster.
For more information, see Log on to the Kibana console.
2. Inthe left-side navigation pane, click Dev Tools.

3. Onthe Console tab of the page that appears, run the following command to query the
synchronized data:
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POST /mysgljoin/ search?pretty
{

"query": { "match all": {}}

}

@ Note mysgljoin iSthe value that you configured forthe index field whenyou

configure the node by using the code editor.

If the data is successfully synchronized, the result shown in the following figure is returned.

Dev Tools
‘ kibana i
Console Search Profiler Grok Debugger
® Dpiscover POST /testrds/_search?pretty
-

Visualize
"query”: { "match_all": {}}
Dashboard
Timelion
Machine Learning
APM
# Graph
Dev Tools

Monitoring

Management

2. elastic

"] Logout

"took": 2,
"timed_out": false,
"_shards™: {
“total": 5,
"successful”: 5,
"skipped": @,
"failed": @
i3
“hits": {
“total": 13,
"max_score”: 1,
"hits": [
"_index”: “testrds”,
"_type": “elasticsearch”,
" id": "fVQIEmUBNgOpXuST1IUW",
"_score™: 1,
" _source”: {

create_time™: "2018-83-22T00:00:008.000+03:08",
"trans_num": 2,

"click_cnt": 2,

"category”: "Outside”,

"buyer_id": "h",

"trans_amount": 518,

"brand”: "B"

“testrds",
: "elasticsearch”,
"f1QJemUBNGOpXuST1TUW",

"create_time": "2018-88-22T0@:00:00.868+88:00",
“trans_num”: 2,

"trans_amount": 234,

"brand”: "B"
}
b
{
"_index": "testrds",
"_type": "elasticsearch”,
"_id": "gVQIemUBNgOpXuST1TUW",
"_score": 1,
" _source™: {

"create_time": "2018-88-23T02:0@:00.008+03:80",

3.1.4. Use DTS to synchronize MySQL data to an
Alibaba Cloud Elasticsearch cluster in real time

HAPXSERFHEREART, STWHEIA, BUERIE

3.1.5. Use Canal to synchronize data to an

Alibaba Cloud Elasticsearch cluster

This topic describes how to use Canal to synchronize incremental data from an ApsaraDB RDS for MySQL

database to an Alibaba Cloud Elasticsearch cluster.

Prerequisites

102
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) Notice Make sure that you have specified the same region, zone, Virtual Private Cloud
(VPC), subnet, and security group for the required services. These services include ApsaraDB RDS
for MySQL, Alibaba Cloud Elasticsearch, and Alibaba Cloud Elastic Compute Service (ECS).

e ApsaraDB RDS for MySQL is activated.

ApsaraDB RDS for MySQL stores data that you want to synchronize. For more information about how
to activate ApsaraDB RDS MySQL, see Create an ApsaraDB RDS for MySQL instance. The following figure
shows the ApsaraDB RDS for MySQL configuration that is used in this topic.

Running Jul8, 2019, 09:45  Primary Instance  MySQLS.7 it:abe 0 46 89 Manage | Subscription Biling | More ~

e canal.adapter-1.1.4.tar.gz and canal.deployer-1.1.4.tar.gz are prepared.

The Canal packages. Canal is a GitHub open-source extract, transform, and load (ETL) tool. It is used
to parse database logs and retrieve incremental data for data synchronization. For more information,
see Canal.

e Alibaba Cloud Elasticsearch is activated.

Alibaba Cloud Elasticsearch receives the synchronized incremental data. For more information about
how to activate Alibaba Cloud Elasticsearch, see Create an Alibaba Cloud Elasticsearch cluster. T his topic
uses an Alibaba Cloud Elasticsearch V6.7 cluster of the Standard Edition as an example.

e Alibaba Cloud ECS is activated.

Alibaba Cloud ECS connects ApsarabDB RDS for MySQL and Elasticsearch. In addition, both Canal
deployer and Canal adapter are deployed on an Alibaba Cloud ECS instance. For more information
about how to activate Alibaba Cloud ECS, see Step 1: Create an ECS instance. The image of the ECS
instance is a Cent0S 7.6 64-bit image.

Create a table and add fields

1. Create atable in an ApsaraDB RDS for MySQL instance and add fields to the table.

In this topic, table es_test is created. The following figure shows the fields that are added to the
table.

-~

elasticsearch "

-

Enter a table name or pa

= es_test

—D Column (4)
-0 counttext
<[ id int(32)
~E name text
i [ color text
+8 Index (1)

r

2. Create anindex onthe Elasticsearch cluster and configure mappings.

Log onto the Kibana console. Inthe left-side navigation pane, click Dev Tools. Onthe Console
tab of the page that appears, create an index and configure mappings.
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) Notice Make sure that the field names and field types specified in the following
command are the same as those in the created table.

PUT es_test?include type name=true
{
"settings" : {

"index" : {
"number of shards" : "5",
"number of replicas" : "1"

}

by
"mappings" : {
" doc" : {
"properties" : {
"count": {
"type": "text"
br

"id": |

"type": "integer"

by

"name" : {
"type" : "text"
}y
"color" : {

"type" : "text"

If the index is created and mappings are configured, the following result is returned:

{
"acknowledged" : true,
"shards acknowledged" : true,

"index" : "es test"

Install MySQL

1. Connect to the ECS instance.

2. Download the MySQL source package.

wget http://dev.mysqgl.com/get/mysqgl57-community-release-el7-11.noarch.rpm

3. Install the MySQL source.

yum -y install mysqgl57-community-release-el7-11.noarch.rpm

4. Checkwhetherthe MySQL source is successfully installed.
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yum repolist enabled | grep mysgl.*

If the MySQL source is successfully installed, the result shown in the following figure is returned.

[root@UMEA1 ~1# yum repolist enabled | grep mysgl.=
mysq 1 -commectors-community-xB86_64 MySQL Comnmectors Community

mys=g 1 -tools-community-x86_64 MySQL Tools Community
mys=g 157 -community-xB86_64 MySQL 5.7 Community Server

5. Install MySQL.

yum install mysgl-community-server

6. Start the MySQL service and check the service status.

systemctl start mysqgld.service

systemctl status mysgld.service

If MySQL is successfully started, the result shown in the following figure is returned.

[root@UMAL ~1# systemctl start mysqld.service
systemct] status mysgld.service
[rootBUMAL ~1# systemctl status mysqld.service
1 mysqld.service - MySQL Server

Loaded: ih/systemd-system mysqld.service: enabled: vendor preset: disabled)
fActive:] active (rumning)|since Thu 2819-89-85 11:12:21 CST: 8ms ago

Docs: man:mysgld(8)
http:rrdev.mysgl.com/doc/ref mansensusing-systemd .html
Process: 1683 ExecStart=susr-sbin/mysqld --daemonize —-pid-file=var/run/mysqld/mysqld.pid SMYSQLD_DOPTS (code=ex
~»SUCCESS)
Process: 1689 ExecStartPre=/usr/bin/mysgld_pre_systemd (code=exited, status=B-SUCCESS)
Main PID: 1687 (mysqld)
CGroup: rsystem.slicesmysgld.service
L1687 ~usr/sbin/mysqld --daemonize —-pid-file=/var run/mysgld mysqld.pid

Sep B5 11:12:17 UMB1 systemd[1]: Starting MySQL Server...
Sep B5 11:12:21 A1 systemd[1]: 3tarted My3SQL Server.

7. Connect to an ApsaraDB RDS for MySQL database.

@) Notice

o Before you run the required command to connect to an ApsaraDB RDS for MySQL
database, you must add the private IP address of your ECS instance to the whitelist
of the corresponding ApsaraDB RDS for MySQL instance. For more information, see

o To use Canal, you must enable the MySQL binlog mode. By default, this mode is enabled
for ApsaraDB RDS for MySQL. You can run the following command to query the status of
the binlog mode:

+

Uariahle_name
S

log_bin

log_bin_basename shome/mysglsdata3fbl mysgl/-mysgl-bin
log_bin_index shomesmysgl-data3fBl- -mysgl-master-log-bin. index
log_bin_trust_function_creators

log_bin_use_vl_row_events

sql_log_bin

e

6 rows in set (B.88 sec)
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mysql -h<Hostname> -P<Port> -u<Username> -p<Password> -D<Database>

Variable Description

Elasticsearch

The internal endpoint of the ApsaraDB RDS for MySQL instance.
<Hostname> You can query the internal endpoint on the Basic Information

page of the ApsaraDB RDS for MySQL instance.

The internal port of the ApsaraDB RDS for MySQL instance. The
<Port> default port is 3306. You can query the internal port on the Basic
Information page of the ApsaraDB RDS for MySQL instance.

The username that is used to log on to the ApsaraDB RDS for
MySQL database. You can query the username on the Accounts
page of the ApsaraDB RDS for MySQL instance. If no account is

<Username> } . .
available, you must create an account. For more information, see
The name of the ApsaraDB RDS for MySQL database. You can
query the database name on the Databases page of the
<Database> ApsaraDB RDS for MySQL instance. If no database is available, you
must create a database. For more information, see
The password that is used to log on to the ApsaraDB RDS for
<Password>

MySQL database.

Example command:

mysgl —hrm-bplulxxxxxxxxx6ph.mysqgl.rds.aliyuncs.com -P3306 -ues -pmima -Delasticsearc

h

If ApsaraDB RDS for MySQL is successfully connected, the result shown in the following figure is

returned.

[rootBUME1 ~1# mysql -hrm-bp h.mysqgl.rds.aliyuncs.com -P3386 —u

sql: [Warningl Using a password on the command line interface can be insecure.

[Reading table information for completion of table and column names
'ou can turn off this feature to get a quicker startup with -A

elcome to the MySOL monitor. Commands end with © or \g.
'our MySQL comnection id is 688823
[Berver version: 5.7.25-log Source distribution

opyright (c) 2888, 2819, Oracle and-or its affiliates. All rights reserved.

Oracle is a registered trademark of Oracle Corporation andsor its
ffiliates. Other names may be trademarks of their respective

ype "help:’ or 'Nh' for help. Type ‘“c’ to clear the current input statement.

sql> show databases:

information_schema
elasticsearch
mysg 1

pangbi

sawongigh i

rows in set (B.88 sec)

sql> _

3 -Delasticsearch
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Install the JDK

1. Connect to the ECS instance and query available JDK packages.
yum search java | grep -i --color JDK
2. Install the JDK of the required version.
java-1.8.0-openjdk-devel.x86_64 is used in this topic.
yum install java-1.8.0-openjdk-devel.x86 64
3. Configure environment variables.
i. Openthe profile file inthe etc folder.

vi /etc/profile

ii. Add the following environment variables to the file:

export JAVA HOME=/usr/lib/jvm/java-1.8.0-openjdk-1.8.0.71-2.bl5.el7 2.x86 64
export CLASSPATH=.:$JAVA HOME/jre/lib/rt.jar:$JAVA HOME/lib/dt.jar:$JAVA HOME/lib
/tools.jar

export PATH=$PATH:S$JAVA HOME/bin

ii. Enter :wg to save the file and quit the vimode. Then, run the following command forthe
modification to take effect:

source /etc/profile

4. Runthe following commands to check whether the JDK is successfully installed:
o  java
0  Javac
0 java -version

If the JDK is successfully installed, the result shown in the following figure is returned.

[root@UMB1 ~1# Jjava -version
open jdk version "1.8.8_222"

OpendDKE Runtime Environment (build 1.8.8_Z222-h1A)
OpendDK 64-Bit Server UM (build 25.222-b18, mixed mode)

Install and start the Canal server
1. Connect to the ECS instance. Then, download and decompress the Canal deployer package.

Canal deployer 1.1.4 is used in this t opic.

wget https://github.com/alibaba/canal/releases/download/canal-1.1.4/canal.deployer-1.
l.4.tar.gz

2. Decompress the canal.deployer-1.1.4.tar.gz package.

tar -zxvf canal.deployer-1.1.4.tar.gz

3. Modify the conf/example/instance.propertiesfile.
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vi conf/example/instance.properties

doph.mysgl.rds.aliyuncs

.instance .master
.instance.master.timestamp=
.instance.master.gtid=

oss binlog

. instance.rds .accesskey=
.instance.rds.secretkey=
.instance.rds. instanceld=

anal . instance.tsdb.enable=true
.instance.tsdb.url=jdbc :mysgl: /127 .8.08.1:3386./canal_tsdb
.instance .tsdb.dbUsername=canal
.instance .tsdb.dbPassword=canal

.instance.standby.address =
.instance.standby. journal .name =
.instance.standby.position =
.instance.standby.timestamp =
.instance .standby.gtid=

.dblUsername=
.dbPassword=

Decrypt database password
.enableDruid=false

Parameter Description

The parameter is in the format of <Internal endpoint of the
) ApsaraDB RDS for MySQL instance>:<Internal port> .You
canal.instance.master.add . . . 5 X
can query the required information on the Basic Information page

of the ApsaraDB RDS for MySQL instance. Example: rm-bplulxxxx

ress

xxxxx6ph.mysgl.rds.aliyuncs.com:3306

The username that is used to log on to the ApsaraDB RDS for MySQL
database. You can query the username on the Accounts page of
the ApsaraDB RDS for MySQL instance.

canal.instance.dbUsername

canal.instance.dbPassword  The password that is used to log on to the ApsaraDB RDS for MySQL
database.

4. Enter:wq to save the file and quit the vi mode.

5. Start the Canal server and query the log.

./bin/startup.sh

cat logs/canal/canal.log
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[rootaUrB1 ~ i Bla/startup. < |
cd to srootsbin Tor workaround relative path

LOG CONFIGURATION : ~rootsbins..- conf-logback.xml

canal conf : srootsbine../confrscanal.properties

CLASSPATH :/root/bins..sconf :/rootsbins..-slibszookeeper-3.4.5. jar ! rootsbine. .#librszkclient-8.18. jar:sroot-sbins. . /libsspring-tx
3.2.18.RELEASE. jar:~rootsbins..slibsspring-orm-3.2.18.RELEASE. jar: rootsbins..slibsspring- jdbc-3.2.18 .RELEASE

ibsspring-expression-3.2.18 .RELEASE. jar: root-bins../lib/spring-core-3.2.18.RELEASE. jar:sroot/bins. . /libs/spring-context-3.2.18.
ELEASE. jar:sroot/bin/..-slibsspring-beans-3.2.18 .RELEASE. jar:- rootsbins../lib/spring-aop-3.2.168.RELEASE. jar:/root-bins. .- libssna)
py-java-1.1.7.1. jar:srootsbin-..~libssnakeyaml-1.19. jar:/ root /bin-..-libsslf4 j-api-1.7.12. jar:sroot/bins..~libssimpleclient_pus
gateway-8.4.8. jar:srootsbins. . slibrssimpleclient_httpserver-8.4.8. jar: rootsbins. ./libssimpleclient_hotspot-B8.4.8. jar:/root- bins
.slibszsimpleclient_common-8.4.8. jar:/rootsbins. ./libssimpleclient-8.4.8. jar:/root/bins. .slibsscala-ref lect-Z.11.12. jar:/root/bi
/. .#librscala-logging_2.11-3.8.8. jar:srootsbin-..slibrsscala-library-2.11.12. jar: root-bins..-lib/rocketmy-srvutil-4.5.2. jar:
tsbins. . libsrocketmg-remoting-4.5.2. jar:/rootsbin/. . /libsrocketmy-logging—4.5.2. jar:root bin/. ./ libsrocketmy-common-4.5.2. jar
srootsbins. . slibsrocketmg-client-4.5.2. jar:/rootsbins. . /libsrocketmy-acl-4.5.2. jar:/root/bin-. .-slibs/protobuf - java-3.6.1. jar:/ro
tsbins. .slibsoro-2.8.8. jar:sroot-bins. . slibsmetty-tcnative-boringssl-static-1.1.33.ForkZ6. jar:sroot-bin/..-libsmetty-all-4.1.6.
inal. jar:srootsbins. ./libmetty-3.2.2 . Final. jar:/rootsbins. . libsmysgl-comnector- java-5.1.47. jar:/rootsbins. ./lib/metrics-core-
.2.8. jar:rsroot-sbins. . slibrslzd- java-1.4.1. jar:/rootsbins. .#libslogback-core-1.1.3. jar:srootsbin-. .~lib-logback-classic-1.1.3. jar|
sroot-bins..slibs/kafka-clients-1.1.1 sroot bins. .slibskafka_2.11-1.1.1. jar:-root/bin-..-/lib- jsr3d5-3.8.2. jar: root bin-..-1
b, jopt-simple-5.8.4. jar:srootsbin/. . libs jctools-core-2.1.2. jar:/root /bins. ./1ibr jcl-over-s1f4j-1.7 .12, jar:sroot-bins. . 1lib/ ja
>.anmotation-api-1.3.2. jar sroot-sbins. . #1ibs jackson-databind-2.9.6. jar:- root-/bin-..-lib, jackson-core-2.9.6. jar:-root/bin/..~/1ib,
c jackson-ammotations-2.9.8. jar:sroot-bins..-/libsibatis-sqlmap-2.3.4.726. jar:/root-bin-. . lib-httpcore-4.4.3. jar:~root bin-..-1i
httpelient-4.5.1. jar:rrootsbins. .»libsh2-1.4.196. jar: root/bin/../lib/guava-18.8 isvootsbine. . /libfastsgl-2.8.8_preview 97
.jar:srootsbing . /libsfast json-1.2.58. jar:/rootsbins. . /libsdrnid-1.1.9_ jar:/rootsbins. .slibsdisruptor-3.4.2. jar:/root-/bine. ./1i
-commons-logging-1.1.3. jar:sroot-bin/..-libscommons-lang3-3.4. jar: root bin-../libs/commons-lang-2.6. jar: root-bin/../lib common
-in-Z.4. jar:/rootsbin/. ./1ibscommons -compress-1.9. jar:srootsbins. . /lib/commons-codec-1.9. jar:srootsbins. . /libscommons-cli-1.2. j
r:- roots/bins. .#libscommons-beanutils-1.8.2. jar:srootsbins..~librscanal.store-1.1.4. jar: root-sbin-..slibrscanal .sink-1.1.4
tsbins..-slibscanal.server-1.1.4. jar: rootsbin-..-libscanal.protocol-1.1.4. jar:/root /bins..-/libscanal.prometheus-1.1.4. jar:- root,
bins/../libscanal.parse.driver-1.1.4. jar:srootsbins. . slibscanal .parse.dbsync-1.1.4. jar: roots/bins../librscanal .parse-1.1.4. jar:/m
ot bins..-libscanal .meta-1.1.4. jar:/rootsbin/..-slibscanal.instance.spring-1.1.4. jar: root- bin-../libscanal. instance.manager-1.1
4. jar:/root/bins..-slibscanal. instance.core-1.1.4. jar: root/bin-..-libscanal.filter-1.1.4. jar:-root/bin/..-libscanal.deployer-1.
. ar:srootsbins. . slibscanal .common-1.1.4. jar:- root/bin/..slibraviator-2.2.1. jar:-/root/bin/. .~libsaopalliance-1.8. jar: . usrr1
b jum java-1.8.8-open jdk-1.8.8.71-2.b15.e1?_2.x86_64~ jre<lib-srt. jar ' usr/lib. jum~ java-1.8.8-open jdk-1.8.8.71-2.b15.e17_Z.xB6_64
librsdt. jar:-susrslibs jum java-1.8.8-open jdk-1.8.8.71-2.b15.e17_2.x86_64-/1ib-tools. jar

acd to /root
[root@UME1 ~1# cat logs-canal-scanal.log
2A19-89-85 14: . main com.alibaba.otter.canal .deployer.Canallauncher - ## set default uncaught exception handler|

2019-89-85 14:57:57.688 [main]l INFO com.alibaba.otter.canal.deployer.CanalLauncher - ## load canal configurations
2019-A9-85 14:57:57.698 [mainl INFO com.alibaba.otter.canal.deployer.CanalStarter - ## start the canal server.
FA19-09-B5 14:57:57.732 I[mainl INFO com.alibaba.otter.canal.deployer.CanalController - ## start the canal server[192.
92. 234):111111

FH19-H9-85 14:57:58.726 [mainl INFO com.alibaba.otter.canal.deployer.CanalStarter - ##f the canal server is rumming now

Install and start the Canal adapter
Connect to the ECS instance. Then, download and decompress the Canal adapter package.

Canal adapter 1.1.4 is used in this topic.

wget https://github.com/alibaba/canal/releases/download/canal-1.1.4/canal.adapter-1.1
.4.tar.gz

2. Decompress the canaladapter-1.1.4.tar.gz package.

tar -zxvf canal.adapter-l.l.4.tar.gz

3. Modify the conf/application.ymifile.

vi conf/application.yml
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Parameter

canal.conf.canalServerHos

canal.conf.srcDataSources
.defaultDS.url

canal.conf.srcDataSources

.defaultDS.username

110
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Description

The endpoint of the Canal deployer. Retain the default value: 127
.0.0.1:111112

Jjdbc:mysqgl://<Internal endpoint of the ApsaraDB RDS for
MySQL instance>:<Internal port>/<Database name>?useUnico
de=true .You can query the required information on the Basic
Information page of the ApsaraDB RDS for MySQL instance.
Example: Jdbc:mysql://rm-bplxxxxxxxxxnd6ph.mysqgl.rds.ali

yuncs.com:3306/elasticsearch?useUnicode=true

The username that is used to log on to the ApsaraDB RDS for MySQL
database. You can query the username on the Accounts page of
the ApsaraDB RDS for MySQL instance.

Document Version: 20220614



Elasticsearch

Parameter

canal.conf.srcDataSources

.defaultDS.password

canal.conf.canalAdapters.

groups.outerAdapters.hosts

canal.conf.canalAdapters.

groups.outerAdapters.mode

canal.conf.canalAdapters.
groups.outerAdapters.prope

rties.security.auth

canal.conf.canalAdapters.
groups.outerAdapters.prope

rties.cluster.name

Best Practices-

Description

The password that is used to log on to the ApsarabDB RDS for MySQL
database.

Find name:es andset hosts toavalueintheformatof <I
nternal endpoint of the Elasticsearch cluster>:<Internal
port> .You can query the required information on the Basic

Information page of the Elasticsearch cluster. Example: es-cn-v6

4xxxxxxxxx3medp.elasticsearch.aliyuncs.com: 9200

Set the value to rest

The parameter is in the format of <Username of the Elasticse

arch cluster>:<Password> .Example: elastic:es password

The ID of the Elasticsearch cluster. You can query the cluster ID on
the Basic Information page of the Elasticsearch cluster. Example:

es-cn-v64xxxxxxxxx3medp

4. Enter:wq to save the file and exit the vimode.

5. Repeat the preceding steps to modify the conf/es/*ymifile and specify the fields that you want
to map from an ApsaraDB RDS for MySQL database to an Elasticsearch cluster.

dataSourceKey: defaultD3
destination: example
groupld: gl
esMapping:

_index: es_test

_type: _doc
_id: _id
#pk: id
sql: "select t.id as _id,t.id,t.count,t.name,t.color from es_test t"
commitbatch: sWHW

Parameter

esMapping. index

esMapping. type

esMapping. id

Document Version: 20220614

Description

Set the value to the name of the index created on the Elasticsearch
cluster in the section. es_test is used
in this topic.

Set the value to the type of the index created on the Elasticsearch
cluster in the section. _doc is used in
this topic.

The ID of the document that you want to synchronize to the
Elasticsearch cluster. This parameter is user-defined. _id is used in
this topic.
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Parameter Description

The SQL statement that is used to query the fields to be

) synchronized to the Elasticsearch cluster. The select t.id as

esMapping.sql —
id, t.id, t.count, t.name, t.color from es test t; statement

is used in this topic.

6. Start the Canal adapter and query the log.

./bin/startup.sh
cat logs/adapter/adapter.log

If the Canal adapteris successfully started, the result shown in the following figure is returned.

Verify the incremental data synchronization result

1. Inan ApsaraDB RDS for MySQL database, add, modify, or delete data inthe es_test table.

insert ‘elasticsearch’.'es test’ (‘count’, "id’, ‘name’, ‘color’) values('ll',62,'canal te
st2','red'");

2. Log onto the Kibana console of the Elasticsearch cluster.
For more information, see

3. Inthe left-side navigation pane, click Dev Tools. Onthe Console tab of the pane that appears,
run the following command to query synchronized data:

GET /es_ test/ search

If the incremental data is successfully synchronized, the result shown in the following figure is
returned.
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Console

GET /fes_test/_s

Search Profiler

Grok Debugger

L

i

"took™ @ 1,
"timed_out”
"_shards™ @ {
"total™ : 5,
"successful”
"skipped”

1

"hits" : {
"total™ : 1,
"max_scor

: false,

]

: 5,

: 8,
"failed" : @

1.8,

"hits" : [

{

" _id"
" _score”

nign

" _index”
" _type" :

"_source”
: 2,
"count”

"es_test",
"_doc™,
nan
1.8,

HE

: 11t

"name”
"color”

: "canal_test2”,
@ "red”

B

L

3.2. PolarDB-X(DRDS) synchronization

3.2.1. Use DataWorks to synchronize data from a
DRDS database to an Elasticsearch cluster in
offline mode

Your business data is stored in a Distributed Relational Database Service (DRDS) database. If you want
to performfull-text searches and semantic analytics on the data, you can synchronize the datato an
Alibaba Cloud Elasticsearch cluster in offline mode.

Context

DRDS is developed by Alibaba Cloud. It integrates the distributed SQL engine DRDS and the proprietary
distributed storage X-DB. DRDS supports tens of millions of concurrent connections and can store
hundreds of petabytes of data based onthe integrated cloud-native architecture. DRDS aims to
provide solutions for massive data storage, ultra-high concurrent throughput, large table performance
bottlenecks, and complex computing efficiency. DRDS has become a mature service after it is applied to
Double 11 and the business of Alibaba Cloud customers in various industries. The application of DRDS
boosts the digital transformation of enterprises. For more information, see Overview.

Alibaba Cloud Elasticsearch is compatible with open source Elasticsearch features, such as Security,
Machine Learning, Graph, and Application Performance Monitoring (APM). It is released in 5.5.3, 6.3.2,
6.7.0,6.8.0,7.4.0, and 7.7.1 versions. It supports the commercial plug-in X-Pack and is ideal for scenarios
such as data analytics and searches. Alibaba Cloud Elasticsearch implements enterprise-grade access
control, security monitoring and alerting, and automated reporting based on open source Elasticsearch.
For more information, see What is Alibaba Cloud Elasticsearch.
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Procedure

1.

Preparations

Create a DRDS instance and an Alibaba Cloud Elasticsearch cluster in the same virtual private cloud
(VPC). Prepare the data that you want to migrate in the DRDS instance. Activate the Data
Integration and DataStudio services of Dataworks.

@ Note To improve the stability of synchronization nodes, we recommend that you
synchronize data within a VPC.

. Step 1: Purchase and create an exclusive resource group

In the DataWorks console, purchase and create an exclusive resource group. To ensure the network
connection, you must bind the exclusive resource group to the VPC where the DRDS instance
resides.

(@ Note Exclusive resource groups can be used to transmit data in a fast and stable
manner.

. Step 2: Add data sources

In the Dataworks console, add the DRDS instance and the Elasticsearch cluster as data sources.
Step 3: Create and run a data synchronization node

Use the codeless user interface (Ul) to create a node to synchronize data fromthe MySQL data
source to the Elasticsearch cluster and configure the node. Select the exclusive resource group
that you created when you configure the node. The data synchronization node runs on the
selected exclusive resource group for Data Integration and writes data to the Elasticsearch cluster.

. Step 4: View synchronization results

In the Kibana console of the Elasticsearch cluster, view the synchronized data and search for data
by using a specific field.

Preparations

1.

Create a DRDS V1.0 instance, a DRDS database, and a table. Then, insert data into the table.

For more information, see Basic SQL operations. The following figure shows the test data that is
used in this topic.

Platform Year_of Release Genre NA Sales EU_Sales 1P _Sales Other_Sales Global Sales Critic_Score

wii 2006 Sports 13 25.% ER B X 6
ms 1985 Platforn 29.08 a5 661 07 .2
wii 2008 Recing 15.68 12.7 ER EE X @
wii 2009 Sports 15.61 10,63 a2 2.9 EX a
enon Elua a 1996 RelaPlaying 12 a8 10.22 1 sLar
a 1989 Puzle 2.2 2.2 a2 0.5 0.2
15 206 Platforn 1Lz 514 65 2.8 28 B
wii 206 Hize 13,96 518 2.3 284 .02 E
S wii 2009 Platforn jren e a1 224 .3 ar
ms 1984 Shaotar 26.93 0.6 0.28 .47 .31
15 2005 Simlation 5.08 10.95 1o 274 2067
15 2005 Recing 5 ra a1 19 221 o1
enn Silver a 1999 RelaPlaying 9 618 2 0.7 251

a0 a0 £ 215 2.7 E

wii 2007 Sports
Kinsct Mdventures! 1360 2010 Hize 15 169 0.24 169 2081 a1
Wi Fit Plus wii 2009 Sports .01 6.1 2.5 L1 207 a
3 2013 Aotion Tz s.09 0.9 EE 2008 o1
P2 2004 Aotion 543 0.4 0.41 10.57 .61 o
siEs 1990 Platforn 127 am a5t 0.5 .61
o in Minutes & Day 15 2005 Hize 4 02 416 204 2.1 "
15 206 Rele-Flaying 5.3 146 6.0t 136 16.25

@ 1989 Platforn 10.83 27 a8 0.4z 18,14

s 1988 Platforn Nintendo 954 En 3.8 0.46 17.28
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) Notice Afteradatabase is created, all IP addresses are allowed to access the database
by default. For security purposes, we recommend that you add only the IP address of the host
that you use to the whitelist of the DRDS instance. For more information, see Set an IP address
whitelist.

2. Create a Dataworks workspace.

For more information, see Create a workspace. The workspace must reside in the same region as the
DRDS instance that you created.

3. Create an Elasticsearch cluster and enable the Auto Indexing feature for the cluster.

For more information, see Create an Alibaba Cloud Elasticsearch cluster and Access and configure
an Elasticsearch cluster. The cluster must belong to the same VPC and vSwitch as the DRDS
instance.

Step 1: Purchase and create an exclusive resource group

1. Log onto the Dataworks console.

2. Inthe top navigation bar, select the desired region. In the left-side navigation pane, click Resource
Groups.

3. Purchase exclusive resources for Data Integration. For more information, see Purchase exclusive
resources for Data Integration.

) Notice The exclusive resources for Data Integration must reside in the same region as the
DataWorks workspace that you created.

4. Create an exclusive resource group for Data Integration. For more information, see Create an
exclusive resource group for Data Integration.

The following figure shows the configuration used in this example. Resource Group Type is set
to Exclusive Resource Groups for Data Integration.

Create a dedicated resource group

Resource Group Type: Exclusive Resource Groups t!:' Exclusive Resource Groups for Data Integration
The exclusive resource group is used for task scheduling, and the exclusive resource group for data
ntegration is used for data synchronization. See this for detailsDocumentation

* Resource Group Mame:

* Resource Group Description:

g5---

* Order Mumber:  Purchase Current region:China (Hangzhou). Purchase a resource group that resides in the current region.

95fa0al1-dcBa-4682-b579-,

5. Find the created exclusive resource group and click Network Settings in the Actions column. The
VPC Binding tab appears. On the VPC Binding tab, click Add Binding to bind the exclusive resource
group to a VPC. For more information, see Configure network settings.
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Exclusive resources are deployed in the VPC where Dataworks resides. You can use Dataworks to
synchronize data fromthe DRDS database to the Elasticsearch cluster only after Dataworks
connects to the VPCs where the database and cluster reside. In this topic, the DRDS database and
Elasticsearch cluster reside in the same VPC. Therefore, when you bind the exclusive resource group
to a VPC, you need to select the VPC and vSwit ch to which the DRDS instance belongs.

Add VPC Binding@

* Resource Group Mame:

odps A
Type: Data Integration Resource Groups Zone: cn-hangzhou-i  Remaining VPCs That Can Be Bound
PC: @ Create VPC
vpe-bpli m m /t-testAccen-hangzhoub413 hd
Switch: @ Create it
vsw-bp 3 Stf-testAccen-hangzhout413 A
Select the WSwitch bound to the data store to be synchronized
WSwitch CIDR Blocks: 172.16 [cn-hangzhou-i
The zone of the WSwitch must be the same as that of the instance to bind
* Security Groups: @ Create Security
’_.l-.-. r
g-bp e
ter Ay bind creats NI ir r VPC and consumes your quota. Ta guarantee service availability, do r delete it

Step 2: Add data sources

2. Inthe left-side navigation pane of the Data Integration page, choose Data Source > Data
Sources.

3. Onthe Data Source page, click Add data source in the upper-right corner.
4. Inthe Relational Database section of the Add data source dialog box, click DRDS.

5. Inthe Add DRDS data source dialog box, configure the parameters and test connectivity
between the DRDS data source and resource group that you created. After the connectivity test is
passed, click Complete.
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* Data source type :

* Data Source Name :

Description :

PEEEER

* JDBCURL :

* User name :

* Password :

Resource Group :

IZ::::ZI Alibaba Cloud Database (DRDS) ° Ceonnection string mode

jdbc:mysql//drds .drds.aliyunce.com:3306/game_zales

game_ssles

Data Service | Schedule @

o If your Data Integration task used this connector, it is necessary to ensure that the connector can be connected by the

corresponding resource group. Please refer to the resource group for detailed concepts and network solutions.

View current best network solution recommendations

Connectivity

status . )
Resource group name Type (Click status for Test time Operation
details)
Exclusive data
drds integration Resource @ Connectable Ju! ZET’ 2020 Test connectivity.
17:23:42
Group
Exclusive data
ez integration Resource Mot Tested Test connectivity.
Group
Fvrliciva data b
Parameter Description

Data source type

In this topic, this parameter is set to Connection string mode.

You can also set this parameter to Alibaba Cloud Database

(DRDS). For more information, see Add a DRDS data source.

The name of the data source. The name must contain letters,

Data Source Name

Data source description

JDBC URL

User name

Password

digits, and underscores (_). It must start with a letter.

The description of the data source. The description can be a

maximum of 80 characters in length.

The Java Database Connectivity (JDBC) URL of the database, in the

format of jdbc:mysql://ServerlP:Port/Database. Repl

ace

ServerlP:Port with Endpoint of the VPC where the DRDS instance
resides:Port number of the VPC. Replace Database with the name

of the DRDS database that you created.

The username that is used to connect to the DRDS database.

The password that is used to connect to the DRDS da

6. Add an Elasticsearch data source in the same way.

tabase.
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zl_drds_es

* Data Source Name :

Description :

FlEEEEER -

* Endpoint : | http:/fescn-m » -elasticsearch.aliyuncs.com:9200
* User name : | elastic

* Password @ |+

Reszource Group : Schedule @

o If your Data Integration task used this connector, it is necessary to ensure that the connector can be connected by the

comesponding resource group. Please refer to the resource group for detailed concepts and network solutions.

View current best network solution recommendations

Connectivity
status

Resource group name Type . Test time Operation
A YE (Click status for s
details)
Exclusive data
. . Jul 29, 2020 -
drds integration Resource @ Connectable 1 1_25_’03 Test connectivity-
Group -
Exclusive data
sz integration Resource Mot Tested Test connectivity-
Group
Exclusive data
odps integration Resource Mot Tested Test connectivity-
Group -

Parameter Description

The name of the data source. The name must contain letters,
Data Source Name . .
digits, and underscores (_). It must start with a letter.
. The description of the data source. The description can be a
Data source description . .
maximum of 80 characters in length.
Set this parameter to a value in the format of http://<Internal
Endpoint endpoint of the Elasticsearch cluster>:9200. You can obtain the
internal endpoint from the Basic Information page of the cluster.

The username that is used to access the Elasticsearch cluster. The

Username . .
default username is elastic.
The password that corresponds to the elastic username. The
password of the elastic username is specified when you create the
cluster. If you forget the password, you can reset it. For more
Password y d P y

information about the procedure and precautions for resetting a
password, see Reset the access password for an Elasticsearch
cluster.
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Step 3: Create and run a data synchronization node

1. Onthe DataStudio page of the Dataworks console, create a workf low.
For more information, see Manage workflows.
2. Create a batch synchronization node.

i. Inthe DataStudio pane, open the newly created workflow, right-click Data Integration, and
then choose Create > Batch Synchronization.

ii. Inthe Create Node dialog box, configure the Node Name parameter and click Commit.

3. Inthe Source section of the Connections step, specify the DRDS data source and the name of
the table that you created. Inthe Target section, specify the Elasticsearch data source, index
name, and index type.

Source Target

@ Note

o You can also use the code editorto configure the node. For more information, see
Create a synchronization node by using the code editor, DRDS Reader, and Elasticsearch
Writer.

o We recommend that you set Enable node discovery to No inthe advanced
settings of the Elasticsearch data source. Otherwise, a connection timeout error
occurs during data synchronization.

4. Inthe Mappings step, configure mappings between source fields and destination fields.
In this example, the default source fields are used. You need only to change destination fields.

Clickthe icon in the destination fields section on the right. In the Change Fields dialog box, enter

the following information:
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5. Inthe Channel step, configure the parameters.

6. Configure properties forthe node.

null
null
null
null
null
null
null
null
null
null
null
null
null
null
null
null

The following figure shows the configured field mappings.

Source Field

Name

Platform

Year_of_Release

Genre

Publisher

NA_Sales

EU_Seles

JP_Sales

Other_Sales

Global_Sales

Critic_Score

Critic_Count

User_Score

User_Count

Developer

Rating

Target Field
{'name""Name"type™"text’}
{mame"“Platform’ type"-text’}
{'name"Vear_of Release™typedate’}
{"name"-"Genre"/type"-"text’}
{name"“Publisher”type™-'text’}
{name*na_Sales" type"-float’}
{name"'EU_Sales" 'type"-float’)
{'name""JP_Sales" type"float’}

{name""Other_Sales"type" "float’}

{name""Global_Sales";type™*float’}

{name""Critic_Score™,type"'long’}
{name""Critic_Count”type"long}
{'name""User_Score"type""float’}
{neme""User_Counttype"“long’}
{'name"-"Developer”"type™"text’}

{name"Rating” type-"text’}

In the right-side navigation pane of the configuration tab of the node, click Properties. Onthe
Properties tab, configure properties for the node. For more information about the parameters, see

Basic properties.
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@) Notice

o Before you commit a node, you must configure adependent ancestor node forthe
node in the Dependencies section of the Properties tab. For more information, see
Configure same-cycle scheduling dependencies.

o If youwant the systemto periodically run a node, you must configure time properties
forthe node inthe Schedule section of the Properties tab. The time properties include
Validity Period, Scheduling Cycle, Run At, and Rerun.

o The configuration of an auto triggered node takes effect at 00:00 of the next day.

7. Configure the resource group that you want to use to run the synchronization node.

X Resource Group configuration @

The data integration task runs in the resource group, and the joint debugging operation with the data source is also initiated in the
resource group. According to the specific scope of application of each resource group, select the appropriate resource group for your
network scenario.

Public Network Accessible Data Source

Public Network DataWorks

Accessible

Data Source

You can click this option 1o view the
information about the shared resource

ces on the public groups and cUSTOM rESOUNCE groups.

Exclusive Resource Groups: | Ples

i. Inthe right-side navigation pane of the configuration tab of the node, clickthe Resource
Group configuration tab.

ii. Select the exclusive resource group that you create fromthe Exclusive Resource Groups
drop-down list.

8. Commit the node.

i. Save the current configurations and clickthe iconinthe top toolbar.

ii. Inthe Commit Node dialog box, enter your comments in the Change description field.

iii. Click OK.

9. Clickthe . icon in the top navigation barto run the node.

You can view the operational logs of the node when the node is running. successf ully indicates
that the node is successfully run. FINISH indicates that the running of the node is complete.
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Runtime Log

-23 14:12:59 : State: 3(RUN) | Total:

cdp Jjob g 219 ha on_S roup._: _ 159 - for more detail.

ail log url:

@ Note Before you run the node, you can configure properties for the node and select the
desired resource group to run the node. For more information, see Configure basic properties .

Step 4: View synchronization results

1. Log onto the Kibana console of the destination Elasticsearch cluster.
For more information, see Log on to the Kibana console.
2. Inthe left-side navigation pane, click Dev Tools.

3. Onthe Console tab of the page that appears, run the following command to query the volume of
data in the Elasticsearch cluster.

@ Note Youcan compare the queried data volume with the volume of data in the DRDS
database to check whether all data is synchronized.

GET drdstest/ search
{
"query": {
"match all": null
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If the command is successfully run, the result shown in the following figure is returned.

Console  Search Profiler  Grok Debugger
1 |GET drdstest/_search p & 1= {
2| 2 "took” : 3,
3+ "guery": { 3 "timed_out™ : false,
4 "match_all": {} 4= " shards™ @ {
5+ % 5 "total" : 5,
6~ } 6 "successful™ : 5,
"skipped” : 8,
8 “"failed” : @
gl‘ }J
16 ~ "hits" : {
11 “total” : 16728,}
12 "max_score” : 1.8,
13~ "hits" @ [
14+ I
15 " index™ : "drdstest”,
16 " _type" : "_doc”,
17 " id" : "065te3MBt8niQVisHhxU",
18 " score”™ : 1.8,

4. Runthe following command to search for data by using a specific field:

GET drdstest/_ search
{
"query": {

"term": {

"Publisher.keyword":

"value": "Nintendo"

{
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If the command is successfully run, the result shown in the following figure is returned.
Console  Search Profiler  Grok Debugger

GET drdstest/ search [ - f
- "took”™ : 7,
~  "guery": { "timed_out™ : false,
- “term”: { - " shards™ : {
- "Publisher.keyword": { "total” : 5
"value™: "Nintendo” "successful™ : 5,
= 1 "skipped” : 8,
- } "failed" : @
“l <
= - "hits" @ {
"total" : 7@6,
"max_score” : 3.273364,
- "hits" @ [

v {

¥

" index™ : "drdstest”,

" _type" @ "_doc",

' id" : "rgSte3MBtEniQV1sHhxU",
" score” @ 3.273364,

- " source” : {
"Critic_Count"” : 64,
"Critic_Score”™ : 91,
"Developer” : "Nintendo",
"EU Sales” : 7.47,
"Genre" : "Racing”,
"Global Sales™ : 23.21,
"JIP Sales" : 4.13,
"Name" : "Mario Kart DS",
"Other _Sales" : 1.8,
"Platform™ : "DS",
"Publisher” : "Nintendo”,
"Rating™ : "E",
"User_Count” : 464,
"User_Score” : 8.6,
"Year of Release™ : "2885",
"na_Sales"” : 9.71

- ¥

3.3. Use DTS to synchronize data from

a PolarDB for MySQL database to an
Alibaba Cloud Elasticsearch cluster

If you encounter slow queries when you use a PolarDB for MySQL database, you can use Data
Transmission Service (DTS) to synchronize production data fromthe database to an Elasticsearch
cluster in real time. Then, you can search for and analyze the synchronized data in the Elasticsearch
cluster. This topic describes how to synchronize data from a PolarDB for MySQL database to an
Elasticsearch cluster.

Context

The following cloud services are used:

e DTS is adata transmission service that integrates data migration, data subscription, and real-time
data synchronization. For more information, see DTS. You can use DTS to synchronize these SQL
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statements: INSERT, DELETE, and UPDATE.

) Notice When you synchronize data, you must select a data source and a version that are
supported by DTS.

PolarDB is a next-generation relational database service developed by Alibaba Cloud. It is compatible
with MySQL, PostgreSQL, and Oracle database engines. A PolarDB cluster can provide a maximum of
100 TB of storage space and can be scaled to a maximum of 16 nodes. PolarDB provides superior
performance in storage and computing to meet diverse requirements of enterprises. For more
information, see PolarDB for MySQL overview.

Elasticsearch is a Lucene-based, distributed, real-time search and analytics engine. It allows youto
store, query, and analyze large amounts of datasets in near real time. In most cases, it is used as a
basic engine or technology to accommodate complex queries and high application performance. For
more information, see What is Alibaba Cloud Elasticsearch?.

This topic can be used to guide real-time synchronization for data in relational databases.

Precautions

DTS uses read and write resources of the source and destination databases during initial full data
synchronization. This may increase the loads of the database servers. If the database performance is
unfavorable, the specification is low, or the data volume is large, database services may become
unavailable. For example, DTS occupies a large amount of read and write resources in the following
cases: a large number of slow SQL queries are performed on the source database, the tables have no
primary keys, or a deadlock occurs in the destination database. Before you synchronize data,
evaluate the impact of data synchronization on the performance of the source and destination
databases. We recommend that you synchronize data during off-peak hours. For example, you can
synchronize data when the CPU utilization of the source and destination databases is less than 30%.

DTS does not synchronize data definition language (DDL) operations. If a DDL operation is performed
on atable in the source database during data synchronization, you must performthe following
steps: Remove the table fromthe required objects, remove the index for the table fromthe
Elasticsearch cluster, and then add the table to the required objects. For more information, see
Remove an object from a data synchronization task and Add an object to a data synchronization
task.

To add columns to the table that you want to synchronize, performthe following steps: Modify the
mapping of the table in the Elasticsearch cluster, perform DDL operations in the source MySQL
database, and then pause and start the data synchronization task.

Preparations

Create a PolarDB for MySQL cluster and enable binary logging.
For more information, see Purchase a pay-as-you-go cluster and Enable binary logging.
Create a PolarDB for MySQL database and a table, and insert test data into the table.

For more information, see Database Management.
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o Table creation statement

CREATE TABLE “product™ (

*id® bigint (32) NOT NULL AUTO INCREMENT,

‘name’ varchar (32) NULL,
‘price’ varchar(32) NULL,
‘code’ varchar (32) NULL,
‘color’ varchar (32) NULL,
PRIMARY KEY (°id")

) ENGINE=InnoDB

DEFAULT CHARACTER SET=utf8;

o Test data

INSERT INTO “estest’. product”™ (°

hone A','2000', '"amp', 'golden') ;
INSERT INTO “estest’ . product’™ (
hone B','2200', 'bmp"', 'white'");
INSERT INTO “estest’ . product’™ (
hone C','2600"', 'cmp', '"black") ;
INSERT INTO ‘estest’ . product’ (
hone D','2700"', "dmp"', "red") ;
INSERT INTO ‘estest’ . product’ (

hone E','2800"', 'emp', "silvery');

Procedure

1. Preparations

id®

“ide

“ide

“ide

g

“name

“name

“name "

“name "

“name "

‘price’

‘price’

‘price’

‘price’

‘price’

“code”

“code”

‘code”

‘code”

‘code”

‘color”

‘color”

‘color’

‘color’

‘color’

VALUES

VALUES

VALUES

VALUES

VALUES

(1, 'mobile p

(2, 'mobile p

(3, 'mobile p

(4, 'mobile p

(5, 'mobile p

Create an Elasticsearch cluster and a PolarDB for MySQL cluster and prepare test data.

2. Step 1: Configure and enable a data synchronization channel

Use DTS to create and start a real-time task to synchronize data fromthe PolarDB for MySQL

database to the Elasticsearch cluster.

3. Step 2: View the data synchronization result

Log onto the Kibana console of the Elasticsearch cluster and query the synchronized data.

4. Step 3: Verify incremental data synchronization

Add datato the PolarDB for MySQL database and check whether the data is synchronized to the

Elasticsearch cluster.

Step 1: Configure and enable a data synchronization channel

1. Create a data synchronization taskinthe DTS console.

i. Logontothe Data Transmission Service console.

ii. Inthe left-side navigation pane, clickData Synchronization.

ii. Onthe page that appears, click Create Data Synchronization Task. Then, purchase adata
synchronization instance on the buy page as prompted.

For more information, see Purchase a data synchronization instance. On the buy page, set
Source Instance to PolarDB, Target Instance to Elasticsearch, and Synchronization Topology

to One-Way Synchronization.

2. Onthe page that appears, select the region. Then, find the target instance and click Configure

126

> Document Version: 20220614


https://dts.console.aliyun.com/
https://www.alibabacloud.com/help/doc-detail/26604.htm#concept-26604-zh/section-39h-fto-gdl

Best Practices- Migrate and synchro

Elasticsearch .
nize MySQL data

Synchronization Channel inthe Actions column.

3. Inthe Create Data Synchronization Task wizard, configure the PolarDB for MySQL cluster and
Elasticsearch cluster for synchronization.

Field/Section Parameter Description
o DTS automatically generates a task name. You do not
Synchronizatio need to use a unique task name.
None

n Task Name

Instance
Region for the PolarDB for MySQL cluster when you purchased the
9 data synchronization instance. The value cannot be changed.
PolarDB
The ID of the PolarDB for MySQL cluster.
Instance ID
Source
Instance The account of the PolarDB for MySQL database from which
Details you want to synchronize data.
Database @ Note The account must have the read
Account permissions on the database.
Database The password for the account of the PolarDB for MySQL
Password database.
The value of this parameter is Elasticsearch and cannot be
Instance Type
changed.
The value of this parameter is the region that you selected
Instance .
Region for the Elasticsearch cluster when you purchased the data
9 synchronization instance. The value cannot be changed.
Destination
Instance Elasticsearch The ID of the Elasticsearch cluster.
Details
Database The username of the Elasticsearch cluster. Default value:
Account elastic.
The password of the Elasticsearch cluster. Enter the
Database e
password that corresponds to the username specified by
Password

Instance Type

o We recommend that you use an informative name for
easy identification.

The value of this parameter is PolarDB Instance and
cannot be changed.

The value of this parameter is the region that you selected

Database Account.

4. ClickSet Whitelist and Next. After the synchronization account is created, click Next.
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) Notice Inthis step, the IP address of the DTS server is automatically added to the
whitelists of the PolarDB for MySQL cluster and Elasticsearch cluster. This ensures that the DTS
server communicates with both clusters.

5. Select the objects that you want to synchronize.

Parameter Description

o Table Name

If you select Table Name, the indexes and tables created on the
Elasticsearch cluster use the same names as those on the ApsaraDB RDS

for MySQL instance.
Index Name
o DatabaseName_TableName

If you select DatabseName_TableName, the indexes created on the
Elasticsearch cluster are named in the format of Database name_Table
name.

o Pre-check and Intercept: The system checks whether the destination
Elasticsearch cluster contains indexes that have the same names as tables
in the source database. If the destination Elasticsearch cluster does not
contain indexes that have the same names as tables in the source
database, the precheck is passed. Otherwise, the system displays an error
message during the precheck and does not start the data synchronization
task.

@ Note If indexes in the destination Elasticsearch cluster have the
same names as tables in the source database, and cannot be deleted
or renamed, you can perform the operations described in Rename an
object to be synchronized to avoid table name conflicts.

o Ignore: The system skips the precheck for identical table names in the

Processing Mode In o .
source database and destination Elasticsearch cluster.

Existed Target
Table
warning If you select Ignore, data inconsistency may occur
and your business may be affected.

® The source database and destination Elasticsearch cluster
have the same mappings. If the primary key of a record in the
destination Elasticsearch cluster is the same as that in the
source database, the record remains unchanged during initial
data synchronization. However, the record is overwritten
during incremental data synchronization.

® The source database and destination Elasticsearch cluster
have different mappings. This may cause initial data
synchronization to fail, only some columns to be
synchronized, or the entire data synchronization to fail.
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Parameter Description

Objects to be Select objects from the Available section and clickthe 3 buttonto move

synchronized ) )
the objects to the Selected section.

6. Inthe Selected section, move the pointer over the name of the table whose data you want to
synchronize and click Edit . In the Edit Table dialog box, configure parameters forthe table inthe
Elasticsearch cluster, such as Index Name and Type Name. Then, click OK.

Parameter Description
Index Name For more information, see Terms.
Type Name For more information, see Terms.

Specifies SQL filter conditions to filter data. Only data that meets the
Filter specific conditions is synchronized to the Elasticsearch cluster. For more
information, see Use SQL conditions to filter data.

Specifies whether to set partitions. If you select Yes, you must also specify

IsPartition . i,
the partition key column and number of partitions.
o the primary key of table
Composite primary key fields are merged into one column.
_id value o Bis id
If you select a business key, you must also specify the business key
column.
add param Select the required column param and column param value parameters.

For more information, see Mapping parameters.
7. Inthe lower-right corner of the page, click Precheck.

) Notice
o You can start a data synchronization task only after the task passes the precheck.

o If the taskfails to pass the precheck, clickthe icon next to each failed itemto view

the details. Troubleshoot the issues and run the precheck again.

8. Afterthe The precheck is passed message appears, close the Precheck dialog box.

The data synchronization task starts. Data starts to synchronize until initial synchronization is
complete and the synchronization task s in the Synchronizing state.
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) Notice PolarDB for MySQL and Elasticsearch support different data types. During initial
schema synchronization, DTS maps the data types of the PolarDB for MySQL database to those
of the Elasticsearch cluster. For more information, see Data type mappings for schema
synchronization.

Step 2: View the data synchronization result

1. Log onto the Kibana console of the Elasticsearch cluster.
For more information, see Log on to the Kibana console.
2. Use a command to query the synchronized data.
i. Inthe left-side navigation pane, click Dev Tools.

i. Onthe Console tab of the page that appears, run the following command to query the
synchronized data:

GET /product/ doc/ search

If the command is successfully executed, the result shown in the following figure is returned.

Console  Search Profiler  Grok Debugger

1 GET /product/_doc/_search > £ 1- K

2 2 “took"™ : 7,
3 "timed_out" : false,
4~ "_shards™ : {
g "total” : 5,
6 "successful” : 5,
7 "skipped” : @,
8 “failed" : @
9+ 1,
18+ “hits" @ {
11 "total” : 5,
12 “max_score” : 1.8,
13+ "hits" : [
14 ~ i
15 "_index” : "product",
16 _type" : "_doc",
17 _id" : "s5",
18 _score” : 1.8,
19 _routing” : "5
28+ _sourc HES
21 "id"
22 "name” "mobile phone E",
23 price" : "23e@",
24 "code" : "emp",
25 "color" : "silvery"
26+ ¥
27+ L
8- {
29 "_index” : "product”,
38 "_type" @ "_doc”,
31 id" oo tem,
32 _score” : 1.8
33 _routing™ 2
34 - _source {
35 "id" 2,
36 "name mobile phone B
37 pric 22a@",
38 code” : "bmp",
g "color" : “white"
¥
1
42~ {
43 " _index” : "product”,
44 typa" _doc”,
45 _id" : ran,
46 _score” : 1.8,
47 _routing™ 4
48 - _source {

3. Performoperations in the console to query the synchronized data.
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i. Create anindex patternforthe destination index.

In the left-side navigation pane, click Management.

o o

In the Kibana section, clickIndex Patterns.
Click Create index pattern.
Inthe Create index pattern section, enter a name in the Index pattern field.

Click Next step.

-~ 02

Click Create index pattern.
ii. Inthe left-side navigation pane, click Discover.

ii. Select the index patternthat you created to view the synchronized data.

5 hits

>_ Search.. (e.g. status:200 AND extension:PHP)

Add afiltter 4
product - _source
Selected fields »  id: 5 name: mobile phone E price: 2808 code: emp color: silvery _id: 5 _type: _doc _index: product _score: 1
? _source
Available fields -] 4 id: 2 name: mobile phone B price: 22080 code: bmp color: white _id: 2 _type: _doc _index: product _score: 1
t _id
*  id: 4 name: mobile phone D price: 2789 code: dmp color: red _id: 4 _type: _doc _index: product _score: 1
t _index
# _score ’ id: 1 name: mobile phone A price: 2808 code: amp color: golden _id: 1 _type: _doc _index: product _score: 1
t _type
*  id: 3 name: mobile phome C price: 2608 code: cmp color: black _id: 3 _type: _doc _index: product _score: 1
t code
t color
# id
t name
t price

Step 3: Verify incremental data synchronization

1. Log onto the PolarDB console.

2. Execute the following statement to insert a data record into the PolarDB for MySQL database:

INSERT INTO ‘estest’. 'product’ (°id’, ‘name’, ‘price’, ‘code’, ‘color’) VALUES (6, 'mobile p
hone F','2750', "fmp', 'white');
3. Log onto the Kibana console.
For more information, see Log on to the Kibana console.
4. Inthe left-side navigation pane, click Discover.

5. Select the index pattern that you created to view the synchronized incremental data.
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6 hits

>_ Search... (e.g. status:200 AND extension:PHP)

Add a filter +
product d _source

selected fields *  id: 5 name: mobile phone E price: 2880 code: emp color: silvery _id: 5 _type: _doc _index: product _score: 1

?  =ource

Available fields - ¥ ig: 2 name: mobile phone B price: 2208 code: bmp coler: white _id: 2 _type: _doc _imdex: product _score: 1

id: 4 name: mobile phone D price: 270@ code: dmp color: red _id: 4 _type: _doc _index: product _score: 1

# _score » code: fmp color: white price: 2758 name: mobile phone F id: 6 _id: 6 _type: _doc _index: product _score: 1

v id: 1 name: mobile phone A price: 2008 code: amp color: golden _id: 1 _type: _doc _index: product _score: 1
t color v id: 3 name: mobile phone C price: 26@@ code: cmp color: black _id: 3 _type: _doc _index: product _score: 1

t name

t price

@ Note Afteryou delete or modify data in the source PolarDB for MySQL database, you
can use the same method to verify data synchronization.

3.4. Use Monstache to synchronize
data from a MongoDB database to an
Alibaba Cloud Elasticsearch cluster in
real time

Use Monstache to synchronize data from a MongoDB database to an Alibaba Cloud Elasticsearch
clusterin real time

Alibaba Cloud Elasticsearch allows you to analyze semantics and displays analysis results in large charts
for your business data that is stored in a MongoDB database. This topic describes how to use
Monstache to synchronize data from a MongoDB database to an Elasticsearch cluster in real time. It
also describes how to analyze the data and display analysis results.

Context

The example in this topic demonstrates how to parse and collect statistics on data of popular movies.
You can performthe following operations:
e Use Monstache to quickly synchronize and subscribe to full or incremental data.

e Synchronize data fromyour MongoDB database to an Elasticsearch cluster of a later version in real
time.

e Familiarize yourself with the common configuration parameters of Monstache.

Benefits

e The MongoDB database, Elasticsearch cluster, and Monstache are deployed in virtual private clouds
(VPCs). Data can be securely transmitted over internal networks at a high speed.

e Monstache synchronizes and subscribes to data in real time based on MongoDB oplogs. It allows you
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to synchronize data between MongoDB databases and later versions of Elasticsearch clusters.
Monstache supports the change streams and aggregation pipelines of MongoDB. For more
information about Monstache features, see Features.

e Monstache supports logical and physical deletion. You can also use it to delete databases and
collections. It can ensure data consistency between the Elasticsearch cluster and MongoDB database
in real time.

Procedure

1. Preparations

Create an ApsaraDB for MongoDB instance, an Elasticsearch cluster, and an Elastic Compute Service
(ECS) instance in the same VPC. The ECS instance is used to install Monstache.

€D Notice Make sure that the version of Monstache you installed is compatible with the
versions of the ApsaraDB for MongoDB instance and Elasticsearch cluster. For more information
about version compatibility of Monstache, see Monstache version.

2. Step 1: Build a Monstache environment

Install Monstache on the ECS instance. Before you install Monstache, make sure that you have
configured Go environment variables.

3. Step 2: Configure a real-time data synchronization task

Modify information in the default configuration file of Monstache. The information includes the
endpoints of the ApsaraDB for MongoDB instance and Elasticsearch cluster, the collections you
want to synchronize, and the username and password of the Elasticsearch cluster. Afteryou
modify the preceding information, run Monstache to synchronize data fromthe ApsaraDB for
MongoDB instance to the Elasticsearch cluster in real time.

4. Step 3: Verify the data synchronization result

Add, update, or remove data in an ApsaraDB for MongoDB instance. Then, check whether data is
synchronized in real time.

5. Step 4: Analyze data and display analysis results in the Kibana console

In the Kibana console, analyze data and display analysis results in pie charts.

Preparations

1. Create an Elasticsearch cluster and enable the Auto Indexing feature for the cluster.

For more information, see Create an Alibaba Cloud Elasticsearch cluster and Access and configure
an Elasticsearch cluster. In this topic, an Elasticsearch V6.7.0 cluster of the Standard Edition is used.

2. Create an ApsaraDB for MongoDB instance and prepare test data.

For more information, see Quick start. In this topic, an ApsaraDB for MongoDB replica set instance of
V4.2 is used. The following figure shows part of the test data.
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1 db.hotmovies. Find().pretty()
-C
-1

*_id": "ObjectId("See83d0ffcacy33£407dE6977)",

"id": 1001,

“title": ‘Final Fantasy VII: Advent Children”,

“overview': "Two wears have passed since the final battle with Sephiroth. Though Midzar. city of mako, city of prosperity, has been reduced to ruins, its people slowly but steadily walk the road to reconstruction.

Hovever, a mysterious illness called Geostigna torments them. Vith no cure in sight, it brings death to the afflicted, one after another, robhing the people of their fledgling hope.”,
“original_languaze”: “ja’,

“release_date’: IS0Date("2006-07-13T16:00:00.0002°)",

“popularity”: 20.083,

“vote_couwnt”: “NunberLong(527)",

“vote_averaze”: 6.8

"_id": "Objectld("Beeddd0ffcacTIIt40TAE698")",
id°: 1002,
“title’: “BlacKkKlansman®,

“Colorado Springs, late 1970s. Ron Stallworth, an African American police officer, and Flip Zimmernan, his Jewish colleague, run an mndercover operation to infiltrate the Fu Klux Klan.”,

language”: “en”,
ate”: “TS0Date("2018-07-20T16: 00:00. 000Z°)",
popularity”: 20.08,

"vete_cownt”; “Munberlong(4312)",

"vote_average': T.6

&

*_id": *0bjsctld(*Bees3d0ft cacTaat40Taen99" )",
ia": 1003,

“title’: "Happy Death Day’,

“overview’: “Caught in a bizarre and terrifying time warp, collsge studemt Tree finds herself repestedly reliving the day of her nurder, ultinately realizing that she nust identify the killer and the reason for
her death before her chances of survival run out.”,

*original language”: “en’,

“release_date”: ~150Date("2017-10-11T16: 00:00. 000Z°)",

“popularity”: 20.08,

“vote_count”: “HunberLong (3980)",

“vote_average’: 0.6

“_id": “Objectld("Ses83d0ffcaci33td0Tdfe0a")",

“id": 1004,

“title": "The Wild Goose Lake”,

“ave “: "k gangster on the run sacrifices sverything for his fanily and a woman he meets while on the lan.”,
“original_language”: 'zh”,

) Notice The ApsaraDB for MongoDB instance you use must be a replica set instance or
sharded cluster instance.

3. Create an ECS instance.

For more information, see Create an instance by using the wizard. The ECS instance is used to install
Monstache and must reside in the same VPC as the Elasticsearch cluster.

Step 1: Build a Monstache environment

1. Connect to the ECS instance.
For more information, see 1% ECSSL/.

2. Install SDK for Go and configure environment variables.

@ Note Monstache-based data synchronization depends on the Go language. Therefore,
before you install Monstache, you must prepare the Go environment on the ECS instance.

i. Download and decompress the installation package of SDK for Go.

wget https://dl.google.com/go/gol.1l4.4.linux-amd64.tar.gz
tar -C /usr/local -xzf gol.l4.4.linux-amd64.tar.gz

ii. Configure environment variables.

Runthe vim /etc/profile command to openthe configuration file forenvironment
variables. Then, add the following content to the file. coproxy specifies a proxy forthe
modules of Alibaba Cloud SDK for Go.

export GOROOT=/usr/local/go

export GOPATH=/home/go/

export PATH=$PATH:S$GOROOT/bin:S$SGOPATH/bin

export GOPROXY=https://mirrors.aliyun.com/goproxy/

ii. Apply the environment variables.

source /etc/profile
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3. Install Monstache.

Vi.

Step 2: Configure a real-time data synchronization task

Go to the installation path.

cd /usr/local/

i. Download the installation package fromthe GitHub repository.

git clone https://github.com/rwynn/monstache.git
Go to the monstache directory.

cd monstache

Switch the version.

In this topic, rel5 is used.

git checkout relb
Install Monstache.
go install

View the version of Monstache.

monstache -v

If the running of the command is successful, the following result is returned:

5:5.5

Monstache uses the TOML format for its configuration. In most cases, Monstache uses the default port
to connect to the Elasticsearch cluster and ApsaraDB for MongoDB instance on your on-premises host
and tracks the oplogs of the ApsaraDB for MongoDB instance. During the running of Monstache, all
changes to data in your ApsaraDB for MongoDB database are synchronized to the Elasticsearch cluster.

In this topic, ApsaraDB for MongoDB and Alibaba Cloud Elasticsearch are used, and you need to specify
the objects that you want to synchronize. Therefore, you must modify the default configuration file of
Monstache. The objects that are used in this topic are the hotmovies and col collections in the mydb

database. To modify the configuration file, performthe following steps:

1. Go to the Monstache installation directory, create a configuration file, and then edit the file.

cd /usr/local/monstache/

vim config.toml

2. Modify the configuration file.

The following example demonstrates how to modify the configuration file. For more information,
see Monstache Usage.

# connection settings

# connect to MongoDB using the following URL

mongo-url = "mongodb://root:<your mongodb password>@dds-bplaadcc629****** mongodb.rds.a

liyuncs.com:3717"

# connect to the Elasticsearch REST API at the following node URLs

elasticsearch-urls = ["http://es-cn-mp9lkzb8mO0****** elasticsearch.aliyuncs.com:9200"]
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# frequently required settings

# 1f you need to seed an index from a collection and not just listen and sync changes e
vents

# you can copy entire collections or views from MongoDB to Elasticsearch
direct-read-namespaces = ["mydb.hotmovies", "mydb.col"]

# if you want to use MongoDB change streams instead of legacy oplog tailing use change-
stream-namespaces

# change streams require at least MongoDB API 3.6+

# 1if you have MongoDB 4+ you can listen for changes to an entire database or entire dep
loyment

# in this case you usually don't need regexes in your config to filter collections unle

ss you target the deployment.

# to listen to an entire db use only the database name. For a deployment use an empty
string.
#change-stream-namespaces = ["mydb.col"]

# additional settings

# if you don't want to listen for changes to all collections in MongoDB but only a few
# e.g. only listen for inserts, updates, deletes, and drops from mydb.mycollection

# this setting does not initiate a copy, it is only a filter on the change event listen
er

#namespace-regex = '“mydb\.col$’

# compress requests to Elasticsearch

#gzip = true

# generate indexing statistics

#stats = true

# index statistics into Elasticsearch

#index-stats = true

# use the following PEM file for connections to MongoDB

#mongo-pem-file = "/path/to/mongoCert.pem"

# disable PEM validation

#mongo-validate-pem-file = false

# use the following user name for Elasticsearch basic auth

elasticsearch-user = "elastic"

# use the following password for Elasticsearch basic auth

elasticsearch-password = "<your es password>"

# use 4 go routines concurrently pushing documents to Elasticsearch
elasticsearch-max-conns = 4

# use the following PEM file to connections to Elasticsearch

#elasticsearch-pem-file = "/path/to/elasticCert.pen"

# validate connections to Elasticsearch

#elastic-validate-pem-file = true

# propogate dropped collections in MongoDB as index deletes in Elasticsearch
dropped-collections = true

# propogate dropped databases in MongoDB as index deletes in Elasticsearch
dropped-databases = true

# do not start processing at the beginning of the MongoDB oplog

# if you set the replay to true you may see version conflict messages

# in the log if you had synced previously. This just means that you are replaying old d
ocs which are already

# in Elasticsearch with a newer version. Elasticsearch is preventing the old docs from
overwriting new ones.

#replay = false

# resume processing from a timestamp saved in a previous run

resume = true
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# do not validate that progress timestamps have been saved

#resume-write-unsafe = false

# override the name under which resume state is saved

#resume-name = "default"

# use a custom resume strategy (tokens) instead of the default strategy (timestamps)
# tokens work with MongoDB API 3.6+ while timestamps work only with MongoDB API 4.0+
resume-strategy = 0

# exclude documents whose namespace matches the following pattern
#namespace-exclude-regex = '“mydb\.ignorecollection$’

# turn on indexing of GridFS file content

#index-files = true

# turn on search result highlighting of GridFS content

#file-highlighting = true

# index GridFS files inserted into the following collections

#file-namespaces = ["users.fs.files"]

# print detailed information including request traces

verbose = true

# enable clustering mode

cluster-name = 'es-cn-mp91kzb8mOO*****x*?'

# do not exit after full-sync, rather continue tailing the oplog

#exit-after-direct-reads = false

[ [mapping] ]

namespace = "mydb.hotmovies"

index = "hotmovies"

type = "movies"

[ [mapping] ]

namespace = "mydb.col"

index = "mydbcol"

type = "collection"

Parameter Description

The connection string of the primary node in the ApsaraDB for
MongoDB instance. You can obtain the connection string from the
details page of the ApsaraDB for MongoDB instance. Before you

mongo-url obtain the connection string, add the private IP address of the ECS
instance where Monstache is installed to the whitelist of the
ApsarabDB for MongoDB instance. For more information, see
Configure a whitelist for a sharded cluster instance.

The URL that is used to access the Elasticsearch cluster. Specify the
URL in the format of http://<Internal endpoint of the Elas

elasticsearch-urls ticsearch cluster>:9200 .You can obtainthe internal endpoint
from the details page of the cluster. For more information, see
View the basic information of a cluster.

The collections that you want to synchronize. For more information,
direct-read-namespaces see direct-read-namespaces. The collections used in this topic are
hotmovies and col in the mydb database.

You must specify this parameter if you want to use the change
streams of the ApsaraDB for MongoDB instance. If you specify this
parameter, oplog tracking becomes invalid. For more information,
see change-stream-namespaces.

change-stream-namespaces
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Parameter

namespace-regex

elasticsearch-user

elasticsearch-password

elasticsearch-max-conns

dropped-collections

dropped-databases

resume

resume-strategy

verbose

Description

The regular expression that is used to specify the collections you
want to monitor. After you specify a regular expression, the system
can monitor changes to data in collections that match the regular
expression.

The username that is used to access the Elasticsearch cluster.
Default value: elastic.

) Notice To ensure system security, we recommend that
you do not use the elastic username. You can use a custom
username instead. Before you use a custom username, you
must create a role for it and grant the required permissions to
the role. For more information, see Use the RBAC mechanism
provided by Elasticsearch X-Pack to implement access control.

The password of the elastic account. The password that
corresponds to the elastic username is specified when you create
your Elasticsearch cluster. If you forget the password, you can reset
it. For more information about the precautions and procedures for
resetting a password, see Reset the access password for an
Elasticsearch cluster.

The number of threads that are used to connect to the
Elasticsearch cluster. The default value is 4. This value indicates that
four Go threads are used at a time to synchronize data to the
Elasticsearch cluster.

The default value is true. This value indicates that Monstache
deletes a mapped index in the Elasticsearch cluster if a collection in
your ApsaraDB for MongoDB database is deleted.

The default value is true. This value indicates that Monstache
deletes mapped indexes in the Elasticsearch cluster if your
ApsaraDB for MongoDB database is deleted.

The default value is false. If you set this parameter to true,
Monstache writes the timestamps of operations that are
synchronized to the Elasticsearch cluster to the
monstache.monstache collection. If Monstache fails, you can use
the timestamps to resume the synchronization task. This avoids
data loss. If Monstache starts with the cluster-name parameter
specified, the resume parameter is automatically set to true. For
more information, see resume.

The resuming policy. This parameter is valid only when resume is set
to true. For more information, see resume-strategy.

The default value is false. This value indicates that log debugging is
disabled.
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Parameter Description

The name of the cluster. If you specify this parameter, Monstache
runs in high availability mode. Processes that have the same cluster
name cooperate with each other. For more information, see cluster-
name.

cluster-name

The mapping of the index in the Elasticsearch cluster. By default,
when data is synchronized from a MongoDB database to an
Elasticsearch cluster, the index name is automatically mapped to
Database name.Collection name .You can change this index
name by setting this parameter. For more information, see Index
Mapping.

mapping

@ Note Monstache supports a large number of parameters. The preceding table describes
only some parameters that are used for real-time data synchronization. For more information
about how to configure parameters that are used for complex data synchronization, see
Monstache config and Advanced.

3. Run Monstache.

monstache -f config.toml

@ Note The-f parameter is used to explicitly run Monstache. In this case, the system will
log all debugging operations, including request tracking for the Elasticsearch cluster.

Step 3: Verify the data synchronization result

1. Log onto the Data Management (DMS) console of the ApsaraDB for MongoDB instance and the
Kibana console of the Elasticsearch cluster. Query the number of documents before the
synchronization and that after the synchronization.

® Note

o For more information about how to log onto the DMS console, see Connect to an
ApsaraDB for MongoDB replica set instance by using DMS.

o Formore information about how to log on to the Kibana console, see Log onto the
Kibana console.

o MongoDB
db.hotmovies.find () .count ()
If the running of the command is successful, the following result is returned:

[
10000

o Elasticsearch cluster
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GET hotmovies/ count

If the running of the command is successful, the following result is returned:

"count" : 10000,

" shards" : {
"total" : 5,
"successful" : 5,

"skipped" : O,
"failed" : O

2. Insert data into the ApsaraDB for MongoDB database and check whether the data is synchronized
to the Elasticsearch cluster.

o MongoDB
db.hotmovies.insert ({id: 11003,title: "Beauty",overview: "How a group of IT women wit

h high IQ become outstanding",original language:"cn",release date:"2020-06-17",popula
rity:67.654,vote count:65487,vote average:9.9})

db.hotmovies.insert ({id: 11004, title: "Heroic Programmers",overview: "How a group of
IT men with high IQ become outstanding",original language:"cn",release date:"2020-06-

15", popularity:77.654,vote count:85487,vote average:11.9})

o Elasticsearch cluster

GET hotmovies/ search

{

" queryu B {
"bool": {
"should": [

{"term":{"id":"11003"}},
{"term":{"1id":"11004"}}

140 > Document Version: 20220614



Elasticsearch

Best Practices- Migrate and synchro
nize MySQL data

Console Search Profiler Grok Debugger

1 | GET mydbcol/_count 1-

2 |GET _cat/indices?v 2
GET hotmovies/_search|

Noun s W

8

ag- }

"took™ :
"timed_out”
- "_shards” :
"total” :
"successful” : 1,
"skipped” : @,
“failed" : @

"hits™ :
"total” :

"hits" :

1,

: false,
{

1,

i
2,

"max_score” : 1.8,

[

“hotmovies™,
“movias”,

“Sefzbad6f@llecS87eeffade”,
"_score” : 1.0,
" ce” 1 {
1 1lee4,
original_language™ : "cn",
"overview" : " ]
"popularity” : 77.654,
"release date” : "28208-86-15",
"title" @ " "
"vote_average” : 11.9,
"wote_count™ : 85487

Sef2bac8f@llec58768ffach”,

1.8,
g
"o 11ee3,

"original_language” : "cn”,
“overview" : "
“popularity” : 67.654,
"release_date” : "2820-86-17",
"title” : " Y.
"vote_average” : 9.9,
"vote_count” : 65487

3. Update data inthe ApsaraDB for MongoDB database. Then, check whether the datainthe

Elasticsearch cluster is also updated.

o MongoDB

db.hotmovies.update ({'title':'Beauty'}, {$set:{'title':'Beautiful Programmers'}})

o Elasticsearch cluster

GET hotmovies/ search
{
"query": {
"match": {

"id":"11003"
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Console  Search Profiler  Grok Debugger

1 |GET mydbcol/_count 14
2 |GET _ca ndices?v 2 "took™ : 1,
3 GET hotmovies/ search | V2 3 “timed out™ : false,
4~ { :
S5+ "guery": { :
6+ "match”: { "successful™ : 1,
7 "id":"11003" "skipped” : @,
3+ } "failed” : @
42 1
10~} “hits™ : {
"total” : 1,
"max_score” : 1.8,
"hits" : [
"_index™ : "hotmovies”,
"_type" : "movies”,
" id" : "Sef2bacgfeliecSg7eaffacb”,
"_score” : 1.0,
"_source" : {
"id" i 118e3,
"original_language” : “"cn”,
: 67.654,
"t "2820-06-17",
voie_average : 9.9,
"vote_count” : 65487
b
}
30« 1
31~ }
32+ 0}

4. Remove data fromthe ApsaraDB for MongoDB database. Then, check whether the data is also
removed fromthe Elasticsearch cluster.

o MongoDB

db.hotmovies.remove ({id: 11003})

db.hotmovies.remove ({id: 11004})

o Elasticsearch cluster

GET hotmovies/ search
{
"query": {
"bool": {
"should": [
{"term":{"1d":"11003"}},
{"term":{"id":"11004"}}
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Consaole Search Profiler  Grok Debugger
1 | GET mydbcol/_count
2 GET _cat/indices?v
3 GET hotmovies/_search >~
4~
B~ "query": {
i "bool": {
7~ “should™: [
3 {"term":{"id":"11083"}},
{"term”:{"id":"11884"}}
10+ ]
11« ¥
12+ }
13~ 1

"took” : @,

"timed_out™ : false,

" _shards™ : {
"total” : 1,
"successful” : 1,
"skipped” : 8,
“"failed" : @

}J

"hits" @ {
"total” : @,
"max_scora" :
“hits" @ [ ]

null,

Step 4: Analyze data and display analysis results in the Kibana

console
1.

2. Create anindex pattern.

Create index pattern

Create index pattern

% kafka-*
filebeat-* Kibana uses index patterns to retrieve data from Elasticsearch indices for things like visualizations.
product
Step 1 of 2: Define index pattern
Index pattern
hotmovies
You ¢ 3% a5 a wildeard in your index pattern.
You can't use spaces or the characters\, /,%, ", <, >, |
+ Success! Your index pattern matches 1 index.
hotmovies
Rows per page: 10 v
i.
I
.
\'A

X Include system indices

> Nextstep

v. Specify Time Filter field name. In this example, Time Filter field name is set to | don't want

to use the Time Filter.
Vi.

3. Configure a chart.

The following example demonstrates how to configure a pie chart forthe top 10 popular movies:

i. Inthe left-side navigation pane, click Visualize.

ii. Click+ next tothe search box.
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ii. Inthe New Visualization dialog box, click Pie.

New Visualization

QU Filter

()

Area

Gauge

A

Line

ny

Region Map

Controls

Q)

Goal

1T

Markdown

Tag Cloud

[H

Vertical Bar

©

Coordinate

Map

83

Heat Map

Metric

@

Timelion

T

Visual Builder

iv. Clickthe hotmovies index pattem.

From a New Search, Select Index

Q Filter...

Name =
kafka-*
product

filebeat-*

hotmovies

40f4

Data Table

=

Horizontal Bar

Or, From a Saved Search

Q saved searches Filter...

Name ~

Alerts [Suricata]

All Logs [Filebeat PostgreSQL]

All logs [Filebeat Kafkal

All logs [Filebeat MongoDB]

Apache access logs [Filebeat Apache2]
Apache errors log [Filebeat Apache2]

1-20 0f 43 | Manage saved searches
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v. Configure parameters in the Metrics and Buckets sections based on the following figure.

hotmovies

Data Options [> *

Metrics

n Slice Size

Aggregation Sum help
sum -
Field

popularity -

Custom Label

top10m=m
4 Advanced
Buckets
ﬂ Split Slices ® [x]
Aggregation Terms help
Terms -
Field
title.keyword -
Order By
Custom Metric hd
Aggregation Max help
Max -
Field
popularity -
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Vi.

FAQ

Clickthe icon to apply the configurations and display data.

Add a filter+

ata Options

Metrics

B siesee

Aggregation Sum help

sum

Custom Label

top1om

Buckets

[ o

Aggregation
Terms
Field
title keyword
Order By

Custom Metric v

Aggregation  Machelp

Problem description: After | enable the high availability and high concurrency features for my
Elasticsearch cluster, data loss occurs.

Solution: Check whether the clusteris normal. If the cluster is normal, you must check whether
Monstache can normally provide services. For more information, visit the official Monstache website. If
the cluster is abnormal, you must troubleshoot the issue fromthe cluster and reduce the number of
concurrencies. For more information about the frequently asked questions about Elasticsearch clusters
and the answers to these questions, see References. If the issue cannot be resolved, submit a ticket for
consultation.
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4.1. Use DataWorks to synchronize

data from MaxCompute to an Alibaba
Cloud Elasticsearch cluster

Synchronize data from MaxCompute to Alibaba Cloud Elasticsearch

Alibaba Cloud provides a variety of cloud storage and database services. To search for and analyze the
data stored in these services, you can use the Data Integration feature of DatawWorks to collect offline
data at intervals of at least five minutes. Then, synchronize the datato an Alibaba Cloud Elasticsearch
cluster. This topic describes how to synchronize data from MaxCompute to an Alibaba Cloud
Elasticsearch cluster.

Context

Alibaba Cloud Elasticsearch supports the following offline data sources:

e Alibaba Cloud databases: ApsaraDB RDS for MySQL, ApsaraDB RDS for PostgreSQL, ApsaraDB RDS for
SQL Server, ApsaraDB RDS for PPAS, ApsaraDB for MongoDB, and ApsaraDB for HBase

e Distributed Relational Database Service (DRDS)
e MaxCompute

e (Object Storage Service (0OSS)

e Tablestore

e User-created databases: HDFS, Oracle, FTP, DB2, MySQL, PostgreSQL, SQL Server, PPAS, MongoDB, and
HBase

Procedure
1.

Create a DataWorks workspace, activate MaxCompute, prepare the MaxCompute data source, and
create an Alibaba Cloud Elasticsearch cluster.

Purchase and create an exclusive resource group for data integration. Bind the exclusive resource
group to a virtual private cloud (VPC) and the created workspace. Exclusive resource groups
transmit data in a fast and stable manner.

Connect MaxCompute and Elasticsearch data sources to Data Integration.

Configure a data synchronization script to import the data synchronized by Data Integration into
the Elasticsearch cluster. The exclusive resource group is registered with Data Integration as a
resource to run tasks. This resource group retrieves data from data sources and runs the task of
writing data to the Elasticsearch cluster. The taskis issued by Data Integration.

In the Kibana console, view the synchronized data and search for data based on specific
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conditions.

Preparations

1. Create a DataWorks workspace. Select MaxCompute as the computing engine.

For more information, see Create a MaxCompute project.

2. Create atable in MaxCompute and import data into the table.

For more information, see Create tables and Import data to tables.

The following figures show the table schema and a part of the table data.

Table schema

create_time ~ category
2020/6/1 8:00
2020/6/2 8:00
2020/6/3 8:00
2020/6/4 8:00
2020/6/5 8:00
2020/6/6 8:00
2020/6/7 8:00
2020/6/8 8:00
2020/6/9 8:00
2020/6/10 8:00
2020/6/11 8:00
2020/6/12 8:00
2020/6/13 8:00

LI e B i

~ buyer id

user]
user2
userd
userd
userd
userb
user/
userd
userd
user10
userll
userl2
user13

D

W trans_num

10
n
12
14
10
10
88
10
18
10
2
10

20

E

F G

w trans_amount ~ click_cnt

150.0
180.0
1500
1500
15000
190.0
150.0
180.0
e
1500
4500.0
150.0
2200

50
60
L]
L]
90
]
80
67
L]
45
70
55
110

@ Note The provided data is only for tests. You can migrate data from Hadoop to
MaxCompute and synchronize the data to your Elasticsearch cluster. For more information, see
Synchronize data from Hadoop to MaxCompute.

3. Create an Elasticsearch cluster and enable the Auto Indexing feature for the cluster.

For more information, see Create an Alibaba Cloud Elasticsearch cluster and Access and configure
an Elasticsearch cluster. The Elasticsearch cluster must reside in the same region as the Dataworks

workspace you created.

Step 1: Purchase and create an exclusive resource group

1.
2.

Log onto the Dataworks console.

Inthe top navigation bar, select a region. In the left-side navigation pane, clickResource Groups.

resources for Data Integration.

. Purchase exclusive resources for data integration. For more information, see Purchase exclusive

148
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) Notice The exclusive resources for data integration must reside in the same region as the
DataWorks workspace you created.

4. Create an exclusive resource group for data integration. For more information, see Create an
exclusive resource group for Data Integration.
The following figure shows the configuration used in this example. Resource Group Type is set
to Exclusive Resource Groups for Data Integration.

Create a dedicated resource group

- r: T . : -~y . 5
Resource Group Type: Exclusive Resource Groups t!,' Exclusive Resource Groups for Data Integration

and the exclusive resource group for data

The exclusiv rce gr s used for task sc

mtegration is u tailsDocumentation

* Resource Group Mame:

* Resource Group Description:

e5---

* Order Mumber:  Purchase Current region:China (Hangzhou). Purchase a resource group that resides in the current region.

05falal1-dcBa-4682-b579-

5. Find the created exclusive resource group and click Add VPC Binding in the Actions columnto
bind the exclusive resource group to a VPC. For more information, see Configure network settings.

Exclusive resources are deployed in VPCs managed by Dataworks. DataWorks can synchronize data
to an Elasticsearch cluster only after Dataworks and the cluster are connected to the same VPC.
Therefore, when you bind the exclusive resource group to a VPC, you must select the VPC and
VSwit ch to which your Elasticsearch cluster belongs.
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Add VPC Binding@

* Resource Group Mame:

cdps
Type: Data Integration Resource Groups Zone: cn-hangzhou-i
FVPC: @

vpc-bpli E E /tf-testAccen-hangzhou6413
*Viwitch: @

vsw-bp 3 [tf-testAccen-hangzhoubd 13

Select the Wwitch bound to the data store to be synchronized.

VSwitch CIDR Blocks: 172,16 (cn-hangzhou-i)

Remaining VPCs That Can Be Bound: 1

The zone of the VSwitch must be the same as that of the instance to bind.

* Security Groups: @

Create VPC

A

Create Vawitch

A

Create Security
Group

sg-bp

W

Mote: A new binding creates an ENI in your VPC and consumes your quota. To guarantee service availability, do not delste it.

6. ClickChange Workspace inthe Actions column that corresponds to the exclusive resource group
to bind it to the DatawWorks workspace you created. For more information, see Associate an exclusive

resource group with a workspace.

Modify home workspace

Resource Group Name:

Waorkspace:

Workspace Name Status
qy_test0411 Unoccupied
yuxin_test Unoccupied
mbe_test Unoccupied
mbc_test001 Unoccupied
testmuze Unoccupied
hadoop_test Unoccupied
zl_keepit Occupied
testoec Unoccupied
ceshi_pan Unoccupied

X
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Step 2: Add data sources

1. Gotothe Data Integration page.

i. Inthe left-side navigation pane of the DatawWorks console, click Workspaces.

ii. Find the workspace you created and clickData Integration inthe Actions column.
2. Inthe left-side navigation pane of the Data Integration page, click Connection.

3. Inthe left-side navigation pane of the page that appears, clickData Source. Then, click New
data source in the upper-right corner.

4. Inthe Big Data Storage section of the Add data source dialog box, click MaxCompute (ODPS).
Inthe Add MaxCompute (ODPS) data source dialog box, configure the parameters.

* Connection Mame : | odps_es
Description :
* ODPS Endpoint : | http://service.odps.aliyun.com/api

Tunnel Endpoint :

* MaxCompute Project : | bigdata_DOC

Name

* AoccessKey 1D : |

¥ Accesskey Secret @ |uunnnuuuu<<<

Parameter Description

. The endpoint of MaxCompute, which varies in different regions. For
ODPS Endpoint ) P ) P . E
more information, see Endpoints.
To obtain the project name, log on to the Dataworks console. In
ODPS project name the left-side navigation pane, click MaxCompute below Compute
Engines.

To obtain the AccessKey ID, move the pointer over your profile

AccessKey ID
y picture and click AccessKey Management.

To obtain the AccessKey secret, move the pointer over your profile

AccessKey Secret . .
y picture and click AccessKey Management.

@ Note Configure the parameters that are not listed in the preceding table as required or
use their default values.

After parameters are configured, you can test the connectivity to the exclusive resource group. If
the connectivity test is passed, Connectable appears in the Connectivity status column.

FEleicE o Aug 18,2020
integration Resource @ Connectable 21-11-41

Group

Test connectivity.

5. ClickComplete.
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6. Add an Elasticsearch data source in the same way.
* Connection Mame :  ES_data_source
Description :
* Endpoint : | http:/fes-cn-um I .elasticsearch.aliyuncs.com: 9200
* Username : | elastic

* Password :

Parameter Description

The URL that is used to access the Elasticsearch cluster. Specify the
URL in the following format: http://<Internal or public endp
oint of the Elasticsearch cluster>:9200 .You canobtain
the endpoint from the Basic Information page of the cluster. For
more information, see View the basic information of a cluster.

Endpoint (]) Notice If you use the public endpoint of the cluster, add
the elastic IP address (EIP) of the exclusive resource group to
the public IP address whitelist of the cluster. For more
information, see Configure a public or private IP address
whitelist for an Elasticsearch cluster and Add the EIP or CIDR
block of an exclusive resource group for Data Integration to the
whitelist of a data source.

The username that is used to access the Elasticsearch cluster. The

User name . .
default username is elastic.
The password that is used to access the Elasticsearch cluster. The
password of the elastic account is specified when you create the
cluster. If you forget the password, you can reset it. For more
Password y 9 P y

information about the procedure and precautions for resetting a
password, see Reset the access password for an Elasticsearch
cluster.

@ Note Configure the parameters that are not listed in the preceding table as required.

Step 3: Create and run a data synchronization task

1.
2.
3.

4. Inthe upper part of the page, clickthe - icon.

5. Inthe Tips message, click OK. Then, configure the data synchronization script.

For more information, see Create a synchronization node by using the code editor.
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@ Note You can also clickthe icon in the upper part of the page to import a script

&

configuration template. Then, modify the template as required.

The following code provides a sample script:

"order": {
"hops": [
{
"from": "Reader",

"to": "Writer"

3y
"setting": {
"errorLimit": {
"record": "0O"
}y
"speed": {
"concurrent": 1,
"throttle": false

s
"steps": [
{
"category": "reader",
"name": "Reader",
"parameter": {
"column": [
"create time",
"category",
"brand",
"buyer id",
"trans num",
"trans_amount",
"click cnt"
1r
"datasource": "odps_es",
"partition": "pt=1",
"table": "hive doc_good sale"
}y
"stepType": "odps"

"category": "writer",
"name": "Writer",
"parameter": {
"batchSize": 1000,
"cleanup": true,
"column": [
{

"name": "create time",
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"type": "id"

"name": "category",

"type": "text"

"name": "brand",

"type": "text"

"name": "buyer id",

"type": "text"

"name": "trans num",
"type": "integer"

b

{
"name": "trans amount",

"type": "double"

"name": "click cnt",
"type": "integer"
}
1y
"datasource": "es test",

"discovery": false,
"index": "odps_ index",
"indexType": " doc",
"splitter": ", "

}

"stepType": "elasticsearch"

1,
thpell . "job"’
"version": "2.0"
The preceding script includes three parts.

Part Description

Used to configure parameters related to packet loss and the maximum
concurrency during synchronization.

setting
@ Note If the volume of data you want to synchronize is large,
you can increase the maximum concurrency.
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Part Description

Used to configure MaxCompute as the reader. If your MaxCompute table is
a partitioned table, you must configure partition information by using the
partition field. For more information, see MaxCompute Reader. The

partition information in this example is pt=1
Reader
@ Note If the volume of data you want to synchronize is large,
you can split the data into partitions and synchronize the data by
partition.

Used to configure the Elasticsearch cluster as the writer. For more
information, see Elasticsearch Writer.

Writer o index :the name of the destination index.

o  indexType : the type of the destination index. The index type of
Elasticsearch clusters of V7.0 or later must be  doc

6.
7. Configure the resource group that is used to execute the synchronization task.

X Resource Group configuration @

The data integration task runs in the resource group, and the joint debugging operation with the data source is also initiated in the
resource group. According to the specific scope of application of each resource group, select the appropriate resource group for your

network scenario.

Public Network Accessible Data Source

DataWorks

Public Network
ublic Netwo VPG

Accessible

Data Source

You can click this option to view the
information about the shared resource
groups and CusStom resource groups.

i. Clickthe Data integration resource group configuration tab onthe right side of the
page.
ii. Set Programme to Exclusive data integration Resource Group.

ii. Set Exclusive data integration Resource Group to the exclusive resource group you
created.
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Step 4: View synchronization results

1. Log onto the Kibana console of the Elasticsearch cluster.
For more information, see Log on to the Kibana console.
2. Inthe left-side navigation pane, click Dev Tools.
3. Onthe Console tab of the page that appears, run the following command to query the

synchronized data:

POST /odps_index/ search?pretty

{
"query": { "match all": {}}

}

@ Note odps_index isthe value that you specified forthe index field inthe data

synchronization script.

If the data is synchronized, the result shown in the following figure is returned.
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Console Search Profiler ~ Grok Debugger
1 POST fodps_index/ search?pretty > F 1~
2~ 2 "took™ : 2,
3 |"query": { "match_all": {}} 3 "timed out” : false,
a4 -0 4- " shards” : {
5 |POST /odps_index/ search?pretty 5 "total” : 1,
6 { 6 "successful” : 1,
7 | "guery": { "match_all": {} }, 7 "skipped" : @,
8 |"_source": ["category”, "brand"] 8 "failed" : @
94} o+ 1,
18 | POST fodps_index/_search?pretty 18~ "hits" : {
11~ { 11 "total” : 13,
12 “"guery": { "match": {"category":" ="} } 12 "max_score” : pull,
13+ } 13- “hits" : [
14 | POST fodps_index/_search?pretty 14 - I
15~ { 15 " index"™ : "odps_index",
16  "guery": { "match_all": {} }, 16 " type" : " _doc”,
17 "sort”: { "trans_num”: { "order™: "desc” } 17 "_id" . “2828/6/7 8:88",
I 18 " _score”™ : null,
18+ 1} 19~ " source" @ {
20 "trans_num” : 88,
21 "click_cnt” : 88,
22 "category” @ "4 BT,
23 "buyer_id" : “user7",
24 "trans_amount™ : 158.@,
25 "brand” : "memmE"
26+ %
27 - "sort" @ [
28 88
20« ]
30+ %
31~ {
32 " index”™ : "odps_index",
33 " _type" @ "_doc”,
34 "_id" : "2828/6/11 3:88",
35 " score” : null,
36+ " source" : {
37 "trans_num” : 22,
38 "click_cnt" : 78,
39 "category” @ " ",
49 "buyer_id" : “useril”,
41 "trans_amount” : 4588.8,
42 "brand" : " mE=G"
43- }s
A4 - "sort” : [
45 22
46« ]
47- 1
4. Runthe following command to querythe category and brand fieldsinthe data:
POST /odps_index/ search?pretty
{
"query": { "match all": {} },
" source": ["category", "brand"]
}
5. Runthe following command to query data entries where the value of the category fieldis fre
sh
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POST /odps index/ search?pretty
{
"query": { "match": {"category":"fresh"} }

}
6. Runthe following command to sort the data based onthe trans num field:

POST /odps_index/ search?pretty

{

"query": { "match all": {} },

"sort": { "trans num": { "order": "desc" } }

}

For more information, see open source Elastic documentation.

4.2. Use Realtime Compute to process
and synchronize data to an Alibaba
Cloud Elasticsearch cluster

Use Realtime Compute for Apache Flinkto synchronize data to Elasticsearch
if you want to build a log retrieval system, you can use Alibaba Cloud Realtime Compute for Apache
Flink to compute log data and import the processed data into Alibaba Cloud Elasticsearch for searches.
This topic uses log data in Log Service to describe the detailed procedure.
Prerequisites
You have completed the following operations:
e Activate Realtime Compute and create a project.
For more information, see Activate Realtime Compute for Apache Flink and create a project.
e (reate an Elasticsearch cluster.
For more information, see Create an Alibaba Cloud Elasticsearch cluster.
e Activate Log Service, and create a project and a Logstore.

For more information, see Quick start, Create a project, and Create a Logstore.

Context

Realtime Compute for Apache Flink is a Flink-based service provided by Alibaba Cloud. It supports
various input and output systems, such as Kafka and Elasticsearch. You can use Realtime Compute for
Apache Flink and Elasticsearch to retrieve logs.

Realtime Compute for Apache Flink processes logs in Kafka or Log Service by using simple or complex
Flink SQL statements. Then, it imports the processed logs into an Elasticsearch cluster as source data for
searches. The computing capabilities of Realtime Compute for Apache Flink and the search capabilities
of Elasticsearch allow you to process and search for data in real time. This help you transform your
business into real-time services.
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Realtime Compute for Apache Flink provides a simple way to interact with Elasticsearch. For example,
logs or data records are imported into Log Service and must be processed before they are imported
into an Elasticsearch cluster. The following figure shows the data consumption pipeline.

‘ Realtime ‘

Compute ‘ Elasticsearch

LOG ‘

Procedure
1. Logontothe.
2. Create a Realtime Compute job.
For more information, see Create a job.

3. Write Flink SQL statements.
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i. Create a source table for Log Service.

create table sls stream(
a int,
b int,
c VARCHAR
)
WITH (
type ='sls',
endPoint ='<yourEndpoint>"',
accessId ='<yourAccessId>',
accessKey ='<yourAccessKey>"',
startTime = '<yourStartTime>',
project ='<yourProjectName>',
logStore ='<yourLogStoreName>',
consumerGroup ='<yourConsumerGroupName>"'
) i

The following table describes the parameters in the WITH part.
Parameter Description

The URL that is used to access projects and logs in Log Service.
For more information, see Endpoints.

For example, the URL that is used to access Log Service in the

endPoint
l China (Hangzhou) region is http://cn-
hangzhou.log.aliyuncs.com. Make sure that the URL starts
with http://.
accessld The AccessKey ID of your Alibaba Cloud account.
accessKey The AccessKey secret of your Alibaba Cloud account.

The time when logs start to be consumed. When you run a
startTime Realtime Compute for Apache Flink job, specify a time point
that is later than the start time specified by this parameter.

project The name of the Log Service project.
logStore The name of the Logstore in the project.
consumerGroup The name of the Log Service consumer group.

For more information about other parameters in the WITH part, see Create a Log Service source
table.

ii. Create an Elasticsearch result table.
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) Notice

m Elasticsearch result tables are supported in Realtime Compute V3.2.2 and later.
When you create a Realtime Compute for Apache Flink job, select a valid version.

m Elasticsearch result tables are based on RESTful APIs and are compatible with all
Elasticsearch versions.

CREATE TABLE es stream sink(
a int,
cnt BIGINT,
PRIMARY KEY (a)

)

WITH (
type ='elasticsearch',
endPoint = 'http://<instanceid>.public.elasticsearch.aliyuncs.com:<port>"',
accessId = '<yourAccessId>',
accessKey = '<yourAccessSecret>',
index = '<yourIndex>',
typeName = '<yourTypeName>'

)7
The following table describes the parameters in the WITH part.
Parameter Description

The URL that is used to access the Elasticsearch cluster over
the Internet. Specify the URL in the format of
http://<instanceid>.public.elasticsearch.aliyuncs.com:9200.
You can obtain the public endpoint of the cluster from the
Basic Information page of the cluster. For more information,
see View the basic information of a cluster.

endPoint

The username that is used to access the Elasticsearch cluster.
accessld . .
The default username is elastic.
The password that is used to access the Elasticsearch cluster.
The password of the elastic account is specified when you
create the cluster. If you forget the password, you can reset it.
For more information about the procedure and precautions for
resetting a password, see Reset the access password for an
Elasticsearch cluster.

accesskey

The name of the destination index. If no indexes are created in
the Elasticsearch cluster, create one first. For more
information, see Step 3: Create an index. You can also enable
the Auto Indexing feature for the Elasticsearch cluster to
automatically create indexes. For more information, see
Configure the YML file.

index

The type of the destination index. The index type of

typeName )
P Elasticsearch clusters of V7.0 or later must be _doc.
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For more information about other parameters in the WITH part, see Create an Elasticsearch
result table.

@ Note

m Elasticsearch allows you to update documents based onthe privary key field.
Only one field can be specified asthe privary xevy field. If you specify the priM
ary key field, values of the priMary key field are used as document IDs. If the

prIMARY KEY field is not specified, the system generates random IDs for
documents. For more information, see Index API.

m Elasticsearch supports multiple update modes. You can set the updateMode
parameter to specify the update mode.

m [f updateMode isset to full, new documents overwrite existing documents.
m If updateMode isset toinc, new values overwrite existing values of the

related fields.

m All updates in Elasticsearch are performed by using INSERT or UPDATE statements
that follow the UPSERT syntax.

iii. Create data consumption logic and synchronize data.

INSERT INTO es stream sink
SELECT

a,

count (*) as cnt
FROM sls stream GROUP BY a

4. Submit and run the job.

For more information, see Publish a job and Start a job.

After you submit and run the job, data stored in Log Service is aggregated and imported into the
Elasticsearch cluster. Realtime Compute for Apache Flink also supports other compute operations.
For more information, see Overview.

Summary

Realtime Compute for Apache Flink and Elasticsearch allow you to quickly create your own real-time
search services. If more complex logic is required to import data into an Elasticsearch cluster, use the
user-defined sinks of Realtime Compute for Apache Flink. For more information, see Create a custom
result table.

4.3. Use DataWorks to synchronize
data from a Hadoop cluster to an
Alibaba Cloud Elasticsearch cluster
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When you use a Hadoop cluster to performinteractive big data analytics and queries, the process may
be time-consuming. To address this issue, you can synchronize data fromthe Hadoop clusterto an
Alibaba Cloud Elasticsearch cluster for analytics and queries. Elasticsearch can respond to multiple
types of queries wit hin seconds, especially ad hoc queries. This topic describes how to synchronize data
from a Hadoop cluster to an Elasticsearch cluster by using the data synchronization feature of
Dataworks.

Procedure

1.

Preparations

Create a Hadoop cluster, a Dataworks workspace, and an Elasticsearch cluster. Configure the
Elasticsearch cluster.

. Step 1: Prepare data

Create test datain the Hadoop cluster.

. Step 2: Purchase and create an exclusive resource group

. Step 3: Add data sources

Connect the Elasticsearch cluster and the HDFS of the Hadoop cluster to the Data Integration
service of Dataworks.

. Step 4: Create and run a data synchronization task

. Step 5: View synchronization results

In the Kibana console, view the synchronized data and search for data based on specific
conditions.

Preparations

1.

Create a Hadoop cluster.

Before you synchronize data, make sure that your Hadoop cluster runs normally. In this step, the
Alibaba Cloud E-MapReduce (EMR) service is used to automatically create a Hadoop cluster. For
more information, see Create a cluster.

Sample configurations of the EMR Hadoop cluster: (Default configurations are used for items that
are not listed. You can also modify the default configurations based on your business needs.)

o Cluster Type: Hadoop
o EMR Version: EMR-3.26.3
o Assign Public IP Address: turned on

. Create an Elasticsearch cluster and enable the Auto Indexing feature for the cluster.

For more information, see Create an Alibaba Cloud Elasticsearch cluster and Access and configure
an Elasticsearch cluster. Make sure that the Elasticsearch cluster resides in the same virtual private
cloud (VPCQ), region, and zone as the EMR Hadoop cluster. In this step, an Elasticsearch V6.7.0 cluster
of the Standard Edition is created.

. Create a DataWorks workspace.

Make sure that the workspace resides in the same region as the Elasticsearch cluster. For more
information, see Create a workspace.

Step 1: Prepare data

1.

Log onto the EMR console.
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In the top navigation bar, select the region where your EMR Hadoop cluster resides.
In the Clusters section of the page that appears, find your EMR Hadoop cluster and clickits ID.
In the upper part of the page, clickthe Data Platform tab.

Click Create Project to create a data development project. In this step, set Select Resource Group
to Default Resource Group.

For more information, see Manage projects.

Inthe Projects section, find the created project and click Edit Job inthe Actions columnto create
ajob.

For more information, see Edit jobs. In this step, set Job Type to Hive.
. Create a datatable and insert data into the table.

i. Inthe code editor, enter a statement to create a Hive table. Then, click Run.

In this step, the following statement is used:

CREATE TABLE IF NOT
EXISTS hive esdoc good sale (

create time timestamp,

category STRING,

brand STRING,

buyer id STRING,

trans num BIGINT,

trans amount DOUBLE,

click cnt BIGINT

)

PARTITIONED BY (pt string) ROW FORMAT
DELIMITED FIELDS TERMINATED BY ',' lines terminated by '\n'

ii. Inthe Run Job dialog box, configure the parameters and click OK.

m Set Select Resource Group to Default Resource Group.

m Set Target Clusterto the cluster you created.

ii. Create another job. Inthe code editor, enterthe following SQL statement to insert test data.

You can import data from Object Storage Service (0SS) or other data sources. You can also
manually insert data. In this step, data is manually inserted.

insert into

hive esdoc good sale PARTITION (pt =1 ) values('2018-08-21"','Coat', 'Brand A', 'lilei’
,3,500.6,7),('2018-08-22", 'Fresh', 'Brand B','lilei',1,303,8), ('2018-08-22"', 'Coat"', "'
Brand C', 'hanmeimei',2,510,2), (2018-08-22, 'Bathroom', 'Brand A', '"hanmeimei',1,442.5,
1), ('2018-08-22", 'Fresh', 'Brand D', 'hanmeimei',2,234,3), ('2018-08-23"', '"Coat"', 'Brand
B', 'jimmy',9,2000,7), ('2018-08-23"', 'Fresh', 'Brand A', 'jimmy',5,45.1,5), ('2018-08-23
','Coat', 'Brand E', 'jimmy',5,100.2,4), ('2018-08-24", '"Fresh', 'Brand G', 'peiqgi', 10,55
60,7),('2018-08-24", 'Bathroom', 'Brand F', 'peiqi',1,445.6,2), ('2018-08-24"', 'Coat"','B
rand A','ray',3,777,3), ('2018-08-24", 'Bathroom', 'Brand G', 'ray',3,122,3), ('2018-08-
24','Coat', 'Brand C', 'ray',1,62,7) ;

8. Checkwhetherthe datais inserted.

i. Create ajob foran ad hoc query.

For more information, see Perform ad hoc queries.
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ii. Enterthe following SQL statement and click Run:

select * from hive esdoc good sale where pt =1;

iii. Inthe lower part of the page, clickthe Records tab. On this tab, click Details inthe Action
column.

iv. Inthe upper part of the page, clickthe Scheduling Center tab. On this tab, click the

Execution Result tab.
Then, you can check whether the data is inserted into the Hive table of the Hadoop clusterfor

synchronization. The following figure shows the inserted data.

uyer id hive_esdoc_good sale trans_num hive_esdoc_good_sale trans_amount hive_esdoc_good_saleclick cnt | hive_esdoc_good_sale.pt

Step 2: Purchase and create an exclusive resource group

1.

vk wN

Find the created exclusive resource group. Then, click Add VPC Binding inthe Actions columnto
bind the exclusive resource group to a VPC. For more information, see Configure network settings.

Exclusive resources are deployed in a VPC managed by DatawWorks. Dataworks can be used to
synchronize data fromthe Hadoop cluster to the Elasticsearch cluster only after it connects to the
VPCs where the clusters reside. In this topic, the Hadoop cluster and Elasticsearch cluster reside in
the same VPC. Therefore, you only need to select the VPC and VSwit ch of the Elasticsearch

cluster forthe binding.
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Add VPC Binding@
* Resource Group Mame:
cdps hd
Type: Data Integration Resource Groups Zone: cn-hangzhou-i  Remaining VPCs That Can Be Bound
"VRC: @ Create VPC
vpc-bpli E E /tf-testAccen-hangzhou6413 A
*Viwitch: @ Create VSwitch
vsw-bp 3 [tf-testAccen-hangzhoubd 13 hd
Select the WSwitch bound to the data store to be synchronized
VSwitch CIDR Blocks: 172,16 [cn-hangzhou-i)
The zone of the VSwitch must be the same as that of the instance to bind
* Security Groups: @ Create Security
Group
sg-bp e
Note: A new binding creates an ENI in your VPC and consumes your quota. To guarantee service availability, do not delete it.
6.

Step 3: Add data sources
1.

Inthe Semi-structured storage section of the Add data source dialog box, click HDFS.

vk wN

Inthe Add HDFS data source dialog box, specify Data Source Name and Def aultFsS.

* Connection Mame : | HDFS_data_source
Description :
* DefaulFs : | hdfs/ 9000

Def aultFS: If your EMR Hadoop cluster is in non-HA mode, set this parameterto ndfs://Internal
IP address of emr-header-1:9000 .If your EMR Hadoop clusteris in HA mode, set this parameter
t0 hdfs://Internal IP address of emr-header-1:8020 .The internal P address of emr-header-1
is used because emr-header-1 communicates with Dataworks over a VPC.

6. ClickComplete.
7.

Step 4: Create and run a data synchronization task
1.

2.

3.
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4. Inthe upper part of the page, click the - icon.

5. Inthe Tips message, click OK. Then, configure the data synchronization script.

For more information, see Create a synchronization node by using the code editor.

(@ Note You can also clickthe B icon in the upper part of the page to import a script

A&

configuration template. Then, modify the template as required.

The following code provides a sample script:

{
"order": {
"hops": [
{
"from": "Reader",

"to": "Writer"

s
"setting": {
"errorLimit": {
"record": "10"
s
"speed": {
"concurrent": 3,
"throttle": false

by
"steps": [
{
"category": "reader",
"name": "Reader",
"parameter": {
"column": [
{
"format": "yyyy-MM-dd HH:mm:ss",
"index": 0,

" type" . "date"

"index": 1,

"type": "string"

"index": 2,

"type": "string"

"index": 3,

"type": "string"
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"index": 4,

" type" Il long"

by
{
"index": 5,
"type": "double"
s
{
"index": 6,
"type": "long"
}

1,

"datasource": "HDFS data source",

"encoding": "UTF-8",

"fieldDelimiter": ", ",

"fileType": "text",

"path": "/user/hive/warehouse/hive esdoc good sale"
b
"stepType": "hdfs"

"category": "writer",

"name": "Writer",

"parameter": {
"batchSize": 1000,
"cleanup": true,

"column": [

{
"name": "create time",
"type": "id"

by

{
"name": "category",
"type": "text"

by

{
"name": "brand",
"type": "text"

}y

{
"name": "buyer id",
"type": "text"

by

{
"name": "trans num",
"type": "integer"

by

{
"name": "trans_ amount",
"type": "double"

by

{

"name": "click cnt",

"type": "integer"
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1,

"datasource": "ES data source",

"discovery": false,

"index": "hive esdoc good sale",

"indexType": " doc",

"splitter": ","

}l

"stepType": "elasticsearch"

1,
"type": Hjobll,

"version": "2.0"

The preceding script includes three parts.

Part

setting

Reader

Writer

6
7.
8.
9

Description

Used to configure parameters related to packet loss and the maximum
concurrency during synchronization. The default value of the record
field inthe errorLimit parameteris 0. You must set the field to a
larger value, such as 10.

Used to configure the Hadoop cluster as the reader. path specifies the
location of the data that is stored in the Hadoop cluster. To obtain the
location, log on to the master node of the Hadoop cluster and runthe h
dfs dfs -1s /user/hive/warehouse/hive esdoc good sale
command. For a partitioned table, the data synchronization feature of
DataWorks can automatically recurse to the partition where the data is
stored. For more information, see HDFS Reader.

Used to configure the Elasticsearch cluster as the writer. For more
information, see Elasticsearch Writer.

o index :the name of the destination index.

o  indexType : the type of the destination index. The index type of
Elasticsearch clusters of V7.0 or later must be  doc

Step 5: View synchronization results

1. Log onto the Kibana console of the destination Elasticsearch cluster.

For more information, see Log on to the Kibana console.

2. Inthe left-side navigation pane, click Dev Tools.

3. Onthe Console tab of the page that appears, run the following command to query the

synchronized data:
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POST /hive esdoc_good sale/ search?pretty
{

"query": { "match all": {}}

}

@ Note hive esdoc_good sale Isthe index name that is specified by the index field
in the data synchronization script.

If the data is synchronized, the result shown in the following figure is returned.

Console Search Profiler Grok Debugger

1 | POST /hive_doc_esgood_sale/_search?pretty L 1- [
2+ f 2 "took": 14,
3 "guery”: { "match_all": {}} 3 "timed_out": false,
4«3 4+ "_shards": {
c "total": 5,
6 "successful": 5,
7 "failed": @
g« L
9~ "hits": {
10 “"total": 26,
11 "max_score": 1,
12~ "hits": [
13- {
14 "_index": "hive_doc_esgood_sale"”,
15 "_type": "elasticsearch”,
6 " id": "AWZ2421uvdlQQ8x23IxYB",
17 " _score": 1,
18~ "_source”: {
19 "create time": "2818-88-23 ©8:008:80",
28 "trans_num": 5,
21 "click_cnt": 5,
22 "category”: " "
23 "buyer_id": "jimmy",
24 "trans_amount": 45.1,
25 "brand”: " e
26+ 1
27+ b
8~ {
"_index”: "hive_doc_esgood_sale”,

"_type": "elasticsearch”,
"_id": "AWZ2421uvdlLQQE@x23xYF",
" _score™: 1,
" _source”: {
"create_time": "2818-88-24 B8:88:88",
"trans_num": 3,
"click_cnt™: 3,
"category”: " ",
"buyer_id": "ray",

MR ® W0

S Y Y]

Wl bt b W L W b R R
ca
4

9 "trans_amount”: 777,

48 "brand”: " "

41~ 1

a2+ T

23~ {

44 "_index": "hive_doc_esgood_sale",
45 "_type": "elasticsearch”,

46 " id": "AWZ2421uvdlQQ8x23IxYK",
47 " _score": 1,

48~ "_source”: {

49 "create_time": "2818-88-22 @9:00:00",
L1 "category”: ' ",

51 "brand”: "mmo "

57 - 1

4. Runthe following command to search for all documents that contain Brand A:

POST /hive esdoc_good sale/ search?pretty

{
"query": { "match phrase": { "brand":"Brand A" } }
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Console Search Profiler Grok Debugger

1 POST /hive_doc_esgood_sale/_ search?pretty S
2-f

4 "query”: { "match_phrase”: { "brand”:"msma" } }

5

6+« }
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~ @

17
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~ @
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b el
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1
——

Ll

»

"took":

"timed out": false,

" _shards": {
“"total": 5,
"successful”: 5,
"failed": @

1,

16,

“hits": {
“"total": 8,

"max_score™:

"hits": [

{

-

"_index": "hive_doc_esgood_sale”,
_type": “"elasticsearch”,
"_id": "AWZ2421uvdlQQex23xxX7",

1.5866871,

" _score”: 1.5866871,

)
|

"_index": "hive_doc_esgood_sale”,
_type": “"elasticsearch”,
"_id": "AWZ2421uvdlQQex23xX-",

_source”: {

“create_time": "2@18-88-21 88:08:

"trans_num":
"click_ecnt™:

"category”
"buyer_id":

"brand”: "

4"

" _score”: @.7954041,
" _source”: {

}

“create_time™: VAN,
"trans_num":
"click_cnt":

"category”
"buyer_id":

1,
1,

B
"hanmeimei”,

"trans_amount":

"brand”: "

_index": "hive_doc_esgood_sale",
_type": “"elasticsearch"”,
" id": "AWZ2421uvdlQQex23xYI",

A"

442.5,

" _score”: @.7954841,
"_source”: {

1

"create_time": "2818-88-21 68:88:808",

"category”:
"brand”: "

"

El

"lilei”,
"trans_amount”: 58@.6,

5. Runthe following command to sort products of each brand based on the number of clicks. Then,

determine the popularity of the products:

POST /hive esdoc_good sale/ search?pretty

{

"query": { "match all": {} },

"sort": { "click cnt": { "order": "desc" } },
" source": ["category", "brand","click cnt"]

}
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Console Search Profiler Grok Debugger

1 POST /hive_doc_esgood_sale/_search?pretty 4 1 {
24 2 "took": 11,
3 "query”: { "match_all": {} }, 3 "timed_out": false,
4 "sort": { "click_cnt": { "order": “"desc" } }, 4~ "_shards": {
5 "_source": ["category", "brand","click_cnt"] 5 "total": 5,
6« B 6 "successful™: 5,
7 "failed": @
ERIE
9« "hits": {
16 “total": 26,
11 "max_score”: null,
12~ "hits": [
13-
14 "_index": "hive_doc_ssgood_sale",
15 "_type": “"elasticsearch”,
16 "_id": "AWZ2421uvdlLQQex23xXs8",
17 " _score”: null,
18~ " _source”: {
19 "click_cnt": 8,
20 "category”: " A",
21 "brand”: "msmB"
22 - Y.
23+ "sort": [
24 8
25+ ]
26~ T
27~ {I
28 "_index": "hive_doc_ssgood_sale",
29 "_type": “elasticsearch”,
£l "_id":r "AWZ2421uvdLQQex23xYA",
31 "_score™: null,
32+ " _source”: {
33 "click_ent™: 7,
34 "category”: " ",
35 "brand”: "[MB"
36 I
37+ "sort": [
38 7
E ]
a0~ I8
a1~ {
42 " _index"™: "hive doc_esgood sale”,
43 "_type": "elasticsearch”,
44 "_id": "AWZ2421uvdlLQQex23xYD",
45 "_score”: null,
16~ " _source”: {
7 "click_ecnt": 7,
48 "category": " B,
49 "brand”: "momG"
56 - I
51~ "sort": [
52 7

For more information about other commands and their use scenarios, see Alibaba Cloud
Elasticsearch documentation and open source Elasticsearch documentation.
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5.Data migration
5.1. Migrate documents from a Solr

cluster to an Alibaba Cloud
Elasticsearch cluster

T his topic describes how to use the solr-to-es tool to migrate documents from a Solr clusterto an
Alibaba Cloud Elasticsearch cluster. The tool is provided by a third-party community.

Preparations

1. Create an Alibaba Cloud Elasticsearch V6.X cluster. T his topic uses an Elasticsearch V6.3.2 cluster as
an example. For more information, see Create an Alibaba Cloud Elasticsearch cluster.

€D Notice The solr-to-es tool used in this topic supports only Elasticsearch V6.X clusters. If
you want to use an Elasticsearch cluster of another version, first perform a compatibility test.

2. Enable the Auto Indexing feature for the cluster. For more information, see Access and configure
an Elasticsearch cluster.

3. Create an Alibaba Cloud Elastic Compute Service (ECS) instance. For more information, see Step 1:
Create an ECS instance. In this topic, the ECS instance runs CentOS 7.3.

) Notice The ECS instance must reside in the same region, zone, and Virtual Private Cloud
(VPC) as the Elasticsearch cluster.

4. Install Solr on the ECS instance. This topic uses Solr 5.0.0 as an example. For more information, see
Official Solr documentation.

5. Install Python on the ECS instance. The version must be 3.0 or later. This topic uses Python 3.6.2 as
an example.

6. Install pysolr on the ECS instance. The version must be 3.3.3 or later but earlier than 4.0.

Install solr-to-es

1. Connect to the ECS instance and download solr-to-es.

2. Navigate to the directory where setup.pyis stored and runthe python setup.py install
command to install solr-to-es.

3. Aftersolr-to-esis installed, run the following command to migrate documents:

python main .py <solr url>:8983/solr/<my core>/select http://<username>:<password>
@<elasticsearch url>:9200 <elasticsearch index> <doc type>

Parameters
Parameter Description
<solr url> The endpoint of your Solr cluster. Example: http://116.62.%*.**.
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Parameter Description

The name of the Solr Core that contains the documents you want
<my core> .
- to migrate.

The username that is used to access your Elasticsearch cluster.
The default username is elastic.

<username>

The password that is used to access your Elasticsearch cluster.
<password> . .
The password is specified when you create the cluster.

The internal or public endpoint of your Elasticsearch cluster. You
can obtain the endpoint from the Basic Information page of your

<elasticsearch url> . . ’ o ]
cluster. For more information, see View the basic information of a

cluster.
<elasticsearch index> The name of the index to which documents will be migrated.
<doc_type> The type of the index.

) Notice If you are using solr-to-es of a version that is different from the one described
in this topic, you can try the following command to migrate documents. For more
information, see solr-to-es.

solr-to-es [-h] [--solr-query SOLR QUERY] [--solr-fields COMMA SEP FIELDS]
[--rows-per-page ROWS PER PAGE] [--es-timeout ES TIMEOUT]

solr url elasticsearch url elasticsearch index doc_ type

If you use the preceding command in the environment described in this topic, the -bash: s
olr-to-es.py: command not found error is returned.

Procedure

Query alldocumentsinthe my core SolrCore and write these documents to the index on your
Elasticsearch cluster. The name of the indexis elasticsearch index ,and the type of the indexis

doc_type

1. Inthe Solr environment, navigate to the solr-to-es-master/solr to_esdirectory.

2. Runthe following command:

python main .py 'http://116.62.**.*%*:8983/solr/my core/select?q=*%$3A*&wt=json&inde
nt=true' 'http://elastic:Your password@es-cn-sodlwfdQubsrf**** public.elasticsearch.a

liyuncs.com:9200' elasticsearch index doc type

Parameter Description
Required. This parameter defines a query that uses the standard query
q syntax in Solr. Operators are supported. The value *%3a* indicates that

all documents will be queried.

wt The type of the data to return. Valid values: JSON, XML, PY, RB, and CSV.
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Parameter Description

Specifies whether to use indentations to ensure that the returned data is

indent .
easier to read. Default value: false

For information about other parameters, see Parameters.

3. Log onto the Kibana console of your Elasticsearch cluster.
For more information, see Log on to the Kibana console.

4. Inthe left-side navigation pane, click Dev Tools. Onthe Console tab of the page that appears,
run the following command to check whetherthe elasticsearch index indexiscreated onthe
Elasticsearch cluster:

GET _cat/indices?v

5. Runthe following command to query details about the migrated documents:

GET /elasticsearch index/doc type/ search

If the command is executed successfully, the following result is returned:
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"took" : 12,
"timed out" : false,
" shards" : {
"total" : 5,
"successful" : 5,
"skipped" : O,
"failed" : O
3y
"hits" : {
"total" : 2,
"max score" : 1.0,
"hits" : [
{
" index" : "elasticsearch index",
" type" : "doc type",
" id" : "Tz8WNW4BwRjcQciJ****",
" score" : 1.0,

" source" : {

llidll : ll2ll,
"title" : [
"test"

1,
" version " : 1648195017403006976

" index" : "elasticsearch index",
" type" : "doc type",
" id" : "T38WNWABWRICQCiJ****",
" score" : 1.0,
" source" : {
"id" . "1i",
"title" : [
"change.me"
1y
" version " : 1648195007391203328
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6.Using ES-Hadoop
6.1. Use ES-Hadoop to enable Hive to

write data to and read data from
Alibaba Cloud Elasticsearch

Elasticsearch-Hadoop (ES-Hadoop) is a tool developed by open source Elasticsearch. It connects
Elasticsearch to Apache Hadoop and enables data transmission between them. ES-Hadoop combines
the quick search capability of Elasticsearch and the batch processing capability of Hadoop to achieve
interactive data processing. T his topic describes how to use ES-Hadoop to enable Hive to write data to
and read data from Alibaba Cloud Elasticsearch.

Context

Hadoop can handle large datasets. However, when it is used for interactive analytics, a high latency
occurs. Elasticsearch has an advantage over Hadoop in interactive analytics. it can respond to queries,
especially ad hoc queries, within seconds. ES-Hadoop combines the advantages of Hadoop and
Elasticsearch. ES-Hadoop allows you to make only a few code modifications to process the data that is
stored in Elasticsearch. ES-Hadoop also provides an accelerated query experience.

ES-Hadoop uses Elasticsearch as a data source of data processing engines, such as MapReduce, Spark,
and Hive. ES-Hadoop also uses Elasticsearch as storage in a computing-storage separation architecture.
Elasticsearch works in a similar way to other data sources of MapReduce, Spark, and Hive. However,
Elasticsearch can select and filter data in a more rapid manner. This is critical to an analytics engine.

Rl ,}) Efficiently move data between
Realice .

Elasticsearch & Hadoop
Lm: ﬂ ES-Hadoop

- A

Elasticsearch Kibana

el HDFS

Backup Elasticsearch with HDFS

Procedure

1. Preparations

Create an Alibaba Cloud Elasticsearch cluster and an E-MapReduce (EMR) cluster in the same virtual
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private cloud (VPC). Disable the Auto Indexing feature for the Elasticsearch cluster. Create an index
in the Elasticsearch cluster and configure mappings for the index. Download the ES-Hadoop
package that is compatible with the version of the Elasticsearch cluster.

2. Step 1: Upload the ES-Hadoop JAR package to HDFS
Upload the ES-Hadoop package to the HDFS directory on the master node of the EMR cluster.
3. Step 2: Create a Hive external table

Create a Hive external table and map the fields in the table with those in the index of the
Elasticsearch cluster.

4. Step 3: Use Hive to write data to the index
Use HiveSQL to write data to the index of the Elasticsearch cluster.
5. Step 4: Use Hive to read data fromthe index

Use HiveSQL to read data fromthe index of the Elasticsearch cluster.

Preparations

1. Create an Alibaba Cloud Elasticsearch cluster.

In this topic, an Elasticsearch V6.7.0 cluster is created. For more information, see Create an Alibaba
Cloud Elasticsearch cluster.

2. Disable the Auto Indexing feature forthe cluster. Create an index in the cluster and configure
mappings for the index.

If you enable the Auto Indexing feature forthe cluster, the index that is automatically created by
the Elasticsearch cluster may not meet your requirements. For example, you define the age field of
the INT datatype and enable the Auto Indexing feature. In this case, the data type of the age
field may become LONG in the index. Therefore, we recommend that you disable the Auto Indexing
feature. An index named company is created in this topic. The following code shows this index and
its mappings:
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PUT company
{

"mappings": {

" doc": {
"properties": {
"id": |
"type": "long"
by
"name": {

"typell : "text",
"fields": {
"keyword": {

"type": "keyword",

"ignore above": 256

}

3,

"birth": {
"type": "text"

3y

"addr": {
"type": "text"

}
}y
"settings": {
"index": {

"number of shards":

"number of replicas":

}

"5",
nqw

3. Create an EMR cluster that resides in the same VPC as the Elasticsearch cluster.

) Notice By default, 0.0.0.0/0 is specified in the private IP address whitelist of the
Elasticsearch cluster. You can view the whitelist configuration on the cluster security
configuration page. If the default setting is not used, you must add the private IP address of
the EMR clusterto the whitelist.

o Formore information about how to obtain the private IP address of the EMR cluster, see

View the cluster list and cluster details.

o For more information about how to configure the private IP address whitelist of the
Elasticsearch cluster, see Configure a public or private IP address whitelist for an
Elasticsearch cluster. The IP addresses in the whitelist can be used to access the

Elasticsearch cluster over a VPC.

4. Download an ES-Hadoop package that is compatible with the version of the Elasticsearch cluster.

The elasticsearch-hadoop-6.7.0.zip package is used in this topic.

Step 1: Upload the ES-Hadoop JAR package to HDFS
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1. Log onto the EMR console and obtain the IP address of the master node of the EMR cluster. Then,
use SSHto log onto the Elastic Compute Service (ECS) instance that is indicated by the IP address.

For more information, see Log onto a cluster.

2. Upload the elasticsearch-hadoop-6.7.0.zip package to the master node. Decompress the package
to obtain the elasticsearch-hadoop-hive-6.7.0 jar file.

3. Create an HDFS directory and upload the elasticsearch-hadoop-hive-6.7.0.jar file to the directory.

hadoop fs -mkdir /tmp/hadoop-es
hadoop fs -put elasticsearch-hadoop-6.7.0/dist/elasticsearch-hadoop-hive-6.7.0.jar /tmp

/hadoop-es
Step 2: Create a Hive external table

1. Onthe Data Platform tab of the EMR console, create a HiveSQL job.

For more information, see Configure a Hive SQL job.

Create Job
* Project:
* Folder

* Name: hivetest

* Description: | fest

*Job Type | HiveSQL

n Cancel
2. Configure the job and create a Hive external table.

The following code shows the configuration of the job:
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####0dd a JAR file, which is valid only for the current session.########
add jar hdfs:///tmp/hadoop-es/elasticsearch-hadoop-hive-6.7.0.jar;
####Create a Hive external table and map the table with the index of the Elasticsearch
cluster. ####
CREATE EXTERNAL table IF NOT EXISTS company (

id BIGINT,

name STRING,

birth STRING,

addr STRING
)
STORED BY 'org.elasticsearch.hadoop.hive.EsStorageHandler'

TBLPROPERTIES (
'es.nodes' = 'http://es-cn-mp91kzb8m0009**** . elasticsearch.aliyuncs.com',
'es.port' = '9200',
'es.net.ssl' = 'true',
'es.nodes.wan.only' = 'true',

'es.nodes.discovery'='false',

'es.input.use.sliced.partitions'='false',

'es.input.json' = 'false',
'es.resource' = 'company/ doc',
'es.net.http.auth.user' = 'elastic',
'es.net.http.auth.pass' = 'xxxxxx'

) i
ES-Hadoop parameters
Parameter Default value Description
The endpoint that is used to access the

Elasticsearch cluster. We recommend that you use
the internal endpoint. You can obtain the internal

es.nodes localhost . . .
endpoint on the Basic Information page of the
Elasticsearch cluster. For more information, see
View the basic information of a cluster.
The port number that is used to access the
es.port 9200 P

Elasticsearch cluster.
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Parameter

es.net.http.auth.user

es.net.http.auth.pass

es.nodes.wan.only

es.nodes.discovery

Default value

elastic

/

false

true

Description

The username that is used to access the
Elasticsearch cluster.

@ Note If you use the elastic account to
access your Elasticsearch cluster and then
reset the password of the account, it may
require some time for the new password to
take effect. During this period, you cannot
use the elastic account to access the cluster.
Therefore, we recommend that you do not
use the elastic account to access an
Elasticsearch cluster. You can log on to the
Kibana console and create a user with the
required role to access an Elasticsearch
cluster. For more information, see Use the
RBAC mechanism provided by Elasticsearch X-
Pack to implement access control.

The password that is used to access the
Elasticsearch cluster.

Specifies whether to enable node sniffing when
the Elasticsearch cluster uses a virtual IP address
for connections. Valid values:

o true: indicates that node sniffing is enabled.

o false: indicates that node sniff is disabled.

Specifies whether to prohibit the node discovery
mechanism. Valid values:

o true: indicates that the node discovery
mechanism is prohibited.

o false: indicates that the node discovery
mechanism is not prohibited.

C]) Notice If you use Alibaba Cloud
Elasticsearch, you must set this parameter to
false.
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Parameter Default value Description

Specifies whether to use partitions. Valid values:

o true: indicates that partitions are used. In this
case, more time may be required for the index
read-ahead phase. The time required for this

true phase may be longer than the time required for
data queries. To improve query efficiency, we
recommend that you set this parameter to
false.

es.input.use.sliced.part
itions

o false: indicates that partitions are not used.

Specifies whether the system creates an index in
the Elasticsearch cluster when you use ES-Hadoop
to write data to the cluster. Valid values:

es.index.auto.create true o f[rue: |nd|ca.tes that the system creates an index
in the Elasticsearch cluster.

o false: indicates that the system does not
create an index in the Elasticsearch cluster.

The name and type of the index on which data
es.resource / . .
read or write operations are performed.
The mappings between the field names in the
es.mapping.names / table and those in the index of the Elasticsearch
cluster.

Specifies whether to include the document
es.read.metadata false metadata such as _id in the results. To include
the document metadata, set the value to true.

For more information about the configuration items of ES-Hadoop, see open source ES-Hadoop
configuration.

3. Save and runthe job.
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L) HIVE_SQL FJ-36DABE0SASEAAODD N 7 ]
1 add jar hdfs:///tmp/hadoop-es/elasticsearch-hadoop-hive-6.7.8.jar;
2
3 CREATE EXTERNAL table IF NOT EXISTS company(
4 id BIGINT,
5 name STRING,
6 birth STRING,
7 addr STRING
8 )
9 STORED BY 'org.elasticsearch.hadoop.hive.EsStorageHandler’
16 TELPROPERTIES(
11 ‘es.nodes’ = "http://es-cn-ndn .elasticsearch.aliyuncs.com’,
12 'es.port’ = 'G288°,
13 "es.net.ssl' = "true’,
14 ‘es.nodes.wan.only’ = ‘true’,
15 'es.nodes.discovery’'="false",
16 ‘es.input.json’ = 'false',
17 ‘es.resource’ = "company/ doc”,
18 'es.net.http.auth.user’ = "elastic’,
19 ‘es.net.http.auth.pass’ = ' '
28 );

If the job is successfully run, the result shown in the following figure is returned.

log | Records | Workfiow 4 EnteranOSSpath @ Upload 00SS A W
Refrech
stance ID Start Time End Time Status Action

FJI-A4DDCS013F2 Oct 15, 2020, 13:48:40 Oct 15,2020, 13:49:00 © 0k

Step 3: Use Hive to write data to the index

1. Create a HiveSQL data write job.

The following code shows the configuration of the job:

add jar hdfs:///tmp/hadoop-es/elasticsearch-hadoop-hive-6.7.0.Jjar;

INSERT INTO TABLE company VALUES (1, "zhangsan", "1990-01-01","No.969, wenyixi Rd, yuha
ng, hangzhou");

INSERT INTO TABLE company VALUES (2, "lisi", "1991-01-01", "No.556, xixi Rd, xihu, hang
zhou") ;

INSERT INTO TABLE company VALUES (3, "wangwu", "1992-01-01", "No.699 wangshang Rd, binj

iang, hangzhou") ;

2. Save and run the job.

® hivetest itjob  x =

Content: @ @lock || O Run E Create Snapshot | [JEEEERITE

1 add jar hdfs:///tmp/hadoop-es/elasticsearch-hadoop-hive-6.7.8.jar; MiE
2 INSERT INTO TABLE company? VALUES (1, "zhangsan”, “1998-81-81","No.969, wenyixi Rd, yuhang, hangzhou™);

3 INSERT INTO TABLE company2 VALUES (2, "lisi”, "1991-e1-01" No.556, xixi Rd, xihu, hangzhou");

4 INSERT INTO TABLE company2 VALUES (3, "wangwu”, "1992-81-@1", "No.699 wangshang Rd, binjiang, hangzhou™);

3. If the job is successfully run, log on to the Kibana console of the Elasticsearch cluster and query the
data in the company index.

For more information about how to log on to the Kibana console, see Log on to the Kibana
console. You can run the following command to query the data in the company index:

GET company/ search
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If the command is successfully run, the result shown in the following figure is returned.

Console  Search Profiler ~ Grok Debugger

GET company/_search

e

R

|_out™ : false,

" i "company",
: "employees”,
"TeXkvnQBHWBDvkRwataM",

" @ "199@-81-01",
: "No.969, wenyixi Rd, yuhang, hangzhou”

" & "company",

: "employees™,

: "tTPkvnQBNOGEvdaOgoyb”,
1.8,

S

isi”,
"1891-@1-81",
: "No.556, xixi Rd, xihu, hangzhou"

"_index” : “company”,
" “employees”,
33kvnQBbtHNtVTNEdAH",
l.e,
B

vanguu”,
"1992-@1-01",
" "No.699 wangshang Rd, binjiang, hangzhou"

Step 4: Use Hive to read data from the index

1. Create a HiveSQL data read job.

The following code shows the configuration of the job:

add jar hdfs:///tmp/hadoop-es/elasticsearch-hadoop-hive-6.7.0.jar;

select * from company;

2. Save and run the job.

£.5QL FI-BSASOATFI2

1 add jar hdfs:///tmp/hadoop-es/elasticsearch-hadoop-hive-6.7.6.jar;

select * from company2;

Summary

Job Settings

This topic describes how to enable Hive to read and write data by using ES-Hadoop. Alibaba Cloud EMR

and Elasticsearch are used in this topic. Data read and write by using Hive achieve more flexible data

analytics. For more information about the advanced configurations of ES-Hadoop and Hive, see open
source Elasticsearch documentation.

6.2. Use ES-Hadoop to write HDFS

data to Elasticsearch
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ES-Hadoop is a tool developed by open source Elasticsearch. It connects Elasticsearch to Apache
Hadoop and enables data transmission between them. ES-Hadoop combines the quick search capability
of Elasticsearch and the batch processing capability of Hadoop to achieve interactive data processing.
For some complex data analytics tasks, you must run a MapReduce taskto read data fromthe JSON files
stored in Hadoop Distributed File System (HDFS) and write the data to an Elasticsearch cluster. This
topic describes how to use ES-Hadoop to run such a MapReduce task.

Procedure

1.

Preparations

Create an Alibaba Cloud Elasticsearch cluster and an E-MapReduce (EMR) cluster in the same virtual
private cloud (VPC). Then, enable the Auto Indexing feature for the Elasticsearch cluster, and
prepare test data and a Java environment.

. Step 1: Upload the ES-Hadoop JAR package to HDFS

Download the ES-Hadoop package and upload the package to the HDFS directory on the master
node in the EMR cluster.

. Step 2: Configure POM dependencies

Create aJava Maven project and configure POM dependencies.

. Step 3: Compile code and run a MapReduce task

Compile the Java code that is used to write data to the Elasticsearch cluster. Compress the code
into a JAR package and upload the package to the EMR cluster. Then, run the code in a MapReduce
taskto write data.

. Step 4: Verify the results

Log onto the Kibana console of the Elasticsearch cluster. Then, query the data that is written by
the MapReduce task.

Preparations

1.

2.

Create an Alibaba Cloud Elasticsearch cluster and enable the Auto Indexing feature for the cluster.

For more information, see Create an Alibaba Cloud Elasticsearch cluster and Access and configure
an Elasticsearch cluster. In this topic, an Elasticsearch V6.7.0 cluster is created.

) Notice Ina production environment, we recommend that you disable the Auto Indexing
feature. You must create an index and configure mappings for the index in advance. The
Elasticsearch cluster used in this topic is only for tests. Therefore, the Auto Indexing feature is
enabled.

Create an EMR cluster that resides in the same VPC as the Elasticsearch cluster.
EMR cluster configuration:
o EMR Version: Select EMR-3.29.0.

o Required Services: HDFS (2.8.5) is one of the required services. Def ault settings are retained for
other services.

For more information, see Create a cluster.
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) Notice By default, 0.0.0.0/0 is specified in the private IP address whitelist of the
Elasticsearch cluster. You can view the whitelist configuration on the cluster security
configuration page. If the default setting is not used, you must add the private IP address of
the EMR clusterto the whitelist.

o For more information about how to obtain the private IP address of the EMR cluster, see
View the cluster list and cluster details.

o For more information about how to configure the private IP address whitelist of the
Elasticsearch cluster, see Configure a public or private IP address whitelist for an
Elasticsearch cluster. The IP addresses in the whitelist can be used to access the
Elasticsearch cluster over a VPC.

3. Prepare JSON-formatted test data and write the data to the map.jsonfile. Upload the file to the /¢
mp/hadoop-es directory of HDFS.

The following test data is used in this topic:

{"id": 1, "name": "zhangsan", "birth": "1990-01-01", "addr": "No.969, wenyixi Rd, yuhan
g, hangzhou"}

{"id": 2, "name": "lisi", "birth": "1991-01-01", "addr": "No.556, xixi Rd, xihu, hangzh
ou"}

{"id": 3, "name": "wangwu", "birth": "1992-01-01", "addr": "No.699 wangshang Rd, binjia
ng, hangzhou"}

4. Prepare aJava environment. The JDK version must be 1.8.0 or later.

Step 1: Upload the ES-Hadoop JAR package to HDFS

1. Download an ES-Hadoop package that is compatible with the version of the Elasticsearch cluster.
The elasticsearch-hadoop-6.7.0.zip package is used in this topic.

2. Logontothe EMR console and obtain the IP address of the master node of the EMR cluster. Then,
use SSHto log onto the Elastic Compute Service (ECS) instance that is indicated by the IP address.

For more information, see Log on to a cluster.

3. Upload the elasticsearch-hadoop-6.7.0.zip package to the master node in the EMR cluster.
Decompress the package to obtain the elasticsearch-hadoop-6.7.0.jar file.

4. Create an HDFS directory and upload the elasticsearch-hadoop-6.7.0.jar file to the directory.

hadoop fs -mkdir /tmp/hadoop-es
hadoop fs -put elasticsearch-hadoop-6.7.0/dist/elasticsearch-hadoop-6.7.0.jar /tmp/hado

op-es

Step 2: Configure POM dependencies

Create a Java Maven project and add the following POM dependencies to the pom.xml file of the
project.

<build>
<plugins>
<plugin>
<groupld>org.apache.maven.plugins</groupId>
<artifactId>maven-shade-plugin</artifactId>

<version>2.4.1</version>
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<executions>
<execution>
<phase>package</phase>
<goals>
<goal>shade</goal>
</goals>
<configuration>
<transformers>
<transformer
implementation="org.apache.maven.plugins.shade.resource
.ManifestResourceTransformer">
<mainClass>WriteToEsWithMR</mainClass>
</transformer>
</transformers>
</configuration>
</execution>
</executions>
</plugin>
</plugins>
</build>
<dependencies>
<dependency>
<groupld>org.apache.hadoop</groupId>
<artifactId>hadoop-hdfs</artifactId>
<version>2.8.5</version>
</dependency>
<dependency>
<groupld>org.apache.hadoop</groupId>
<artifactId>hadoop-mapreduce-client-jobclient</artifactId>
<version>2.8.5</version>
</dependency>
<dependency>
<groupIld>org.apache.hadoop</groupld>
<artifactId>hadoop-common</artifactId>
<version>2.8.5</version>
</dependency>
<dependency>
<groupIld>org.apache.hadoop</groupId>
<artifactId>hadoop-auth</artifactId>
<version>2.8.5</version>
</dependency>
<dependency>
<groupld>org.elasticsearch</groupId>
<artifactId>elasticsearch-hadoop-mr</artifactId>
<version>6.7.0</version>
</dependency>
<dependency>
<groupId>commons-httpclient</groupId>
<artifactId>commons-httpclient</artifactId>
<version>3.1</version>
</dependency>

</dependencies>
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C) Notice Make sure that the versions of POM dependencies are consistent with those of the
related Alibaba Cloud services. For example, the version of elasticsearch-hadoop-mr is consistent
with that of Alibaba Cloud Elasticsearch, and the version of hadoop-hdfs is consistent with that of
HDFS.

Step 3: Compile code and run a MapReduce task

1. Compile code.

The following code reads data fromthe JSON files in the /¢t mp/hadoop-es directory of HDFS. The
code also writes each row of data in these JSON files as a document to the Elasticsearch cluster.
Data write is finished by EsOutput Format in the map stage.

import java.io.IOException;
import org.apache.hadoop.conf.Configuration;
import org.apache.hadoop.conf.Configured;
import org.apache.hadoop.fs.Path;
import org.apache.hadoop.io.NullWritable;
import org.apache.hadoop.io.Text;
import org.apache.hadoop.mapreduce.Job;
import org.apache.hadoop.mapreduce.Mapper;
import org.apache.hadoop.mapreduce.lib.input.FileInputFormat;
import org.apache.hadoop.mapreduce.lib.input.TextInputFormat;
import org.apache.hadoop.util.GenericOptionsParser;
import org.elasticsearch.hadoop.mr.EsOutputFormat;
import org.apache.hadoop.util.Tool;
import org.apache.hadoop.util.ToolRunner;
public class WriteToEsWithMR extends Configured implements Tool {
public static class EsMapper extends Mapper<Object, Text, NullWritable, Text> {
private Text doc = new Text();
@Override
protected void map (Object key, Text value, Context context) throws IOException,
InterruptedException {
if (value.getLength() > 0) {
doc.set (value) ;
System.out.println (value) ;

context.write (NullWritable.get (), doc):;

}
public int run(String[] args) throws Exception {
Configuration conf = new Configuration();
String[] otherArgs = new GenericOptionsParser (conf, args).getRemainingArgs();
conf.setBoolean ("mapreduce.map.speculative", false);
conf.setBoolean ("mapreduce.reduce.speculative", false);
conf.set ("es.nodes", "es-cn-4591jumei000u****.elasticsearch.aliyuncs.comn") ;

conf.set ("es.port","9200");

(
conf.set ("es.net.http.auth.user", "elastic");
conf.set ("es.net.http.auth.pass", "xxxxxx");
conf.set ("es.nodes.wan.only", "true");
conf.set ("es.nodes.discovery","false") ;
conf.set ("es.input.use.sliced.partitions","false");

conf.set ("es.resource", "maptest/_doc");

conf.set ("es.inont._dson". "trne"):
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Job job = Job.getInstance (conf) ;
job.setInputFormatClass (TextInputFormat.class) ;
job.setOutputFormatClass (EsOutputFormat.class) ;
job.setMapOutputKeyClass (NullWritable.class) ;
job.setMapOutputValueClass (Text.class) ;
job.setJarByClass (WriteToEsWithMR.class) ;
job.setMapperClass (EsMapper.class) ;
FileInputFormat.setInputPaths (job, new Path (otherArgs[0]));
return job.waitForCompletion (true) ? 0 : 1;

}

public static void main(String[] args) throws Exception {
int ret = ToolRunner.run (new WriteToEsWithMR (), args);

System.exit (ret);

ES-Hadoop parameters
Parameter Default value Description

The endpoint that is used to access the
Elasticsearch cluster. We recommend that you use
the internal endpoint. You can obtain the internal
endpoint on the Basic Information page of the
Elasticsearch cluster. For more information, see
View the basic information of a cluster.

es.nodes localhost

The port number that is used to access the
es.port 9200 .
Elasticsearch cluster.
The username that is used to access the
Elasticsearch cluster.

@ Note If you use the elastic account to
access your Elasticsearch cluster and then
reset the password of the account, it may
require some time for the new password to
take effect. During this period, you cannot
use the elastic account to access the cluster.
Therefore, we recommend that you do not
use the elastic account to access an
Elasticsearch cluster. You can log on to the
Kibana console and create a user with the
required role to access an Elasticsearch
cluster. For more information, see Use the
RBAC mechanism provided by Elasticsearch X-
Pack to implement access control.

es.net.http.auth.user elastic

The password that is used to access the

es.net.http.auth.pass
P P / Elasticsearch cluster.
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Parameter Default value
es.nodes.wan.only false
es.nodes.discovery true

es.input.use.sliced.part

- true
itions

es.index.auto.create true
es.resource /
es.input.json false
es.mapping.names /

Description

Specifies whether to enable node sniffing when
the Elasticsearch cluster uses a virtual IP address
for connections. Valid values:

o

o

true: indicates that node sniffing is enabled.

false: indicates that node sniff is disabled.

Specifies whether to prohibit the node discovery
mechanism. Valid values:

o

true: indicates that the node discovery
mechanism is prohibited.

false: indicates that the node discovery
mechanism is not prohibited.

Ej) Notice If you use Alibaba Cloud
Elasticsearch, you must set this parameter to
false.

Specifies whether to use partitions. Valid values:

o

true: indicates that partitions are used. In this
case, more time may be required for the index
read-ahead phase. The time required for this
phase may be longer than the time required for
data queries. To improve query efficiency, we
recommend that you set this parameter to
false.

false: indicates that partitions are not used.

Specifies whether the system creates an index in
the Elasticsearch cluster when you use ES-Hadoop
to write data to the cluster. Valid values:

o

true: indicates that the system creates an index
in the Elasticsearch cluster.

false: indicates that the system does not
create an index in the Elasticsearch cluster.

The name and type of the index on which data
read or write operations are performed.

Specifies whether the input data is in the JSON
format.

The mappings between the field names in the
table and those in the index of the Elasticsearch
cluster.
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Parameter Default value Description

Specifies whether to include the document
es.read.metadata false metadata such as _id in the results. To include
the document metadata, set the value to true.

For more information about the configuration items of ES-Hadoop, see open source ES-Hadoop
configuration.

2. Compress the code into a JAR package and upload it to an EMR client, such as the master node in
the EMR cluster or the gateway cluster that is associated with this EMR cluster.

3. Onthe EMR client, run the following command to run the MapReduce task:

hadoop jar es-mapreduce-1.0-SNAPSHOT.jar /tmp/hadoop-es/map.’json
@ Note Replace es-mapreduce-1.0-SNAPSHOT .jar with the name of the uploaded JARfile.

Step 4: Verify the results

1. Log onto the Kibana console of the Elasticsearch cluster.
For more information, see Log on to the Kibana console.

2. Inthe left-side navigation pane, click Dev Tools.

3. Onthe Console tab of the page that appears, run the following command to query the data that
is written by the MapReduce task:

GET maptest/ search
{
"query": {
"match all": {}
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If the command is successfully run, the result shown in the following figure is returned.

Console Search Profiler Grok Debugger

GET maptest/_search - -
-4 "took" : 8,
- "guery": { "timed_out" : false,
"match_all": {} v "_shards” : {
. } "total” 5,
-} "successful” : 5,
"skipped” : @,
"failed" : @
)
n
_type” @ "
'_id" "V8D@KnUBBsZ7Mms_YRGU",
- T il.e,
'_source” : {
"id" @ 3,
“name” : "wangwu”,
"birth" : "1992-@1-@81",
“addr” : "No.699 wangshang Rd, binjiang, hangzhou™
¥
s
1
_index "maptest”,
"t : "_doc”
'_id" "WMDEKNUBBSZ7Mms_YRGU",
" 1.8,
_ e” i ]
' 3
¢ "lisi”,
"o "1991-81-817,
r" : "No.556, xixi Rd, xihu, hangzhou"
1
{
. : "maptest”,
| _ _doc”,
- WcDeKnUBBsZ7Mms_YRGU",
_ :1l.e,
- "
- 11,
" : "zhangsan”,
" i "199e-e1-81",
: "No.969, wenyixi Rd, yuhang, hangzhou"
T 1
Summary

This topic describes how to use ES-Hadoop to write data to Elasticsearch by running a MapReduce task
in an EMR cluster. You can also run a MapReduce task to read data from Elasticsearch. The
configurations for data read operations are similar to those for data write operations. For more
information, see Reading data from Elasticsearch in open source Elasticsearch documentation.

6.3. Use ES-Hadoop to enable Apache
Spark to write data to and read data
from Alibaba Cloud Elasticsearch

Apache Spark is a general-purpose framework for big data computing and has all the computing
advantages of Hadoop MapReduce. The difference is that Spark caches data in memory to enable fast
iterations of large datasets. This way, data can be directly read fromthe cache instead of disks. T his
enables Spark to provide higher processing performance than MapReduce. T his topic describes how to
enable Sparkto write data to and read data from Alibaba Cloud Elasticsearch by using Elasticsearch-
Hadoop (ES-Hadoop).

Preparations

1. Create an Alibaba Cloud Elasticsearch cluster and enable the Auto Indexing feature for the cluster.
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For more information, see Create an Alibaba Cloud Elasticsearch cluster and Access and configure
an Elasticsearch cluster. In this topic, an Elasticsearch V6.7.0 cluster is created.

) Notice Ina production environment, we recommend that you disable the Auto Indexing
feature. You must create an index and configure mappings for the index in advance. The
Elasticsearch cluster used in this topic is only for tests. Therefore, the Auto Indexing feature is

enabled.

2. Create an E-MapReduce (EMR) cluster in the virtual private cloud (VPC) where the Elasticsearch
cluster resides.

EMR cluster configuration:
o EMR Version: Select EMR-3.29.0.
o Required Services: Spark (2.4.5) is one of the required services. Default settings are retained for

other services.

For more information, see Create a cluster.

) Notice By default, 0.0.0.0/0 is specified in the private IP address whitelist of the
Elasticsearch cluster. You can view the whitelist configuration on the cluster security
configuration page. If the default setting is not used, you must add the private IP address of
the EMR cluster to the whitelist.
o For more information about how to obtain the private IP address of the EMR cluster, see
View the cluster list and cluster details.
o Formore information about how to configure the private IP address whitelist of the

Elasticsearch cluster, see Configure a public or private IP address whitelist for an
Elasticsearch cluster. The IP addresses in the whitelist can be used to access the

Elasticsearch cluster over a VPC.

3. Prepare a Java environment. The JDK version must be 1.8.0 or later.

Compile and run a Spark job

1. Prepare test data.

i. Logontothe EMR console and obtain the IP address of the master node of the EMR cluster.
Then, use SSHto log onto the Elastic Compute Service (ECS) instance that is indicated by the
IP address.

For more information, see Log on to a cluster.

ii. Write the test datato afile.
In this example, the following JSON-formatted test data is writtento the Attp log.txt file:

{"id": 1, "name": "zhangsan", "birth": "1990-01-01", "addr": "No.969, wenyixi Rd, y

uhang, hangzhou"}
{"id": 2, "name": "lisi", "birth": "1991-01-01", "addr": "No.556, xixi Rd, xihu, ha

ngzhou"}
{"id": 3, "name": "wangwu", "birth": "1992-01-01", "addr": "No.699 wangshang Rd, bi

njiang, hangzhou"}
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iii. Runthe following command to upload the file to the tmp/hadoop-es directory on the master
node of the EMR cluster:

hadoop fs -put http log.txt /tmp/hadoop-es

2. Add POM dependencies.

Create aJava Maven project and add the following POM dependencies to the pom.xml file of the
project:

<dependencies>

<dependency>
<groupld>org.apache.spark</groupId>
<artifactId>spark-core 2.12</artifactId>
<version>2.4.5</version>

</dependency>

<dependency>
<groupId>org.apache.spark</groupId>
<artifactId>spark-sql 2.11</artifactId>
<version>2.4.5</version>

</dependency>

<dependency>
<groupld>org.elasticsearch</groupId>
<artifactId>elasticsearch-spark-20_ 2.11</artifactId>
<version>6.7.0</version>

</dependency>

</dependencies>

) Notice Make sure that the versions of POM dependencies are consistent with those of
the related Alibaba Cloud services. For example, the version of elasticsearch-spark-20 2.11 is

consistent with that of your Elasticsearch cluster, and the version of spark-core_2.12is
consistent with that of HDFS.

3. Compile code.

> Document Version: 20220614 195



Best Practices-Using ES-Hadoop Elasticsearch

i. Write data

The following sample code is used to write the test data to the company index of the
Elasticsearch cluster:

import
import
import
import
import
import
import
import
import
import

public

java.util.Map;
java.util.concurrent.atomic.AtomicInteger;
org.apache.spark.SparkConf;
org.apache.spark.SparkContext;
org.apache.spark.api.java.JavaRDD;
org.apache.spark.api.java.function.Function;
org.apache.spark.sql.Row;
org.apache.spark.sqgl.SparkSession;
org.elasticsearch.spark.rdd.api.java.JavaEsSpark;
org.spark project.guava.collect.ImmutableMap;

class SparkWriteEs {

public static void main(String[] args) {

xt")

SparkConf conf = new SparkConf () ;

conf.setAppName ("Es-write") ;

conf.set ("es.nodes", "es-cn-n6wlolxOw00lc****.elasticsearch.aliyuncs.com") ;
conf.set ("es.net.http.auth.user", "elastic");
conf.set ("es.net.http.auth.pass", "xxxxxx");

conf.set

(
(

conf.set ("es.nodes.wan.only", "true");
("es.nodes.discovery", "false");
(

conf.set ("es.input.use.sliced.partitions","false");
SparkSession ss = new SparkSession (new SparkContext (conf));
final AtomicInteger employeesNo = new AtomicInteger (0);

//Replace /tmp/hadoop-es/http log.txt with the actual path of your test dat
JavaRDD<Map<Object, ?>> javaRDD = ss.read() .text ("/tmp/hadoop-es/http log.t

.javaRDD () .map ( (Function<Row, Map<Object, ?>>) row -> ImmutableMap.

of ("employees" employeesNo.getAndAdd (1), row.mkString())):;

JavaEsSpark.saveToEs (javaRDD, "company/ doc");
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ii. Read data

The following sample code is used to read and display the test data that is writtento the
Elasticsearch cluster:

import org.apache.spark.SparkConf;
import org.apache.spark.api.java.JavaPairRDD;
import org.apache.spark.api.java.JavaSparkContext;
import org.elasticsearch.spark.rdd.api.java.JavaEsSpark;
import Java.util.Map;
public class ReadES {

public static void main(String[] args) {

SparkConf conf = new SparkConf () .setAppName ("readEs") .setMaster ("local[*]"

.set ("es.nodes", "es-cn-nbwlolx0w00lc**** _ elasticsearch.aliyuncs.co

m")
.set ("es.port", "9200")
.set ("es.net.http.auth.user", "elastic")
.set ("es.net.http.auth.pass", "xxxxxx")
.set ("es.nodes.wan.only", "true")
.set ("es.nodes.discovery", "false")
.set ("es.input.use.sliced.partitions"”,"false")
.set ("es.resource", "company/ doc")
.set ("es.scroll.size","500");
JavaSparkContext sc = new JavaSparkContext (conf) ;
JavaPairRDD<String, Map<String, Object>> rdd = JavaEsSpark.esRDD (sc) ;
for ( Map<String, Object> item : rdd.values().collect()) {
System.out.println (item) ;
}
sc.stop () ;
}
}
Parameters
Parameter Default value Description
The endpoint that is used to access the
Elasticsearch cluster. We recommend that you use
es.nodes localhost the int.ernal endpoinf[. You can gbtain the internal
endpoint on the Basic Information page of the
Elasticsearch cluster. For more information, see
View the basic information of a cluster.
es.port 9200 The port number that is used to access the

Elasticsearch cluster.
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Parameter Default value
es.net.http.auth.user elastic
es.net.http.auth.pass /
es.nodes.wan.only false
es.nodes.discovery true

Description

The username that is used to access the
Elasticsearch cluster.

@ Note If you use the elastic account to
access your Elasticsearch cluster and then
reset the password of the account, it may
require some time for the new password to
take effect. During this period, you cannot
use the elastic account to access the cluster.
Therefore, we recommend that you do not
use the elastic account to access an
Elasticsearch cluster. You can log on to the
Kibana console and create a user with the
required role to access an Elasticsearch
cluster. For more information, see Use the
RBAC mechanism provided by Elasticsearch X-
Pack to implement access control.

The password that corresponds to the elastic
username. The password is specified when you
create the Elasticsearch cluster. If you forget the
password, you can reset it. For more information,
see Reset the access password for an
Elasticsearch cluster.

Specifies whether to enable node sniffing when
the Elasticsearch cluster uses a virtual IP address
for connections. Valid values:

o true: indicates that node sniffing is enabled.

o false: indicates that node sniff is disabled.

Specifies whether to prohibit the node discovery
mechanism. Valid values:

o true: indicates that the node discovery
mechanism is prohibited.

o false: indicates that the node discovery
mechanism is not prohibited.

€D Notice If you use Alibaba Cloud
Elasticsearch, you must set this parameter to
false.
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Parameter Default value Description

Specifies whether to use partitions. Valid values:

o true: indicates that partitions are used. In this
case, more time may be required for the index
read-ahead phase. The time required for this

fe.s.lnput.use.sllced.part true phase may be longer than the time required for

Itions data queries. To improve query efficiency, we
recommend that you set this parameter to
false.

o false: indicates that partitions are not used.

Specifies whether the system creates an index in
the Elasticsearch cluster when you use ES-Hadoop
to write data to the cluster. Valid values:

o true: indicates that the system creates an index
in the Elasticsearch cluster.

es.index.auto.create true

o false: indicates that the system does not
create an index in the Elasticsearch cluster.

The name and type of the index on which data

es.resource / . .
read or write operations are performed.

The mappings between the field names in the
es.mapping.names / table and those in the index of the Elasticsearch
cluster.

For more information about the configuration items of ES-Hadoop, see open source ES-Hadoop
configuration.

4. Compress the code into a JAR package and upload it to an EMR client, such as the master node in
the EMR cluster or the gateway cluster that is associated with this EMR cluster.

5. Onthe EMR client, run the following Spark jobs:
o Write data

cd /usr/lib/spark-current
./bin/spark-submit --master yarn --executor-cores 1 --class "SparkWriteEs" /root/spa

rk es.jar

) Notice Replace /root/spark es.jarwith the path to which you have uploaded your JAR
package.

o Read data

cd /usr/lib/spark-current
./bin/spark-submit --master yarn --executor-cores 1 --class "ReadES" /root/spark es

.jar
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Afterthe datais read, the result shown in the following figure is returned.

[Executor task launch worker for task @] Executor: Adding file:/tmp/spark-383278 -I /userFiles-8d764
[Executor task launch worker for task @] Executor: Finished task ©.8 in stage 0.8 ( . 1274 bytes result sent to driver
[task-result-getter-@] TaskSetManager: Finished task @.@ in stage .8 (TID @) in 544 ms on localhost (executor driver) (1/1)
[task-result-getter-@] TaskSchedulerImpl: Removed TaskSet @.@, whose tasks have all completed, from pool
[dag-scheduler-event-loop] DAGScheduler: ResultStage @ (collect at ReadES.java:26) finished in @.691 s
[main] DAGScheduler: Job @ finished: collect at ReadES.java:26, toock 8.761197 s

", "birth": "1998-81-@1", "addr”: "No0.969, wenyixi Rd, yuhang, hangzhou"}}

56, xixi Rd, xihu, hangzhou™}}

" " No.699 wangshang Rd, binjiang, hangzhou™}}
[main] SparkUI: Stopped Spark web UI at http:// 14841
[dispatcher-event-loop-1] MapOutputTrackerMasterEndpoint: MapOutputTrackerMasterEndpoint stopped!
[main] MemoryStore: MemoryStore cleared
[main] BlockManager: BlockManager stopped
[main] BlockManagerMaster: BlockManagerMaster stopped
[dispatcher-event-loop-1] OutputCommitCoordinator$QutputCommitCoordinatorEndpoint: QutputCommitCoordinator stopped!
[main] SparkContext: Successfully stopped SparkContext
[pool-1-thread-1] ShutdownHookManager: Shutdown hook called
[pool-1-thread-1] ShutdownHookManager: Deleting directory /tmp/spark-383278cd- 4clc-b4b6-
[pool-1-thread-1] ShutdownHookManager: Deleting directory /tmp/spark-72515c56- 4b36-942c-

Verify results

1. Log onto the Kibana console of the Elasticsearch cluster.
For more information, see Log on to the Kibana console.
2. Inthe left-side navigation pane, click Dev Tools.

3. Onthe Console tab of the page that appears, run the following command to query the data that
is written by a Spark job:

GET company/ search

{
uqueryu: {
"match all": {}

If the command is successfully run, the result shown in the following figure is returned.

Console Search Profiler Grok Debugger

“name”: “zhangsan”, “birth": "1096-81-61", "addr": "No.969, wenyixi Rd, yuhang, hangzhou”}"""

Summary

This topic describes how to use ES-Hadoop to write data to and read data from Alibaba Cloud
Elasticsearch by running Spark jobs in an EMR cluster. After ES-Hadoop is integrated with Spark, ES-
Hadoop supports Spark datasets, resilient distributed datasets (RDDs), Spark Streaming, Scala, and
Spark SQL. You can configure ES-Hadoop based on your requirements. For more information, see
Apache Spark support.
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7.Log synchronization and
analysis

7.1. Overview of log synchronization
and analysis

When applications are running, various types of logs are generated. You can collect the desired log
data and transfer the collected data to Alibaba Cloud Elasticsearch. Then, you can query and analyze
the data. This topic provides an overview of best practices for log synchronization and analysis to meet
your business requirements in various scenarios.

Best practice Description

The typical log collection mode of Elastic Stack is used. Use Alibaba
Use Filebeat to collect Apache Cloud Filebeat to collect Apache log data. Then, use Alibaba Cloud
log data Logstash to filter the collected data and transfer the processed data
to an Alibaba Cloud Elasticsearch cluster for queries and analysis.

Use the logstash-input-sls plug-
into obtain logs from Log
Service

Use the logstash-input-sls plug-in to obtain logs from Log Service and
transfer them to Alibaba Cloud Elasticsearch for queries and analysis.

Use self-managed Filebeat to collect and send MySQL logs to Alibaba
Cloud Elasticsearch. Then, query, analyze, and present these logs in the
Kibana console in a visualized manner.

Use user-created Filebeat to
collect MySQL logs

Use Alibaba Cloud Elasticsearch Use Rsbeat to collect and send Redis slow logs to Alibaba Cloud
and Rsbeat to analyze Redis slow Elasticsearch. Then, perform graphical analysis on the logs in the
logs in real time Kibana console.

7.2. Use user-created Filebeat to
collect MySQL logs

If you want to view and analyze MySQL logs such as slow logs and error logs, you can use Filebeat to
collect MySQL logs. Filebeat then sends the logs to Alibaba Cloud Elasticsearch. You can query, analyze,
and present these logs in the Kibana console in a visualized manner. T his topic describes how to
performthe detailed procedure.

Procedure

1. Preparations

Create an Alibaba Cloud Elasticsearch cluster and an Elastic Compute Service (ECS) instance. The
Elasticsearch cluster is used to receive the MySQL logs that are collected by Filebeat. It also
provides the Kibana console to query, analyze, and present these logs in a visualized manner. The
ECS instance is used to install MySQL and Filebeat.

2. Step 1: Install and configure MySQL
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Install MySQL and configure error log files and slow query log files in the MySQL configuration file.
Then, Filebeat can collect your desired logs.

Step 2: Install and configure Filebeat

Install Filebeat. Filebeat is used to collect MySQL logs and send the logs to your Elasticsearch
cluster. You must enable the MySQL module in Filebeat and specify the URLs that are used to
access your Elasticsearch cluster and the Kibana console of the cluster in the Filebeat configuration
file.

. Step 3: Use the Kibana dashboard to present MySQL logs

Perform a query test and present the error logs and slow query logs that you want to view and
analyze on the dashboard of the Kibana console.

Preparations

e Create an Elasticsearch cluster.

An Elasticsearch V6.7.0 cluster of the Standard Edition is used in this topic. For more information, see
Create an Alibaba Cloud Elasticsearch cluster.

e Create an Alibaba Cloud ECS instance.

An ECS instance that runs Cent QS is used in this topic. For more information, see Create an instance by
using the wizard.

Step 1: Install and configure MySQL

1.

Connect to the ECS instance.
For more information, see Connect to a Linux instance by using a password.

Download and install the MySQL source.

wget http://repo.mysql.com/mysgl-community-release-el7-5.noarch.rpm

rpm -ivh mysgl-community-release-el7-5.noarch.rpm

. Install MySQL.

yum install mysqgl-server

. Start MySQL and check its status.

systemctl start mysgld
systemctl status mysqgld

. Configure error log files and slow query log files in the my.cnf file.

@ Note By default, the configuration of log files in MySQL is disabled. You must manually
enable the log file configuration. You can also enable temporary slow logs by running a MySQL
command.

i. Openthe my.cnf file.

vim /etc/my.cnf
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ii. Configure log files.

[mysqld]

log queries not using indexes = 1

slow query log=on

slow query log file=/var/log/mysql/slow-mysgl-query.log
long query time=0

[mysqgld safe]

log-error=/var/log/mysqgl/mysqgld.log

Parameter Description

Specifies whether to record a query for which no indexes are
specified as a slow query log. 1: indicates that the system

log queries not using i - : "
records a query for which no indexes are specified as a slow

d
R query log. 0: indicates that the system does not record a query
for which no indexes are specified as a slow query log.
Specifies whether to enable slow query logs. on: indicates that
slow_query log slow query logs are enabled. off: indicates that slow query logs
are disabled.
slow query log file Specifies the storage path of slow query logs.

Specifies the time threshold used to define a slow query log.

Unit: seconds. When the query time exceeds the threshold, the

MySQL database writes the query into the file that is specified by
slow query log file

long query time

Q) Notice For the convenience of the test, the value of
this parameter is set to 0. You can specify this parameter
based on your business requirements.

iii. Create log files.

mkdir /var/log/mysql
touch /var/log/mysqgl/mysqgld.log
touch /var/log/mysql/slow-mysgl-query.log

P Notice MySQL does not automatically create log files. You must manually create the
log files.

iv. Grant read and write permissions on the log files to all users.

chmod 777 /var/log/mysqgl/slow-mysgl-query.log /var/log/mysqgl/mysgld.log

Step 2: Install and configure Filebeat
1. Log onto the Kibana console of your Elasticsearch cluster.
For more information, see Log on to the Kibana console.

2. Inthe Visualize and Explore Data section, click Logs.
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3. Onthe page that appears, click View setup instructions.
4. Onthe Add Data to Kibana page, click MySQL logs.
5. Inthe Getting Started section, click the RPM tab.

@ Note The Linux operating system s used in this topic. Therefore, RPM is selected. You
can select an appropriate installation method based on your operating system.

6. Install Filebeat on your ECS instance as prompted.

7. Modify the configuration of the MySQL module and specify the files of the error logs and slow logs
that you want to collect.

i. Enable the MySQL module.

sudo filebeat modules enable mysqgl

ii. Openthe mysgl.ymlfile.

vim /etc/filebeat/modules.d/mysql.yml
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iii. Modify the configuration of the MySQL module.

mysql

- module: mysqgl
# Error logs
error:

enabled: true

var.paths: ["/var/log/mysqgl/mysqgld.log"]

# Set custom paths for the log files. If left empty,

# Filebeat will choose the paths depending on your OS.

#var.paths:
# Slow logs
slowlog:

enabled: true

var.paths: ["/var/log/mysgl/slow-mysgl-query.log"]

# Set custom paths for the log files. If left empty,

# Filebeat will choose the paths depending on your OS.

#var.paths:

Parameter

enabled

var.paths

8. Configure the filebeat.yml file.
i. Openthe filebeat.yml file.

Description
Set this parameterto true

Set this parameter to the path of the log file. The path must be
the same as the path that is specified in the MySQL configuration
file. For more information, see Step 1: Install and configure
MySQL.

vim /etc/filebeat/filebeat.yml
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ii. Modify the configuration of Filebeat modules.

fetc/filebeat/modules.d/mysql.yml

filebeat.config.modules:
# Glob pattern for configuration loading
path: /etc/filebeat/modules.d/mysql.yml
# Set to true to enable config reloading
reload.enabled: true
# Period on which files under path should be checked for changes

reload.period: 1s

ii. Modify the configuration of Kibana.

setup.kibana:

host: "https://es-cn-0ppljxvcl000***** kibana.elasticsearch.aliyuncs.com:5601"

nhost :the URLthat is used to access the Kibana console. You can obtain the URL on the
Kibana configuration page. For more information, see View the public endpoint of the Kibana
console. Specify the URLinthe format of <Public endpoint of the Kibana console>:5601
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iv. Modify the configuration of the Elasticsearch cluster.

output.elasticsearch:

# Array of hosts to connect to.

hosts: ["es-cn-0Oppljxvcl000***** elasticsearch.aliyuncs.com:9200"]
# Optional protocol and basic auth credentials.

#protocol: "https"

username: "elastic"

password: "<your password>"

Parameter Description

The URL that is used to access your Elasticsearch cluster. Specify
the URL inthe format of <Internal or public endpoint of
the Elasticsearch cluster>:9200 .You canobtainthe
internal or public endpoint on the Basic Information page of the
cluster. For more information, see View the basic information of
a cluster.

hosts @ Note If the ECS instance and Elasticsearch cluster
reside in the same Virtual Private Cloud (VPC), use the
internal endpoint. Otherwise, use the public endpoint. If you
use the public endpoint to access the Elasticsearch cluster,
you must configure a whitelist for access to the
Elasticsearch cluster over the Internet. For more information,
see Configure a public or private IP address whitelist for an
Elasticsearch cluster.

The username that is used to access the Elasticsearch cluster.

username ;
Default value: elastic.
The password that corresponds to the elastic username. The
password is specified when you create your Elasticsearch cluster.
bassword If you forget the password, you can reset it. For more

information about the precautions and procedures for resetting
a password, see Reset the access password for an Elasticsearch
cluster.

9. Runthe following command to start Filebeat.

sudo filebeat setup

sudo service filebeat start
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Step 3: Use the Kibana dashboard to present MySQL logs

1.

Restart MySQL in the ECS instance and query logs for tests.

Run the following command to restart MySQL:

systemctl restart mysqgld

2. View the queried logs.

208

The following figures show the queried logs.

Slow logs

[root@z1l-test003 ~]# tail -50 /var/log/mysql/slow-mysqgl-query.log
# Query_time: 0.000385 Lock_time: 0.000000 Rows_sent: O Rows_examined:
SET timestamp=1590720469;

]

User@Host:

SET timestamp=1590720469;

]

User@Host:
Query_time: 0.000214 Lock_time: 0.000048 Rows_sent: 5

SET timestamp=1590720469;

SELECT * from student;

Time:

User@Host:

200529 10:47:52

SET timestamp=1590720472;

SELECT * from runoob_tbl WHERE runoob_author='
# User@Host: root[root] @ localhost [] Id: 2

Query_time: 0.000171 Lock_time: 0.000075 Rows_sent: 2

SET timestamp=1590720472;
SELECT * from runoob_tbl WHERE runoob_author=
: 200529 10:47:53

Time:

User@Host:

# Query_time: 0.000149 Lock_time: 0.000075 Rows_sent: 2
SET timestamp=1590720473;

root[root] @ localhost [] Id: 2
Query_time: 0.000138 Lock_time: 0.000000 Rows_sent: ©

root[root] @ localhost [] Id: 2

root[root] @ localhost [] Id: 2
Query_time: 0.000231 Lock_time: 0.000117 Rows_sent: 2

root[root] @ localhost [] Id: 2

SELECT * from runoob_tbl WHERE runoob_author="3Z
; 200529 10:47:56

Time:

User@Host:
Query_time: 0.000039 Lock_time: 0.000000 Rows_sent: O

SET timestamp=1590720476;

[root@zl-testfO3

-05-
-05-
-05-
-05-
-05-
-05-
-05-
-05-
-05-
-05-
-05-
-05-
-05-
-05-
-05-
-05-
-05-

200529 10:47:45 mysqld_safe mysqld from pid file /var/run/mysqld/mysqld.pid ended

29
29
29
29
29
29
29
29
29
29
29
29
29
29
29
29
29

10:
10:
10:
10:
10:
10:
10:
10:
10:
10:
10:
10:
10:
10:
10:
10:
10:

LYR
47
47:
47:
LYR
47
47:
47:
47:
47
47:
LYR
47
47:
47:
LYR
47

root[root] @ localhost [] Id: P

~]# tail -50 /var/log/mysql/mysqld.log

Shutting down plugin ‘INNODB_LOCKS'
Shutting down plugin 'INNODB_TRX'
Shutting down plugin 'InnoDB'
InnoDB: FTS optimize thread exiting.
InnoDB: Starting shutdown...

InnoDB: Shutdown completed; log sequence number 1666138

Lx]
43
43
43
Lx]
45
45
45
45
45
45
45
45
45
45
45
45

4240
4240
4240
4240
4240
4240
4240
4240
4240
4240
4240
4240
4240
4240
4240
4240
4240

[Notel]
[Note]
[Note]
[Note]
[Notel]
[Note]
[Note]
[Note]
[Note]
[Note]
[Note]
[Notel]
[Note]
[Note]
[Note]
[Notel]
[Note]

Shutting
Shutting
Shutting
Shutting
Shutting
Shutting
Shutting
Shutting
Shutting
Shutting

down
down
down
down
down
down
down
down
down
down

plugin
plugin
plugin
plugin
plugin
plugin
plugin
plugin
plugin
plugin

'BLACKHOLE"*

*ARCHIVE®

'MRG_MYISAM'

‘MyISAM'

*MEMORY *

sV

‘sha256_password'
‘mysql_old_password’
‘mysql_native_password’
‘binlog’

/usr/sbin/mysqld: Shutdown complete

200529 10:47:45 mysqld_safe Logging to '/var/log/mysql/mysqld.log’.
200529 10:47:45 mysqld_safe Starting mysqld daemon with databases from /var/lib/mysql

2020-05-29 10:47:45 0 [Warning] TIMESTAMP with implicit DEFAULT value is deprecated. Please use --explicit_def]
_timestamp server option (see documentation for more details).
2020-05-29 10:47:45 @ [Note] /usr/sbin/mysqld (mysqld 5.6.48-log) starting as process 21710 ...

2020-05-29 10:47:45 21710 [Warning] Buffered warning: Changed limits: max_open_files: 1024 (requested 5000)

19, % }%I;

Rows_examined:

Rows_examined:

Rows_examined:

Rows_examined:

Rows_examined:

Rows_examined:
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3. Log onto the Kibana console of your Elasticsearch cluster.
For more information, see Log on to the Kibana console.
4. Inthe left-side navigation pane, click Dashboard.
5. Onthe Dashboards page, click[Filebeat MySQL] Overview.
6. Select atime range in the upper-right corner and view the logs in the time range.
Dashboard / [Filebeat MySQL Overview Fulscreen  share Clone  Edit  Documentation  CAutorefresh < >

Add afilter +

Slow queries over time [Filebeat MySQL Error logs over time [Filebeat MySQL]

ies [Filebeat MySQL] Error logs [Filebeat MySQL]

7.3. Use Alibaba Cloud Elasticsearch
and Rsbeat to analyze Redis slow logs
in real time

Redis is a widely used key value database that delivers high performance. Redis is single threaded.
Inappropriate use of Redis may cause slow queries. Excessive slow queries or a slow query that takes a
long time, such as 20 seconds, may block an operation queue or cause services to be unavailable. In this
case, you must collect and analyze Redis slow logs in real time to locate and handle exceptions. T his
topic describes how to use Alibaba Cloud Elasticsearch and Rsbeat to analyze Redis slow logs in real
time.

Context

You can use Rsbeat to collect and send Redis slow logs to Elasticsearch. Then, use graphs to analyze
the logs inthe Kibana console. Terms:

e Elasticsearch: a Lucene-based, distributed, and real-time search and analytics engine. It is an open
source product released under the Apache License. Elasticsearch is a popular search engine for
enterprises. Elasticsearch provides distributed services and allows you to store, query, and analyze
large amounts of datasets in near real time. It is typically used as a basic engine ortechnology to
support complex queries and high-performance applications.
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Alibaba Cloud Elasticsearch is compatible with open source Elasticsearch features, such as Security,
Machine Learning, Graph, and Application Performance Management (APM). Alibaba Cloud
Elasticsearch is released in 5.5.3, 6.3.2, 6.7.0, 6.8.0, and 7.4.0 versions. It supports the commercial plug-
in X-Pack and is ideal for scenarios that involve data analytics and searches. Alibaba Cloud
Elasticsearch implements ent erprise-grade access control, security monitoring and alerting, and
automated reporting based on the features of open source Elasticsearch. Alibaba Cloud
Elasticsearch is used in this topic, For more information, see what is Alibaba Cloud Elasticsearch?.

Rsbeat: a data shipper that is used to collect and analyze Redis slow logs. For more information, see
open source Rsbeat documentation.

Redis: an open source, in-memory data structure store. It can be used as a database, cache, and
messaging middleware. For more information, see open source Redis documentation.

ApsaraDB for Redis is a database service that is compatible with native Redis protocols. It supports
hybrid storage that combines memory and hard disks. ApsaraDB for Redis provides a high-availability
hot standby architecture and can scale to meet requirements for read and write operations that
require high performance. ApsaraDB for Redis is used in this topic. For more information, see what is
ApsaraDB for Redis?.

Procedure

1.

Preparations

Create an Alibaba Cloud Elasticsearch cluster, an ApsaraDB for Redis instance, and an Elastic
Compute Service (ECS) instance in the same virtual private cloud (VPC).

2. Step 1: Configure slow query parameters for the ApsaraDB for Redis instance

Configure the conditions to generate Redis slow logs and specify the maximum number of slow
logs that can be recorded based on your requirements.

3. Step 2: Install and configure Rsbeat

Install Rsbeat on the ECS instance and specify the ApsaraDB for Redis instance and Alibaba Cloud
Elasticsearch cluster you created in the Rsbeat configuration file.

4. Step 3: Analyze the Redis slow logs in the Kibana console by using graphs

View the details about the Redis slow logs in the Kibana console and analyze the logs as required.

Preparations

1

. Create an Alibaba Cloud Elasticsearch cluster and enable the Auto Indexing feature forthe cluster.

For more information, see Create an Alibaba Cloud Elasticsearch cluster and Configure the YML file.
An Elasticsearch V6.7.0 cluster of the Standard Edition is used in this topic.

2. Create an ApsaraDB for Redis instance.

For more information, see Step 1: Create an ApsaraDB for Redis instance. An ApsaraDB for Redis
V5.0 instance of the Community Edition is used in this topic. This instance resides in the same VPC as
the Elasticsearch cluster. This allows you to access the Elasticsearch cluster over an internal
network.

3. Create an ECS instance.

For more information, see Create an instance by using the wizard. An ECS instance that runs an
image of 64-bit CentOS 7.6 is used in this topic. This instance resides in the same VPC as the
ApsaraDB for Redis instance and Elasticsearch cluster.

4. Configure a whitelist for access to the ApsaraDB for Redis instance.
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Add the internal IP address of the ECS instance to the whitelist of the ApsaraDB for Redis instance.
For more information, see Configure whitelists.

Step 1: Configure slow query parameters for the ApsaraDB for Redis
instance

1. Log onto the ApsaraDB for Redis console.
2. Inthe top navigation bar, select a region.

3. OnthelInstances page, find your desired ApsaraDB for Redis instance and click its ID or choose , >

=
-

Manage inthe Actions column.
4. Inthe left-side navigation pane, click System Parameters.

5. Inthe System Parameters section, find the slowlog-log-slower-than and slowlog-max-len
parameters. Then, modify these parameters based on your requirements.

Parameter Description Example

If the runtime of a command
exceeds the value of this
parameter, the command is
defined as a slow query and
recorded as a slow log. The
runtime does not include the
time spent in queuing. Unit:
microseconds. Default value:

This parameter is set to 20000
10000 (10 milliseconds).

in this topic. This value indicates

slowlog-log-slower-than that a command whose runtime
) Notice If you set exceeds 20 milliseconds is
this parameterto a recorded as a slow log.

negative number, ApsaraDB
for Redis does not record
slow queries as slow logs.
If you set this parameter to
0, ApsaraDB for Redis
records all commands.

The maximum number of slow
query commands that can be
recorded as slow logs. If the
number of commands that are
recorded exceeds the value of
this parameter, ApsarabDB for
Redis deletes the earliest slow
logs.

This parameter is set to 100 in
this topic. This value indicates
that ApsaraDB for Redis records
the latest 100 slow query
commands as slow logs.

slowlog-max-len

Step 2: Install and configure Rsbeat

1. Connect to the ECS instance.
For more information, see Connect to an ECS instance.

2. Install Rsbeat.
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Rsbeat 5.3.2 is used in this topic.

wget https://github.com/Yourdream/rsbeat/archive/master.zip

unzip master.zip
3. Modify the configuration of Rsbeat.
i. Run the following command to open the rsbeat.yml file.

cd rsbeat-master

vim rsbeat.yml

ii. Modify the configurations inthe rsbeat and output.elasticsearch sections based on the
following instructions and save the modifications.

Configurations in the rsbeat section
Parameter Description

The interval at which Rsbeat sends Redis slow logs to the

eriod .
P Elasticsearch cluster.
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Parameter Description

The endpoint that is used to connect to the ApsaraDB for Redis
instance. For more information, see View endpoints.

Ej) Notice The password that is used to access the
ApsaraDB for Redis instance is not specified in the
configuration file of Rsbeat. To enable Rsbeat to access the
ApsaraDB for Redis instance, you must enable password-
free access after you obtain the endpoint. For more
information, see Enable password-free access.

redis

The time that is required to send the config set slowlog-lo
slowerThan g-slower-than command to the Redis server. Unit:
microseconds.

Configurations in the out put.elasticsearch section
Parameter Description

The endpoint that is used to access the Elasticsearch cluster.
You can obtain the endpoint on the Basic InNformation page of
the Elasticsearch cluster. For more information, see View the
basic information of a cluster.

hosts

The username that is used to access the Elasticsearch cluster.
username ) .
The default username id elastic.
The password that corresponds to the username. The password
is specified when you create you Elasticsearch cluster. If you
forget the password, you can reset it. For more information
about the precautions and procedures for resetting the
password, see Reset the access password for an Elasticsearch
cluster.

password

Specifies whether the Rsbeat-created index template that has
the same name as the index template of the Elasticsearch
cluster overwrites the index template of the Elasticsearch
cluster. Default value: true.

template.overwrite

4. Start the Rsbeat service.

./rsbeat.linux.amd64 -c rsbeat.yml -e -d "*"

Step 3: Analyze the Redis slow logs in the Kibana console by using
graphs
1. Log onto the Kibana console of your Elasticsearch cluster.
For more information, see Log on to the Kibana console.
2. Create anindex pattern.
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iv. Inthe section that appears, enter an index pattern name in the Index pattern field and click
Next step.

Create index pattern

Kibana uses index patterns to retrieve data from Elasticsearch indices for things like visualizations. ¥ Include system indices

Step 1 of 2: Define index pattern

Index pattern

rsheat-*

You can use a * as a wildcard in your index pattern,
You can't use spaces or the characters \, /,2,", <, >, |. » Nextstep

~ Success! Your index pattern matches 1 index.

rsbeat-2020.07.14

V.
Vi.
3. View the details about the Redis slow logs.
i. Inthe left-side navigation pane, click Discover.
ii. Inthe left part of the page, select rsbeat-* fromthe drop-down list below Add a filter.

iii. Inthe upper-right corner of the page, select a time range and view the details about the Redis
slow logs during the time range.

2,843 hits New Save Open Share Inspect CAuto-refresh < [@Last24hours| >
>_ Search... (e.g. status:200 AND extension:PHP) Options.
Add a filter 4

- uty 1402020, 100439257 -l 150 2020, 100439257 Ao

Selected fields

Available fields % B
© @umestamp
] o
11:00 1400 700 0 0201
¢ _index
# sco
Time _source

€ e

b July 15tn 2020, 09:53:26.000 : July 15th 2020, o = e @
t args

6379 key: sl E

> July 15tn 2020, 09:53:26.000  grip, i July 15th 2020, 09:53:26.000 a 5.1.3 cnd: REPLCONF duration: 3 ext

.redis.rds. StUIBO-SnO-20HG7 _type:

A e > July 15th 2020, 09:53:26.000  gtimestamp: July 15th 2020, 09:53:26.000 args: 116932 beat.hostname: VM1 beat.name: VMO1 beat.version 5.1.3 cnd: REPLCONF duration: 1 extraTime: 2020-07-15T91:53:267
dpport: r- -redis.rds con:6379 key: ACK slould: 230,29 type: rsoest _id: VHStUHUBO-ShO-zHG7 _type: rsbest _index: rsbeat-2020.07.15 _score:
& extraTim
¢ ipPorc
e b July 15th 2020, 09:53:26.000  gtimestamp: July 15tn 2020, 09:53:26.000 5.1.3 cnd: REPLCONF duration: 1 extraTime: 2020-07-15T01:53:267
dpports r- .redis. rds. aliyuncs.coni6379 StURPBO-ShO-2iGT _type: index: rsbeat-2020.67.15 _scores
# slowld
€ ope
b July 15th 2020, 09:53:26.000  grimestamp: July 15tn 2020, 09:53:25.000 args: 116874 beat.nostname: VINB1 beat.name: VMB1 beat.version 5.1.3 cmd: REPLCONF duration: 1 extraTime: 2020-87-15T01:53:267
dpport: r- redis.rds con:6379 key: ACK slould: 229,607 type: rsest _id: dXStUHUEO-ShO-zHG7 _type: rsbest _index: rsbeat-2020.07.15 _score:

4. Record the top 10 keys with the largest number of Redis slow logs and arrange them in descending
order.

i. Inthe left-side navigation pane, click Visualize.

ii. Onthe Visualize page, clickthe icon.
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jii. Inthe New Visualization dialog box, click Pie.

New Visualization

QU Filter
E —
L o=t 9
Area Controls Coordinate Data Table
Map
) 0 &3 =
Gauge Goal Heat Map Horizontal Bar

|/ T &

Line Markdown Metric Pie

| = @ -

Region Map Tag Cloud Timelion Vega

lil i

Vertical Bar Visual Builder
iv. Inthe From a New Search, Select Index Section, click rsbeat-*.
From a New Search, Select Index

Q Filter... 5ofs

Name =
kafka-*
product
filebeat-*

hotmovies
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v. Configure Metrics and Buckets based on the following figure.

Metrics

n Slice Size

Aggregation

Count

Custom Label

slowlog#iE

Buckets

n Split Slices

Aggregation
Terms

Field

key

Order By

metric: slowlog# g

Order

Descend

Count help

-

1 Advanced

© [x]
Terms help

-

Group other values in separate bucket (3

Show missing values @
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vi. Clickthe H icon to view the result.

i

@ Note For more information about the usage notes of the Kibana console, see
Kibana User Guide.
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8.Collect data
8.1. Overview of best practices for

server data collection

When applications are running, various types of data are generated, such as log data, system metric
data, audit framework data, detection status data, and application performance monitoring (APM)
data. You can select a solution based on your business requirements and business environment to
collect the desired data and transfer the collected data to Alibaba Cloud Elasticsearch. T his topic
provides an overview of best practices for server data collection.

Best practice

Data collection for Alibaba Cloud
Elasticsearch

Use Filebeat to collect Apache
log data

Use Metricbeat to collect system
data and NGINX service data

Use Auditbeat to collect system
audit data and monitor file
changes

Use Heartbeat to check ICMP and
HTTP services

Use user-created Metricbeat to
collect system metrics

Use Skywalking to implement
end-to-end monitoring on
Alibaba Cloud Elasticsearch

Use Uptime to monitor Alibaba
Cloud Elasticsearch clusters in
real time

Description

You can use one of the following tools to collect data: Beats,
Logstash, clients, and Kibana.

You can use Filebeat to collect log data and use Logstash to filter the
collected data and transfer the processed data to Elasticsearch for
analysis.

You can use Metricbeat to collect system data and NGINX service data
and generate visual charts.

You can use Auditbeat to collect data from the Linux audit framework,
monitor system file changes, and generate visual charts.

You can use Heartbeat to detect the statuses of Internet Control
Message Protocol (ICMP) and HTTP services and generate visual charts.

You can use Metricbeat to collect the metrics of a machine and send
the collected data to Elasticsearch. Then, you can use Kibana to
analyze and display the data in charts.

You can use SkyWalking to implement end-to-end monitoring on an
Elasticsearch cluster and use Kibana to analyze and view the collected
monitoring data.

You can use Heartbeat to detect the statuses of the HTTP or HTTPS,
TCP, and ICMP services and send the collected data to the Uptime
application in Kibana. Then, the Uptime application monitors the
availability and response time of applications and services in real time
and reports errors before your business is affected.

8.2. Data collection for Alibaba Cloud

Elasticsearch

This topic describes the methods that are used to collect and send data from a variety of data sources
to an Alibaba Cloud Elasticsearch cluster.
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Background information

Elasticsearch is widely used for data search and analytics. Developers and communities use Elasticsearch
in a wide range of scenarios. The scenarios include application search, website search, logging,
infrastructure monitoring, application performance monitoring (APM), and security analytics. Solutions
for these scenarios are provided free of charge. However, before developers use these solutions, they
must import the required data into Elasticsearch.

This topic provides the following common methods to collect data:

e Elastic Beats

Logstash

Clients

e Kibana

Elasticsearch provides a flexible RESTful APIto communicate with client applications. You can call this
RESTful APIto collect, search for, and analyze data. You can also use the APIto manage Elasticsearch
clusters and indexes on the clusters.

Elastic Beats

Elastic Beats consists of a set of lightweight data shippers that can transfer data to Elasticsearch.
These shippers do not incur a number of runtime overheads. Beats can run and collect data on devices
that do not have sufficient hardware resources. The devices include IoT devices, edge devices, or
embedded devices. If you want to collect data but do not have sufficient resources to run a resource-
intensive data shipper, we recommend that you use Beats. Based on data collected by Beats from all
Internet-connected devices, you can quickly identify exceptions, such as system errors and security
issues. Then, you can take measures to deal with these exceptions.

Beats can also be used in systems that have sufficient hardware resources.
You can use Beats to collect various types of data.
e Filebeat

Filebeat can be used to read, preprocess, and transfer data fromfiles. In most cases, you can use
Filebeat to read data from log files. Filebeat can also be used to read data from non-binary files. You
can use Filebeat to read data from other data sources, such as TCP, UDP, container, Redis, and
syslogs. Based on various modules, Filebeat provides an easy way to collect logs of common
applications, such as Apache, MySQL, and Kafka. Then, Filebeat parses the logs to obtain the required
data.

e Metricbeat

Metricbeat can be used to collect and preprocess system and service metrics. System metrics include
information about running processes, CPU utilization, memory usage, disk usage, and network usage.
Based on various modules, Metricbeat can be used to collect data from various services, such as
Kafka, Palo Alto Networks, and Redis.

o Packetbeat

Packetbeat can be used to collect and preprocess real-time network data. You can use Packetbeat
for security analytics, application monitoring, and performance analytics. Packetbeat supports the
following protocols: DHCP, DNS, HTTP, MongoDB, NFS, and TLS.

e Winlogbeat
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Winlogbeat can be used to capture event logs from Windows operating systems. The event logs
include application, hardware, security, and system events.

e Auditbeat

Auditbeat can be used to detect changes to critical files and collect audit events fromthe Linux
audit framework. In most cases, Auditbeat is used for security analytics.

e Heartbeat

Heartbeat can be used to check the availability of your system and services by probing. Heartbeat
applies to many scenarios, such as infrastructure monitoring and security analytics. Heartbeat
supports ICMP, TCP, and HTTP.

e Functionbeat

Functionbeat can be used to collect logs and metrics from serverless environments such as AWS
Lambda.

For more information about how to use Metricbeat, see Use user-created Metricheat to collect system
metrics. Use other shippers in a similar way.

Logstash

Logstash is a powerful and flexible tool that is used to read, process, and transfer all types of data.
Logstash provides a variety of features and has high requirements for device performance. Beats does
not support some features provided by Logstash, or it is costly to use Beats for some features. For
example, it is costly to use Beats to enrich documents by searching for data in external data sources.
Logstash has higher requirements for hardware resources than Beats. Therefore, Logstash cannot be
deployed on devices whose hardware resources cannot meet the minimum requirements. If Beats is not
qualified for specific scenarios, use Logstash instead.

In most cases, Beats and Logstash work collaboratively. Specifically, use Beats to collect data and
Logstash to process data.

Alibaba Cloud Elasticsearch integrates the Logstash service. Alibaba Cloud Logstash is a server-side
data processing pipeline. It is compatible with all the capabilities of open source Logstash. Alibaba
Cloud Logstash can be used to dynamically collect data from multiple data sources at the same time
and transform and store collected data to a specified location. Alibaba Cloud Logstash can be used to
process and transform all types of events by using input, filter, and output plug-ins.

Logstash data processing pipelines are used to run tasks. Each pipeline consists of at least one input
plug-in, one filter plug-in, and one output plug-in.

e Input plug-ins

Input plug-ins can be used to read data from different data sources. The supported data sources
include files, HTTP, IMAP, JDBC, Kafka, syslogs, TCP, and UDP.

e Filter plug-ins

Filter plug-ins can process and enrich data by using multiple methods. In most cases, filter plug-ins
first parse unstructured log data and transformthe data into structured data. Logstash provides the
Grok filter plug-in to parse regular expressions, CSV data, JSON dat a, key-value pairs, delimited
unstructured data, and complex unstructured data. Logstash also provides otherfilter plug-ins to
enrich data. The plug-ins are used to query DNS records, add the locations of IP addresses, or search
for custom directories or Elasticsearch indexes. Additional filter plug-ins, such as mutate, allow you to
perform diverse data transformations. For example, you can rename, delete, and copy data fields
and values.
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e QOutput plug-ins

Output plug-ins can be used to write the parsed and enriched data into data sinks. These plug-ins
are used in the final stage of Logstash pipelines. Multiple types of output plug-ins are available.
However, this topic focuses on the Elasticsearch output plug-in. This plug-in can be used to send
data collected from a variety of data sources to an Elasticsearch cluster.

The following section describes a sample Logstash pipeline. It can be used to complete the following
operations:

e Read the Elastic Blogs RSS feed.
e Preprocess the data by copying or renaming fields and removing special characters and HT ML tags.
e Send the datato Elasticsearch.

1. Configure a Logstash pipeline.

input {
rss {
url => "/blog/feed"
interval => 120

}
filter {
mutate {
rename => [ "message", "blog html" ]
copy => { "blog html" => "blog text" }
copy => { "published" => "@timestamp" }
}
mutate {
gsub => [
"blog text", "<.x?>", "v,
"blog_ text", "[\n\t]", " "
]

remove field => [ "published", "author" ]

}
output {
stdout {
codec => dots
}
elasticsearch {
hosts => [ "https://<your-elsaticsearch-url>" ]
index => "elastic blog"
user => "elastic"

password => "<your-elasticsearch-password>"

Set hosts toavalueinthe format of <Internal endpoint of your Elasticsearch cluster>:9
200 .Set password tothe password that is used to access the Elasticsearch cluster.

2. Inthe Kibana console, view the migrated index data.

POST elastic blog/ search

For more information, see Step 3: View synchronization results.
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Clients

You can use Elasticsearch clients to integrate data collection code with tailored application code.
These clients are libraries that abstract low-level details of the data collection. They allow you to
focus on specific operations that are related to your application. Elasticsearch supports multiple
programming languages for clients, such as Java, JavaScript, Go, .NET, PHP, Perl, Python, and Ruby. For
more information about the programming languages and the details and sample code of your selected
language, see Elasticsearch Clients.

If the programming language of your application is not included in the preceding supported languages,
obtain the required information from Community Contributed Clients.
Kibana

We recommend that you use the kibana console to develop and debug Elasticsearch requests. Kibana
provides all features of the RESTful API in Elasticsearch and abstracts the technical details of underlying
HTTP requests. You can use Kibana to add original JSON documents to an Elasticsearch cluster.

PUT my first index/ doc/1
{

"title" :"How to Ingest Into Elasticsearch Service",
"date" :"2019-08-15T14:12:12",
"description" :"This is an overview article about the various ways to ingest into Elast

icsearch Service"

}

@ Note Inadditionto Kibana, you can use other tools to communicate with Elasticsearch and
collect documents by calling the RESTful APL. For example, you can use cURL to develop and debug
Elasticsearch requests or integrate tailored scripts.

Summary

Multiple methods are provided to collect and send data from a variety of data sources to Elasticsearch.
You must select the most suitable method based on your business scenarios, requirements, and
operating systems.

e Beats data shippers are convenient, lightweight, and out-of-the-box. They can be used to collect
data fromvarious data sources. Modules that are packaged with Beats provide the configurations of
data acquisition, parsing, indexing, and visualization for many common databases, operating systems,
containers, web servers, and caches. These modules allow you to create a dashboard for your data
wit hin five minutes. Beats data shippers are most suited to embedded devices that do not have
sufficient resources, such as loT devices or firewalls.

e Logstashis aflexible toolto read, transform, and transfer data. It provides various input, filter, and
output plug-ins. If Beats cannot meet the requirements for specific scenarios, you can use Beats to
collect data, use Logstash to process data, and then transfer the processed data to Elasticsearch.

e To collect data from applications, we recommend that you use clients that are supported by open
source Elasticsearch.

e To develop or debug Elasticsearch requests, we recommend that you use Kibana.

References

e How to ingest data into Elasticsearch Service
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e Should I use Logstash or Elasticsearch ingest nodes?

e Get System Logs and Metrics into Elasticsearch with Beats System Modules

8.3. Use user-created Metricbeat to
collect system metrics

Use Metricbeat to collect the metrics of a machine

If you want to view and analyze the metrics of a machine, you can use Metricbeat to collect the
metrics. Then, Metricbeat sends the collected data to an Alibaba Cloud Elasticsearch cluster. You can
view the data on the related dashboard in the Kibana console of the cluster. This topic uses a
computer that runs the macQS operating systemto describe the detailed procedure.

Prerequisites

You have completed the following operations:

e An Alibaba Cloud Elasticsearch cluster is created. For more information, see Create an Alibaba Cloud
Elasticsearch cluster.

@ Note If you want to access the Elasticsearch cluster by using its internal endpoint, you
must purchase an Elastic Compute Service (ECS) instance. T his instance must reside in the same
virtual private cloud (VPC), region, and zone as the Elasticsearch cluster.

e Metricbeat is downloaded.
o Metricbeat installation package for macOS
o Metricbeat installation package for Linux (x86)
o Metricbeat installation package for Linux (x64)
o Metricbeat installation package for Windows (x86)

o Metric installation package for Windows (x64)

Context

Beats is a platformfor single-purpose data shippers. After the data shippers are installed, they send
data fromthousands of machines and systems to Logstash or Elasticsearch.

Metricbeat is a lightweight data shipper that collects metrics fromyour systems and services. System
metrics include CPU and memory metrics. Service metrics include Redis and NGINX metrics.

Procedure

1. Configure an Alibaba Cloud Elasticsearch cluster
2. Configure Metricbeat

3. View the related dashboard in the Kibana console

@ Note You can also use Metricbeat to collect metrics from a computer that runs the Linux
or Windows operating system. Then, Metricbeat sends the metrics to Alibaba Cloud
Elasticsearch.

Configure an Alibaba Cloud Elasticsearch cluster
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3. Inthe left-side navigation pane, click Elasticsearch Clusters. On the Clusters page, find your
Elasticsearch cluster. Then, click its ID in the Cluster ID/Name column or Manage inthe Actions

column.

4. Inthe left-side navigation pane, click Security.

5. Onthe page that appears, turn on Public Network Access and clickUpdate next to Public
Network Whitelist. Then, enter the public IP address of your computer.

Edit Public Network Whitelist

You can add |Pv4 addresses or CIDR blocks to the whitelist, such as 192.168.0.1 or
192.168.0.0/24. You must separate multiple IPv4 addresses or CIDR blocks with
commas (). You can enter 127.0.0.1 to deny requests from all IPv4 addresses or enter
0.0.0.0/0 to allow requests from all IPvd addresses, If your Elasticsearch cluster resides
in the China (Hangzheou) region, you can add IPvb addresses or CIDR blocks to the
whitelist, such as 2401:b180:1000:24:5 or 2401:0180:1000:/48. You can enter =1 to
deny requests from all IPvb addresses or enter /0 to allow requests from all IPv6

addresses.User Guide

:1,127.0.0.1,128.0.0.01

D Notice If you are using a public network such as Wi-Fi, add the IP address of the jump
server that controls outbound traffic of the public networkto the whitelist. If you cannot
obtain this IP address, we recommend that youadd 0.0.0.0/1,128.0.0.0/1 to the whitelist.
These two CIDR blocks are used in this topic. This configuration allows almost all public IP
addresses to access the Elasticsearch cluster. We recommend that you evaluate the risks
before you use this configuration.

6. Inthe left-side navigation pane, click Basic Information. On the page that appears, you can
obtain the public endpoint of your Elasticsearch cluster for future use.

nstance I1D:

MName:

Elasticsearch Version:

Regions:

WPC Network:

VYPC-connected Instance Address:

e5-Cl

forks: 1 Edit

5.5.3_with_X-Pack

China (Hangzhou)

vpe- dGrwt

B5-CN-v 'Uncs.com

Public Address:

£5-CN-y irch.aliyuncs.com

7. Inthe left-side navigation pane, click Cluster Configuration. On the page that appears, click
Modify Configuration on the right side of YML Configuration. Inthe YML File Configuration
pane, set Auto Indexing to Enable.
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Create Index Automatically: | Enable @ | Delete Index With Specified Name: Specify Index Name When Deleting @

de: Z\Sa:la@ atcher Z\Sa:le@
@

warning This configuration takes effect only after your Elasticsearch cluster is restarted.
To prevent impacts on your business, exercise caution when you change the settings of Auto
Indexing.

8. Select This operation will restart the cluster. Continue? and click OK.
You can view the restart progress in the dialog box. The configuration of the cluster takes
effect after your Elasticsearch cluster is restarted.

Configure Metricbeat

1. Decompress the Metricbeat installation package you have downloaded and go to the Metricbeat
folder.

MacBook-Pro:Desktop $ cd metricbeat-6.3.1-darwin-x86_64
MacBook-Pro:metricbeat-6.3.1-darwin-x86_64 $ 1s
LICENSE. txt [ELE] logs metricbeat.yml

NOTICE. txt fields.yml metricbeat modules.d
README . md kibana metricbeat.reference.yml
deMacBook-Pro:metricbeat-6.3.1-darwin-x86_64

2. Openthe metricbeat.ymifile and edit the Elasticsearch output sectioninit. You must
uncomment the involved content.

Outputs
# Configure what output to use when sending the data collected by the beat.
Elasticsearch output
output.elasticsearch:

# Array of hosts to connect to.
hosts: ["es-cn-| .public.elasticsearch.aliyuncs.com:9200"]

# Optional protocol and basic auth credentials.
protocol: "http"

username:
password: "

Parameter Description
The internal or public endpoint that is used to access the
hosts Elasticsearch cluster. The public endpoint is used to access the
Elasticsearch cluster in this topic.
protocol Set this parameterto http

username The default value of this parameteris elastic

The password that is used to access the Elasticsearch cluster. This

password . o
password is specified when you create the cluster.

3. Runthe following command to start Metricbeat:
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./metricbeat -e -c metricbeat.yml

deMacBook-Pro:metricbeat-6.3.1-darwin-x86_64 ;$ ./metricbeat -e -c metricbeat.ym1|:|

After Metricbeat is started, it begins to send data to your Elasticsearch cluster.

View the related dashboard in the Kibana console

1. Log onto the Kibana console of your Elasticsearch cluster.
For more information, see Log on to the Kibana console.

2. Inthe left-side navigation pane, click Management and follow these steps to create an index
pattern:

) Notice If you have created an index pattern, skip this step.

i. Inthe Kibana section of the Management page, clickindex Patterns.

ii. Inthe Create index pattern section, enter an index pattern name (the name of the index
that you want to query).

iii. ClickNext step.

Create index pattern
Kibana uses index patterns to retrieve data from Elasticsearch indices for things like visualizations. X Include system indices

Step 1 of 2: Define index pattern

Index pattern

product_ir‘fo\

~~ Success! Your index pattern matches 1 index.
product_info
iv. ClickCreate index pattern.
3. Inthe left-side navigation pane, click Dashboard.
4. Onthe Dashboards page, you can view the collected data.

o The following figure shows relevant metrics.
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Q Search...

() Name a

() Golang: Heap

Kubernetes overview

Metricbeat - Apache HTTPD server status

Metricbeat CPU/Memory per container

Metricbeat Docker

Metricbeat Hosts Overview

O

Metricbeat MongoDB

Metricbeat MySQL

Metricbeat filesystem per Host
() Metricbeat host overview

() Metricbeat system overview

) Metricbeat-Rabbitmq

() Metricbeat-cpu

) Metricbeat-filesystem

1-200f20 < >

Description

o ClickMetricbeat-cpu to view CPU metrics.

System Navigation

| System Overview | Hosts Overview (requires Kibana > 5.4) | Host Overview (requires Kibana > 5.4) | Load/CPU | Memory | Processes | Network | Filesystem | Filesystem per

Host | CPU/Memory per container |

CPU usage over time
100%

© © CPU user space 4

20%

0%
23:50:00 23:55:00

@timestamp per 5 seconds

@ Note

<" System Load over time s
© @ System Load
@ CPU kernel space

00000000

Count
~

23:50:00 23:55:00

@timestamp per 30 seconds

You can configure metrics to be refreshed at 5-second intervals. The system

generates reports for the metrics collected at these intervals. You can also connect to

WebHook to configure alerts.

References

Build a visualized operations and maintenance (O&M) system with Beats
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8.4. Use SkyWalking to implement
end-to-end monitoring on Alibaba
Cloud Elasticsearch

Use SkyWalking to implement end-to-end monitoring on Alibaba Cloud Elasticsearch

Skywalking is a distributed application performance monitoring (APM) tool and a distributed tracing
system. This topic describes how to use Skywalking to monitor an Alibaba Cloud Elasticsearch V7.4
cluster.

Context
Skywalking has the following features:

e SkyWalking provides auto instrument agents so that you do not need to modify the application
code.

@ Note Forthe middleware and components supported by Skywalking, see Apache
SkyWalking documentation.

e Skywalking provides manual instrument agents that support OpenTracing SDKs. Manual inst rument
agents can monitor components supported by OpenTracing APIfor Java.

@ Note Forthe components supported by OpenTracing APIfor Java, see OpenTracing
Registry.

e Auto instrument agents and manual instrument agents can be used at the same time. Manual
instrument agents can monitor components that are not supported by auto instrument agents, and
even private components.

e Skywalking is a Java-based backend program for analytics. It provides RESTful APIs and analytics
capabilities for agents of other languages.

e SkyWalking provides high-performance streaming analytics.
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The following figure shows the Skywalking architecture.

gﬁ‘w &y

Tracing Metrics

T ‘f‘ e Skywalking @@ . APACY

Traces in diff formats

Service Mesh

1

Receiver in gRPC/HTTP

Skywalking

¥ € i @os
| Analysis Core J"

|

|

o,
)
Query Core D ul m ’

SkyWalking Observability Analysis Platform Storage Implementors

SkyWalking is a platform for storing data analysis and measurement results. Data analysis and
measurement results are submitted to Skywalking Collector over HTTP or gRPC. Skywalking Collecter
analyzes and aggregates data and stores the data in Elasticsearch, H2, MySQL, or TiDB. You can view
the analysis results on the Skywalking Ul. Skywalking collects data in different formats from multiple
sources, such as Skywalking agents in multiple programming languages, Zipkin v1, Zipkin v2, Istio
telemetry, and Envoy.

@ Note Inthis topic, Skywalking is integrated into Alibaba Cloud Elasticsearch V7.4. You can
also use a Skywalking client to report data to aJava application.

Prerequisites
You have completed the following operations:

o An Alibaba Cloud Elasticsearch cluster is created. Alibaba Cloud Elasticsearch V7.4 is used in this
example,.

For more information, see Create an Alibaba Cloud Elasticsearch cluster.
e A Linux server is prepared. The server is installed with JDK 1.8 or later.

We recommend that you use an Alibaba Cloud Elastic Compute Service (ECS) instance. For more
information, see Step 1: Create an ECS instance.

@ Note Forinformation about how to install JDK, see Install the JDK. If JDK is not correctly
installed and you start Skywalking to view logs, the error message "Java not found" or "java-xxx:
No such file or directory" is reported.

e Ports 8080, 10800, 11800, and 12800 on the Linux server are not occupied.
e The firewall and Security-Enhanced Linux (SELinux) of the Linux server are disabled.
Procedure

1. Step 1: Download and install Skywalking
2. Step 2: Configure SkyWalking to connect to Alibaba Cloud Elasticsearch
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3. Step 3: Verify the results

Step 1: Download and install Skywalking

1. Download the Skywalking package to the Linux server.

We recommend that you select the latest version 7.0.0. Alibaba Cloud Elasticsearch V7.4 is used in
this example. Therefore, Binary Distribution for ElasticSearch 7 is selected. Run the following
command to download the package:

wget https://mirror.bit.edu.cn/apache/skywalking/7.0.0/apache-skywalking-apm-es7-7.0.0.
tar.gz

2. Runthe following command to decompress the package:

tar -zxvf apache-skywalking-apm-es7-7.0.0.tar.gz

3. Runthe following command to view the decompressed files:

11 apache-skywalking-apm-bin-es7/

The following result is returned:

total 92
drwxrwxr-x 1001 1002 143 Mar 18 23:50 agent

root root 241 Apr 10 16:03 bin

root root 221 Apr 10 16:03 config
1001 1002 29791 Mar 18 23:37 LICENSE
1001 1002 4096 Apr 10 16:03 licenses
1001 1002 32838 Mar 18 23:37 NOTICE
1001 1002 12288 Mar 19 00:00 oap-libs
1001 1002 1978 Mar 18 23:37 README.txt
root root 30 Apr 10 16:03 tools

root root 53 Apr 10 16:03 webapp

drwxr-xr-x
drwxr-xr-x
—IWXIWXT—X
drwxrwxr-x
—ITWXTWXT—X
drwxrwxr—-x
—IrW-Irw-r—-—
drwxr-xr-x

drwxr-xr-x

Step 2: Configure Skywalking to connect to Alibaba Cloud
Elasticsearch

1. Runthe following commands to open the gpplication.ymlfile in the config directory:

cd apache-skywalking-apm-bin-es7/config/
vi application.yml

2. Locate storage ,change H2to elasticsearch7, and configure the file as follows:
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storage:
selector: ${SW STORAGE:elasticsearch7}
elasticsearch7:

nameSpace: ${SW NAMESPACE:"skywalking-index"}

clusterNodes: ${SW_STORAGE ES CLUSTER NODES:es-cn-4591kzdzk000i**** . public.elastics
earch.aliyuncs.com: 9200}

protocol: ${SW STORAGE ES HTTP PROTOCOL:"http"}

# trustStorePath: ${SW SW STORAGE ES SSL JKS PATH:"../es keystore.jks"}

# trustStorePass: ${SW _SW STORAGE ES SSL JKS PASS:""}

enablePackedDownsampling: ${SW _STORAGE ENABLE PACKED DOWNSAMPLING:true} # Hour and
Day metrics will be merged into minute index.

dayStep: S${SW STORAGE DAY STEP:1} # Represent the number of days in the one minute/
hour/day index.

user: ${SW ES USER:"elastic"}

password: ${SW ES PASSWORD:"es password"}

@ Note Skywalking stores data in H2 by default. However, H2 does not support persistent
data storage, and you must change H2 to Elasticsearch.

Parameter Description

The storage selector. For this example, set the value to

selector )
elasticsearch?.
The namespace. The value of this parameter is used as the prefix
nameSpace . i
for all indexes of the Elasticsearch cluster.
The endpoint of the Elasticsearch cluster. Alibaba Cloud
Elasticsearch is not in the same Virtual Private Cloud (VPC) as
clusterNodes SkyWalking. You must use the public endpoint to access
Elasticsearch. For more information, see View the basic information
of a cluster.
user The username of your Elasticsearch cluster. The default username is
elastic.
The password of your Elasticsearch cluster. The password is
password

specified when you create the Elasticsearch cluster.

) Notice Specify only the username and password. Comment out trustStorePath and
trustStorePass. Otherwise, the error message "NoSuchFileException: /es_keystore.jks" is
reported.

3. (Optional)Modify the IP address or port for listening.

By default, Skywalking communicates with Elasticsearch over port 12800 for RESTful APl operations
and port 11800 for gRPC APl operations. The IP address or port can be modified in the core part of
theapplication.ymifile. In this example, the default values are used.
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core:
selector: ${SW CORE:default}
default:
# Mixed: Receive agent data, Level 1 aggregate, Level 2 aggregate
# Receiver: Receive agent data, Level 1 aggregate
# Aggregator: Level 2 aggregate
role: ${SW CORE ROLE:Mixed} # Mixed/Receiver/Aggregator
restHost: ${SW CORE REST HOST:0.0.0.0}
restHost: ${SW CORE REST HOST:0.0.0.0}
restContextPath: ${SW_CORE_REST_CONTEXT_PATH:/}
gRPCHost: ${SW_CORE GRPC HOST:0.0.0.0}
gRPCPort: ${SW_CORE GRPC PORT:11800}

4. (Optional)in the webapp directory, modify the configurations in the webapp.yml file.

Default configurations are used in this example. You can modify the configurations as required.

server:
port: 8080
collector:

path: /graphgl

ribbon:
ReadTimeout: 10000
# Point to all backend's restHost:restPort, split by ,
listOfServers: 127.0.0.1:12800

Step 3: Verify the results

1. Runthe following commands to start Skywalking on the Linux server:

cd ../bin
./startup.sh

P Notice
o Make sure that your Elasticsearch cluster is started before you start SkywWalking.

o Skywalking Collector and SkyWalking Ul are both started by running the . /startup.sh
command.

If Skywalking is started, the following result is returned:

SkyWalking OAP started successfully!
SkyWalking Web Application started successfully!

2. Enter http://<IP address of the Linux server>:8080/ in the address bar of your browser.
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HHemwm:eo

o

@ Note When you use SkyWalking to connect to Alibaba Cloud Elasticsearch for the first
time, the startup is slow. This is because Skywalking needs to create a large number of indexes
in Elasticsearch. Before the creation is complete, the accessed page is blank. You can view logs
that are stored in  <SkyWalking installation path>logs/skywalking-oap-server.log tO
check whether the creation is complete.

3. Log onto the Kibana console of your Elasticsearch cluster. For more information, see Log on to the
Kibana console. Runthe GET cat/indices? v command to view the index data.
In the returned results, a large number of indexes starting with  skywalking-index exist.

green open  skywalking-index_all percentile-282088488

green open  skywalking-index endpoint inventory

green open  skywalking-index_service apdex-28288488

green open  skywalking-index database access resp_time_month-282884
green open  skywalking-index_service_relation_client_cpm-28288488

green open  skywalking-index_database_access_sla_month-282864

green open  skywalking-index service relation server call s1a-28288488
green open  skywalking-index_endpoint_sla-28208488

green open  skywalking-index instance jvm_memory noheap-28288488

green open  skywalking-index_service_relation_server_percentile-28288483
green open  skywalking-index service instance relation_server resp time-28288483
green open  skywalking-index_profile_task_segment_snapshot-28286483
green open  skywalking-index endpoint relation_cpm-28288483

green open  skywalking-index_instance_jvm_old_gc_time-28228488

green open  skywalking-index service sla-28288483

green open  skywalking-index_top_n_database_statement-28228488

green open  skywalking-index service relation client call sla-26288488
green open  skywalking-index endpoint percentile month-282864

arSan  anon anm-amant -ronfiounatinn

8.5. Use Uptime to monitor Alibaba
Cloud Elasticsearch clusters in real
time

Heartbeat shippers can detect the statuses of network endpoints based onthe HTTP or HTTPS, TCP,
and ICMP services on a regular basis. They can also send the collected detection data to the Uptime
application in Kibana. Then, the Uptime application monitors the availability and response time of
applications and services in real time and reports errors before your business is affected. T his topic
describes how to use Uptime to monitor an Alibaba Cloud Elasticsearch cluster in real time.

Context

Uptime must be used with the following services:
o Heartheat
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e Elasticsearch
e Kibana

@ Note You can also use the Alerting and Actions feature of Kibana V7.7 to configure
monitoring and alerting. For more information, see Alerting and Actions.

Deployment architecture
e Deployment of asingle Heartbeat shipper

A single Heartbeat shipper is deployed at a single position to monitor a single service. The Heartbeat
shipper sends monitoring data to Elasticsearch. You can view the heartbeat data of the service on
the Uptime page of Kibana and determine the service status based on the heartbeat data.

-4 Kibana

Service ) Heartbeat == [Elasticsearch
O - Uptime UI

e Deployment of multiple Heartbeat shippers

Two Heartbeat shippers are deployed at different positions to monitor the same service. The two
Heartbeat shippers send monitoring data to Elasticsearch. You can view the heartbeat data of the
service on the Uptime page of Kibana and determine the service status based on the heartbeat data.
If the Heartbeat shipper at one position becomes faulty, the Heartbeat shipper at the other position
can help locate the fault.

[ (-0 Heartbeat ‘
. . - 4 Kibana
Service - Elasticsearch \J

i Uptime Ul
(O Heartbeat

us-west

For more information about the deployment architecture, see Deployment Architecture.

Preparations

1. Create an Alibaba Cloud Elasticsearch cluster and enable the Auto Indexing feature for the cluster.
For more information, see Create an Alibaba Cloud Elasticsearch cluster and Configure the YML file.

2. Create an Elastic Compute Service (ECS) instance, which is used to deploy a Heartbeat shipper. The
ECS instance must reside in the same virtual private cloud (VPC) as the Elasticsearch cluster.

For more information, see Create an instance by using the wizard.

) Notice Beats supports only the following operating systems: Alibaba Cloud Linux, Red
Hat Enterprise Linux (RHEL), and Community Enterprise Operating System (Cent OS). T herefore,
you must select one of the preceding operating systems when you create the ECS instance.

3. Install Cloud Assistant and Docker on the ECS instance.

For more information, see Install the Cloud Assistant client and Deploy and use Docker on Alibaba
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Cloud Linux 2 instances.

Create a Heartbeat shipper

1.
2. Onthe Beats Data Shippers page, click Heartbeat in the Create Shipper section.
3. Install and configure a Heartbeat shipper.

For more information, see Collect the logs of an ECS instance and Prepare the YML configuration
files for a shipper.

* Shipper Name: uptime-test Q
* Version: 6.8.5 hd

* Qutput: Elasticsearch hd e es-sg-wzf2OvizgOl hd HTTP e

The Elasticsearch cluster is not found. Create a cluster [3
* Username/Password: elastic Qe Q
% Enable Kibana Monitoring @

Enable Kibana Dashboard o

* Shipper YML Configuration: heartbeatyml fields.yml (7]

22 # Configure monitors inline

23 heartbeat.monitors:

24 - type: http

25

26 # List or urls to query —
27 urls: |[["http://es-sg-yv72evijo .elasticsearch.aliyuncs.com:9288"]
28 username: elastic

29 password:

EL]

31 # Configure task schedule

32 schedule: '@every 1@s'

33

34 # Total test connection and data exchange timeout

35 #timeout: 16s

Configurations for heartbeat.monitors
Parameter Description

In this topic, http is used.

@ Note The Heartbeat shipper can monitor HTTP or HTTPS, TCP,

type and ICMP services. If you use an HTTP or HTTPS monitor, response code,
request bodies, and request headers can be monitored. If you use a TCP
monitor, port numbers and strings can be monitored.

The URLs that you want to check. You can specify multiple HTTP services. In
this topic, an Alibaba Cloud Elasticsearch cluster is checked. This parameter is

L
urs set to the internal endpoint of the Elasticsearch cluster that you want to
check.
The interval at which checks are performed. The value @every 10s indicates
schedule .
that the check is performed every 10 seconds.
4. ClickNext.

5. IntheInstall Shipper step, select the ECS instance on which you want to install the Heartbeat
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shipper.

vpC vpe-bp 7}
ou can o per oulput View ECS
Instances [%
Select Instances to Install i-bp1 £ v Shaw
Shipper *
Refresh Instance Name Enter a keyword
= Instance ID/Name Tag Status Operating System (@) 1P Address Shipper Status (@)
i-bp § ] (Public)
[ 3 ® Running Linux ] =

pan,

6. Enable the Heartbeat shipper and check whether the Heartbeat shipper is installed.
For more information, see Collect the logs of an ECS instance.

If the state of the Heartbeat shipperis Enabled, and the installation state of the Heartbeat
shipperis Heartbeat Normal, the Heartbeat shipper is installed.

View Instances

Add Instance Refresh Instance Name | Enter a keyword Q

Installed

Operatin
pereting P Address Shippers Actions

Instance ID/Name Tag Status System @

i-bplgyhphia (Publiq) [ Heartbeat
o R I Remove
pan_test ® unning nux (Private) | Normal
Before you perform operations on multiple instances at a time,

remove all invalid instances.

View the monitoring information on the Uptime page

1. Log onto the Kibana console of your Elasticsearch cluster.
The Kibana console is the one that corresponds to the Elasticsearch cluster that you specified for
Out put when you create the Heartbeat shipper. For more information, see Log on to the Kibana
console.

2. Inthe left-side navigation pane, click Uptime. On the Uptime page, you can view the monitoring
information.

&J Uptime | oerview B v Last5minutes Show dates @ oisc

QU search. Up Down ID ~ Port v Type v

Endpoint status Status over time

0
08
Up Down Total o6
04
1 0 1 i
0 45 0458 A5 30 45 0459 15 30 45 O0SPM 5 30 45 0501 A5 30 45 0502

00

Monitor status

Status Last updated Host Port Type 3 Monitor History
es-cn-
°Up afew seconds ago . elasticsearc 9200 http SNNRRREENS
h.aliyuncs.com
Rows per page: 10 v/
Error list
Error type Monitor ID Count Latest error Status code Latest message
http@http://es-cn-
validate PEmD 3 2 minutes ago 502 502 Bad Gateway

elasticsearch.aliyuncs com:9200

Rows per page: 10~

o Colorred: indicates that the Elasticsearch cluster is in an abnormal state. Check the
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communication status of the Heartbeat shipper or the status of the Elasticsearch cluster.

o Colorblue: indicates that the Elasticsearch cluster is in a normal state.
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9.Cluster management
9.1. Overview of cluster management

You can use various methods to manage your Alibaba Cloud Elasticsearch clusters. T his topic provides
an overview of best practices for cluster management to meet your business requirements in various

scenarios.

Best practice References

Use ILM to manage
Heartbeat indexes

Hot and cold data
separation and lifecycle
management

Use ILM to separate hot
data from cold data

Use the CCR feature to
migrate data

Use X-Pack to configure
LDAP authentication

Application of X-Pack
advanced features

Description

Time series data increase over time. You can use the
index lifecycle management (ILM) feature to
periodically roll over the data to new indexes. This
ensures high query efficiency and reduces query
costs. As indexes age and fewer queries are
required, you can migrate the indexes to a less
expensive disk and reduce the numbers of primary
and replica shards.

The cluster that uses the hot-warm architecture
contains hot nodes and warm nodes. T his
architecture improves the performance and stability
of your Elasticsearch cluster.

When you use an Alibaba Cloud Elasticsearch cluster,
you can use the ILM feature to separate hot data
from cold data in the cluster. This improves the read
and write performance of the cluster, automates
the maintenance of hot and cold data, and reduces
your production costs.

You can use the cross-cluster replication (CCR)
feature to migrate index data between a local
Alibaba Cloud Elasticsearch cluster and a remote
Alibaba Cloud Elasticsearch cluster. This feature
helps implement high availability and disaster
recovery for your Alibaba Cloud Elasticsearch cluster.
You can also use the feature for cross-region data
access from a nearby cluster.

When you use an Alibaba Cloud Elasticsearch cluster,
you can configure Lightweight Directory Access
Protocol (LDAP) authentication for the cluster to
allow LDAP users with the required roles to access
the cluster.

238
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Best practice References

Use the RBAC
mechanism provided by
Elasticsearch X-Pack to
implement access
control

Configure AD user
authentication

Use Elastic Stack to
implement integrated
monitoring for
containers in
Kubernetes

Integrated monitoring

Use Terraform to
manage Alibaba Cloud
Elasticsearch clusters

Use Curator

Data management and

visualization
Use the rollup

mechanism to
summarize traffic data

Description

If you want to grant access permissions on items
such as clusters, indexes, and fields, you can use the
role-based access control (RBAC) mechanism that is
provided by the X-Pack plug-in of Elasticsearch. T his
mechanism allows you to grant permissions to
custom roles and assign the roles to users to
implement access control. Elasticsearch provides a
variety of built-in roles. You can create custom roles
based on the built-in roles to meet your business
requirements.

Elasticsearch allows you to configure Active
Directory (AD) user authentication for your
Elasticsearch cluster. This way, users in an AD
domain that are assigned Elasticsearch roles can be
used to access the cluster.

Elastic Stack provides the integrated monitoring
feature. This feature allows you to use Kibana to
analyze and display the logs, metrics, and
application performance monitoring (APM) data of a
Container Service for Kubernetes (ACK) cluster in a
centralized manner. If you deploy your applications
in the pods of an ACK cluster, you can view the logs
generated by the pods, event metrics of the hosts
and network, and APM data in the Kibana console.
This facilitates troubleshooting.

Terraform allows you to use code to allocate
resources such as physical machines. You can use
Terraform to write a configuration file to purchase a
cloud server or apply for resources, such as the
resources of the Alibaba Cloud Elasticsearch and
Object Storage Service (0SS) services. You can use
Terraform to manage your Alibaba Cloud
Elasticsearch clusters. For example, you can use
Terraform to create, update, view, or delete a
cluster.

Curator is an index management tool provided by
open source Elasticsearch. This tool allows you to
create, delete, and disable indexes. It also allows
you to merge index segments.

Time series data increases over time. If you want to
store large volumes of data in your Alibaba Cloud
Elasticsearch cluster, the storage costs will linearly
increase. You can use the rollup mechanism of
Elasticsearch to store data at a fraction of the cost.
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Best practice References Description

In addition to Kibana, curl commands, and clients,
Use Cerebro to access you can use third-party plug-ins or tools such as
an Elasticsearch cluster Elasticsearch-Head and Cerebro to access an Alibaba
Cloud Elasticsearch cluster.

X-Pack Watcher is a monitoring and alerting service
developed for Elasticsearch. If you configure X-Pack
Watcher for your cluster, X-Pack Watcher can trigger
actions when specific conditions are met. For
example, if the logs index contains errors, X-Pack
Watcher triggers the system to send alert
notifications by using emails, DingT alk messages, or
DingTalk chatbots. X-Pack Watcher is an
Elasticsearch-based monitoring and alerting service.

Configure a DingTalk
Notification of alerts chatbot to receive alert
for clusters notifications from X-
Pack Watcher

9.2. Hot and cold data separation and

lifecycle management
9.2.1. Use ILM to manage Heartbeat indexes

Use Elasticsearch ILM

Time series data increase over time. You can use the index lif ecycle management (ILM) feature to
periodically roll over the data to new indexes. T his ensures high query efficiency and reduces query
costs. As indexes age and fewer queries are required, you can migrate the indexes to a less expensive
disk and reduce the numbers of primary and replica shards. T his topic describes how to use ILMto
manage Heartbeat indexes.

Context
In this topic, the following test scenario is used:

A large number of time series indexes whose names start with heartbeat - exist in your Elasticsearch
cluster, and the size of asingle index is about 4 MB each day. The number of shards increases with the
data volume. This may cause cluster overload. In this case, you must configure different rollover policies
forindexes in the following four phases: hot, warm, cold, and delete. In the hot phase, data in historical
monitoring indexes whose names start with heartbeat- is rolled over to new indexes. In the warm phase,
indexes are shrunk, and segments in each index are merged. In the cold phase, data is migrated from hot
nodes to warm nodes. In the delete phase, data is deleted on a regular basis.

Precautions

e AnILM policy can be attached to an index only after an index template and an alias are configured
forthe index.

o If you modify an ILM policy during a rollover, the new policy takes effect from the next rollover.

Procedure

1. Step 1: Create an Elasticsearch cluster that uses the hot-warm architecture

Create an Elasticsearch cluster that uses the hot-warm architecture, enable the Auto Indexing
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feature forthe cluster, and configure a public IP address whitelist for the cluster.

2. Step 2: Enable and configure the ILM feature in the heartbeat.yml file

Inthe heartbeat.ymifile, enable and configure the ILM feature for the cluster. Afterthe
configuration is complete, the system generates a Heartbeat index template for the cluster.

3. Step 3: Create an ILM policy

Call the ILM policy operation to create an ILM policy. T his policy defines the conditions to roll over

data and archive indexes.
4, Step 4: Attachthe ILM policy to an index template
Attach the ILM policy to the Heartbeat index template.
5. Step 5: Attach the ILM policy to an index

Attach the ILM policy to the first index that is created by using the Heartbeat index template. This

way, the policy can apply to all indexes that are created by using this template.

6. Step 6: View indexes in different phases

View the indexes that are archived in the hot, warm, cold, and delete phases.

Step 1: Create an Elasticsearch cluster that uses the hot-warm

architecture

1. Create an Elasticsearch cluster that uses the hot-warm architecture and view the hot or warm

attribute of nodes inthe cluster.

The cluster that uses the hot-warm architecture contains hot nodes and warm nodes. T his
architecture improves the performance and stability of your Elasticsearch cluster. The following
table lists the differences between hot nodes and warm nodes.

Read and write
performance

Type of data

Node t
ode type stored

Recent data, such
as log data over
the last two
days.

Hot node High

Historical data,
such as log data
before the last
two days.

Warm node Low

Specifications

High, such as 32
vCPUs and 64 GiB
of memory

Low, such as 8
vCPUs and 32 GiB
of memory

Disk

We recommend
that you use a
standard SSD.
You can specify
the storage
space based on
the volume of
data.

We recommend
that you use an
ultra disk. You
can specify the
storage space
based onthe

volume of data.
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When you purchase an Elasticsearch cluster, you can purchase warm nodes to create an
Elasticsearch cluster that uses the hot-warm architecture.

Afteryou create a cluster that contains warm nodes, the system adds the -
Enode.attr.box type parameterto the startup parameters of nodes.

m Hot node: -Enode.attr.box_type=hot

m Warmnode: -Enode.attr.box_type=warm

@ Note
m Data nodes become hot nodes only after you purchase warm nodes.

m |nthis topic, an Alibaba Cloud Elasticsearch V6.7.0 cluster is used. All operations
described and figures provided in this topic are suitable only for clusters of this
version. If you use a cluster of another version, operations required in the
Elasticsearch console prevail.

i. Log onto the Kibana console of the Elasticsearch cluster.

For more information about how to log onto the Kibana console, see Log on to the Kibana
console.

In the left-side navigation pane, click Dev Tools.

iv. Onthe Console tab of the page that appears, run the following command to view the

attributes of nodes:

GET cat/nodeattrs?v&h=host,attr,value

If the command is successfully run, the result shown in the following figure is returned. T his
figure shows that the Elasticsearch cluster contains three hot nodes and two warm nodes to
support the hot-warm architecture.

GET _cat;’ncdea:tr's?\.-'&h=hcst,attryvaluel > £ host attr value
18.6. ml.machine_memory 7637827584
18.6. ml.max_open_jobs 28
18.6. xpack.installed true
18.6. |box_type hot |
18.6. ml.enabled true
18.6. ml.machine_memory 7637827584
18.6. ml.max_open_jobs 28
18.6. xpack.installed true
18.6. [box_type Warn I
18.6. ml.enabled true
18.6. ml.machine_memory 7637827584
18.6. ml.max_open_jobs 28
18.6. xpack.installed  true
18.6. "lbox_type warm |
18.6. ml.enabled true
18.6. ml.machine_memory 7637827584
18.6. ml.max_open_jobs 28
18.6. xpack.installed  true
18.6. lbox type hot |
18.6. ml.enabled true
18.6. ml.machine_memory 7637827584
18.6. ml.max_open_jobs 28
18.6. xpack.installed  true
18.6. |box_type hot |
18.6. ml.enabled true

2. Enable the Auto Indexing feature for the Elasticsearch cluster.

For more information, see Configure the YML file.
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3. Configure a public IP address whitelist for the Elasticsearch cluster and add the IP address of the
server on which Heartbeat is installed to the whitelist.

For more information, see Configure a public or private IP address whitelist for an Elasticsearch
cluster.

Step 2: Enable and configure the ILM feature in the heartbeat.yml
file
To manage Heartbeat indexes by using the ILM feature of Elasticsearch, you can configure the feature
in the heartbeat.yml file. For more information, see Set up index lifecycle management.

1. Download the Heartbeat installation package and decompress it.

2. Specify the heartbeat.monitors, setup.template.settings, setup.kibana, and out put.elasticsearch
configurations in the heartbeat.yml file.

The following configurations are used in this example:

heartbeat.monitors:

- type: icmp
schedule: '"*/5 * * * % x x!
hosts: ["47.111.xx.xx"]

setup.template.settings:

index.number of shards: 3

index.codec: best compression

index.routing.allocation.require.box type: "hot"
setup.kibana:

# Kibana Host

# Scheme and port can be left out and will be set to the default (http and 5601)

# In case you specify and additional path, the scheme is required: http://localhost:5
601/path

# IPv6 addresses should always be defined as: https://[2001:db8::1]:5601

host: "https://es-cn-4591jumeil0xxxxxx.kibana.elasticsearch.aliyuncs.com:5601"
output.elasticsearch:

# Array of hosts to connect to.

hosts: ["es-cn-4591jumeil0xxxxxx.elasticsearch.aliyuncs.com:9200"]

ilm.enabled: true

setup.template.overwrite: true

ilm.rollover alias: "heartbeat"

ilm.pattern: "{now/d}-000001"

# Enabled ilm (beta) to use index lifecycle management instead daily indices.

#ilm.enabled: false

# Optional protocol and basic auth credentials.

#protocol: "https"

username: "elastic"

password: "<your password>"

The following table describes some parameters in the preceding configurations. For more
information about other parameters, see open source Heartbeat configuration documentation.

Parameter Description

index.number_of_shards The number of primary shards. Default value: 1.
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Parameter Description

index.routing.allocation.require.
9 9 Specifies whether to write data to hot nodes.

box_type

host The public IP address that is used to access the Kibana service. You
can obtain the IP address on the Kibana Configuration page.
The internal or public endpoint that is used to access the
Elasticsearch cluster. You can obtain the endpoint on the Basic
Information page of the cluster. For more information, see View the
basic information of a cluster.

@ Note If you set the hosts parameter to the public
endpoint of the cluster, you must configure a public IP address
whitelist for the cluster. For more information, see Configure a
public or private IP address whitelist for an Elasticsearch
cluster. If you set the hosts parameter to the internal endpoint
of the cluster, you must make sure that the cluster resides in
the same virtual private cloud (VPC) as the server on which
Heartbeat is installed.

hosts

. Specifies whether to enable the ILM feature. If this parameter is set
ilm.enabled .
to true, the feature is enabled.

Specifies whether to overwrite the original index template. If you
have loaded an index template of a specific version to Elasticsearch,
you must set this parameter to true to overwrite the original index
template with the loaded template.

setup.template.overwrite

. ) Specifies the alias of the index that is generated during a rollover.

ilm.rollover_alias .
Default value: heartbeat-\{beat.version\}.

The index pattern that is generated during a rollover. date math is

supported. Default value: {now/d}-000001. If a rollover condition is

met, the system increments the last digit in the index name by one

to generate a new index name.

ilm.pattern
For example, an index generated after the first rollover is named
heartbeat-2020.04.29-000001. If another rollover condition is met,
Elasticsearch creates an index named heartbeat-2020.04.29-000002.

username

password

) Notice If you change the setting of ilm.rollover_alias or ilm.pattern after an index
template is loaded, you must set setup.template.overwrite to true to overwrite the original
index template with the loaded index template.

3. Start the Heartbeat service.
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sudo ./heartbeat -e

Step 3: Create an ILM policy

Elasticsearch allows you to use API calls or the Kibana console to create an ILM policy. This step
describes how to call the ILM policy operation to create an ILM policy.

@ Note Heartbeat allows youtorunthe ./heartbeat setup --ilm-policy command to load
the default policy and write it to Elasticsearch. You canrunthe ./neartbeat export ilm-policy

command to export the default policy to stdout. Then, you can modify the default policy to
manually create an ILM policy.

Run the following command in the Kibana console of the Elasticsearch clusterto create an ILM policy:
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PUT / ilm/policy/hearbeat-policy
{
"policy": {
"phases": {
"hot": {
"actions": {
"rollover": {
"max size": "Smb",
"max age": "1d",

"max docs": 100

}
by
"warm": {
"min age": "60s",
"actions": {
"forcemerge": {
"max num segments":1
s
"shrink": {

"number of shards":1

}
by
"cold": {
"min age": "3m",
"actions": {
"allocate": {

"require": {

"box type": "warm"
}
}
}
s
"delete": {
"min age": "1h",
"actions": {
"delete": {}

The following table describes the configurations in the preceding ILM policy.

Parameter Description
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Parameter Description

Arollover is triggered if an index to which the ILM policy is attached
meets one of the following conditions: The volume of data in the
index reaches 5 MB, the index has been used for more than one day,
and the number of documents in the index exceeds 100. During the
rollover, the system creates an index and enables the ILM policy for the

hot new index. The original index enters the warm phase 60 seconds after
the rollover.

< Notice If the value of max_docs, max_size, or max_age is
reached during a rollover, Elasticsearch archives the index.

After the index enters the warm phase, the system shrinks it downto a
new index that has only one primary shard and merges segments in the
index into one segment. The index enters the cold phase 3 minutes
after the rollover starts.

warm

After the index enters the cold phase, the system migrates the index
cold from hot nodes to warm nodes. The index enters the delete phase 1
hour later after the rollover starts.

delete After the index enters the delete phase, it is deleted.

@ Note
e Afteran ILM policy is created, you cannot change the policy name.

e Inthis step, you can specify the max_age parameter in the minimum unit of seconds. If you
use the Kibana console to create an ILM policy, you can specify this parameter only in the
minimum unit of hours.

Step 4: Attach the ILM policy to an index template

Afteryou start Heartbeat, the system creates a Heartbeat index template in your Elasticsearch cluster.
You must attach the ILM policy created in Step 3: Create an ILM policy to this index template.

1. Log onto the Kibana console of the Elasticsearch cluster.
For more information, see Log on to the Kibana console.

2. Inthe left-side navigation pane, click Management.

3. Inthe Elasticsearch section, clickIndex Lifecycle Policies.

4. Inthe Index lifecycle policies section, find the ILM policy you created, and choose Actions >
Add policy to index template.
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Index lifecycle policies == ® create polcy

Manage your indices as they age. Attach a policy to automate when and how to transition an index through its lifecycle.

QU search
Name T Linked indices Version Modified date
hearbeat-policy 24 3 . POLICY OPTIONS

iE View indices linked to policy

|® Add policy to index template |

5. Inthe dialog box that appears, select an index template fromthe Index template drop-down list
and enter an alias for indexes in the Alias for rollover index field.

Add policy "hearbeat-policy" to index template

This will apply the lifecycle policy to all indices which match the index template. Learn about index templates

Template already has policy

This index template already has the policy hearbeat-
policy attached to it. Adding this policy will overwrite
that configuration.

Index template

heartbeat '

Alias for rollover index

heartbeat

Cancel Add policy

6. ClickAdd policy.

Step 5: Attach the ILM policy to an index

Afteryou start Heartbeat, the system creates Heartbeat indexes in your Elasticsearch cluster. You must
attach the ILM policy that is attached to the index template you created to the first index created by
using the template. For more information, see Step 4: Attach the ILM policy to an index template.

1. Inthe Elasticsearch section of the Management page, clickIndex Management.
2. Inthe Index management section, find the desired index and click its name.

3. Onthe Summary tab of the pane that appears, choose Manage > Remove lifecycle policy to
remove the default policy of Heartbeat.
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Index Management

index Lifecycle Policies

Index management

Update your Elasticsearch indices individually or in bulk.

Rollup Jobs
Cross Cluster Replication

Remote Clusters Q search
Watcher

License Management Name
7.0 Upgrade Assistant tectt

Kibana
index Patterns
Saved Objects
Spaces

product_info

es_test_rds1

Reporting
Advanced Settings

filebeat 6.7.0-2020.04.26

Logstash
myindex

Pipelines

heartbeat-2020.04.30-000001

metricheat-6.7.0-2020.04,30

Beats

Central Management
logs-2020.04.30-1
Security
Rows per page: 10 v
Users
Roles

metricbeat-6.7.0-2020.04.28

filebeat-6.7.0-2020.04.27

Health

® gree

® gree

® gree

® gree

® gree

® gree

® gree

® gree

® gree

® gree

heartbeat-2020.04.30-000001

Summary Settings Mapping Stats Edit settings

General

Health ® green status

Primaries 1 Replicas

Docs Count 24 Docs Deleted
Storage Size 94k Primary Storage Size
Aliases heartbeat

Index lifecycle management

X Indexifecycle error

illegal_argument_exception: poliey [beats-default-policy] does not exist

Lifecycle policy beats-default-policy Current phase

Current action Current action time

Failed step

4. Inthe dialog box that appears, clickRemove policy.

5. Choose Manage > Add lifecycle policy again.

open

INDEX OPTIONS.

Close index

Force merge inde

Refresh index

Clear index cache

Flush index

Freeze index

Delete index

Remove lifecycle |

X

policy.

6. Inthe dialog box that appears, select the ILM policy you created in Step 3: Create an ILM policy
fromthe Lifecycle policy drop-down list and set Index rollover alias to the alias that you
specify in Step 4: Attach the ILM policy to an index template. Then, click Add policy.

Add lifecycle policy to "heartbeat-2020.04.30-000001" )

Lifecycle policy

hearbeat-policy

Index rollover alias

heartbeat

Cancel Add policy

If the ILM policy is attached to the index, the information shown in the following figure appears.
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heartbeat-2020.04.30-000001

Summary Settings Mapping Stats Edit settings

General

Health ® green Status open
Primaries 1 Replicas 1
Docs Count 104 Docs Deleted

Storage Size 136.1kb Primary Storage Size

Aliases heartbeat

Index lifecycle management

Lifecycle policy hearbeat-policy Current phase hot
Current action complete Current action time 2020-04-30 15:06:17
Failed step - Show phase definition

Step 6: View indexes in different phases

To view indexes in the hot phase, select Hot fromthe Lif ecycle phase drop-down list in the Index
management section.

Index management

Update your Elasticsearch indices individually or in bulk. X Include rollup indices X Include system indices
QU heart ilm.phase:(hot) Lifecyclestatus  ~  |Lifecycle phase C Reload indices
imari v Hot )
Name Health Status Primaries Rep ge size
Warm
heartbeat-2020.05.06-000024 ® green open 3 1 kb
Cold

Rows per page: 10 v Delete

You can use this method to view indexes in other phases.

FAQ

Q: How do | configure a check interval for an ILM policy?

A: The system periodically checks for indexes that match an ILM policy. The default intervalis 10
minutes. If the system detects matched indexes, it rolls over data for the indexes. For example, you set
max_docs to 100 when you create an ILM policy. In this case, if the system detects that the number of
documents in an index reaches 100 during a check, it triggers a rollover for the index. You can use the
indices.lifecycle.poll_interval parameter to control the check interval. This ensures that data is rolled
over for indexes in a timely manner.

) Notice Set this parameter to an appropriate value. A small value may cause node overload.
In this example, this parameteris set to Tm.
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PUT cluster/settings
{

"transient": {

"indices.lifecycle.poll interval":"1lm"

9.2.2. Use ILM to separate hot data from cold
data

This topic describes how to use the index lif ecycle management (ILM) feature to separate hot data
from cold data in an Alibaba Cloud Elasticsearch cluster. The separation enables you to implement the
hot-warm architecture. This architecture improves the read/write performance of the cluster,
automates the maintenance of hot and cold data, and reduces your production costs.

Context

In the era of big data, data constantly changes. Data stored in Elasticsearch increases over time. When
the data volume reaches a specific level, the memory usage, CPU utilization, and I/0 throughput also
increase. This affects the full-text search capability of Elasticsearch. To address this issue, Elasticsearch
V6.6.0 and later provide the ILM feature. You can use this feature to create, set, enable, disable, or
delete Elasticsearch indexes throughout their lifecycle. You can use the feature for time series data,
cold data, and hot data to reduce data storage costs. This topic uses cold and hot data to
demonstrate how to use the ILM feature. Business scenario:

1. Write data to the indexes of an Elasticsearch cluster in real time. When the data volume in the
cluster reaches a specific level, the system automatically rolls over data to new indexes.

2. The new indexes stay in the hot phase for 30 minutes and enter the warm phase.

3. Inthe warm phase, the system shrinks the new indexes and merges the segments in the indexes.
The indexes stay in the warm phase for 30 minutes and enter the cold phase.

4. Inthe cold phase, data is migrated from hot nodes to warm nodes to separate hot data from cold
data. The indexes are deleted one hour later.

Recommended configurations

e You must configure ILM policies based on your business model. For example, we recommend that you
configure different aliases and ILM policies for indexes with different structures. This facilitates index
management.

e The name of an initial index must end with an auto-increment six-digit number, such as -000001.
Otherwise, ILM policies cannot take effect. For example, an initial index is named myindex-000001.
After a rollover, a new index named myindex-000002 is generated. If the names of your indexes do
not meet the preceding requirements, we recommend that you reindex your data.

e Inthe hot phase, the systemwrites data. To ensure that data is written in chronological order, we
recommend that you do not write data to indexes in the warm or cold phase. For example, for the
warm phase, set actions tO shrink OF read only .Thisway,indexes are read only afterthey
enter the warm phase.
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@ Note For more information about each lifecycle phase, see Use ILM to manage Heartbeat
indexes.

e You configure more vCPUs and use disks with higher I/0 performance for hot nodes to process hot
data. You configure more disk space for warm nodes to store cold data. Warm nodes can still provide
services even if you configure fewer vCPUs and use disks with lower I/0 performance for them.

Configure an ILM policy for indexes

1. Log onto the Kibana console of your Elasticsearch cluster.
For more information, see Log on to the Kibana console.
2. Inthe left-side navigation pane, click Dev Tools.

3. Onthe Console tab of the page that appears, run the following command to view the attributes
of nodes:

GET _cat/nodeattrs?v&h=host,attr,value

If the command is successfully executed, the result shown in the following figure is returned. This
figure shows that the Elasticsearch cluster contains three hot nodes and three warm nodes to
support the hot-warm architecture.

GET _cat,-’ncdea:tr‘s?\.-'&h:hcst,attr‘Jvalue| > host attr value
18.6. ml.machine_memory 7637827584
18.6. ml.max_open_jobs 28
18.6. xpack.installed true
10.6. |box_type hot |
18.6. ml.enabled true
18.6. ml.machine memory 7637827584
18.6. ml.max_open_jobs 2@

18.6. xpack.installed true

18.6. [box_type wWarm ]
18.6. ml.enabled true

18.6. ml.machine_memory 7637827584
18.6. ml.max_open_jobs 28

18.6. xpack.installed true

18.6. ilbox_type warm |
18.6. ml.enabled true

18.6. ml.machine_memory 7637827584
18.6. ml.max_open_jobs 2@

18.6. xpack.installed  true

18.6. box type hot |
18.6. ml.enabled true

18.6. ml.machine memory 7637827584
18.6. ml.max_open_jobs 2@

18.6. ®xpack.installed true

18.6. |box_type hot |
18.6. ml.enabled true

@ Note When you purchase an Elasticsearch cluster, you must purchase warm nodes. The
systemthen automatically deploys the hot-warm architecture. For more information, see Use
ILM to manage Heartbeat indexes.

4. Call an APl operation to define an ILM policy.
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PUT / ilm/policy/game-policy
{
"policy": {
"phases": {
"hot": {
"actions": {
"rollover": {
"max size": "1GB",
"max age": "1d",

"max docs": 1000

}
}l

"warm": {
"min age": "30m",
"actions": {
"forcemerge": {
"max num segments":1
}y
"shrink": {
"number of shards":1
}
}
}y
"cold": {
"min age": "1h",
"actions": {

"allocate": {

"require": {

"box type": "warm"
}
}
}
s
"delete": {
"min age": "2h",
"actions": {
"delete": {}

@ Note
o Afteran ILM policy is created, you cannot change the policy name.

o Inthis step, you can specify the max age parameterinthe minimum unit of seconds. If

you use the Kibana console to create an ILM policy, you can specify this parameter only
in the minimum unit of hours.

5. Create an index template.
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Inthe settings configuration, specify the hot attribute. This way, data can be stored in hot
nodes after it is written.

PUT template/gamestabes template
{
"index patterns" : ["gamestabes-*"],
"settings": {
"index.number of shards": 5,
"index.number of replicas": 1,

"index.routing.allocation.require.box type":"hot",

"index.lifecycle.name": "game-policy",
"index.lifecycle.rollover alias": "gamestabes"
}
}
Parameter Description

index.routing.allocation.

) The type of nodes to which newly created indexes are allocated.
require.box type

index.lifecycle.name The name of the ILM policy

index.lifecycle.rollover

) The alias of the index that is generated during a rollover.
alias

6. Create anindex based on an auto-increment number.

PUT gamestabes-000001
{
"aliases": {
"gamestabes": {
"is write index": true

}

You can also create an index based on time. For more information, see Using date math.
7. Use the index alias to write data.

The system periodically checks forindexes that match an ILM policy. If the system finds matched
indexes, it rolls over the data in the indexes.
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PUT gamestabes/ doc/1

"EU Sales" : 3.58,
"Genre" "Platform",
"Global Sales" 40.24,
"JP_Sales" : 6.81,
"Name" "Super Mario Bros.",
"Other Sales" : 0.77,
"Platform" "NES",
"Publisher"
"Year of Release"
"na Sales" : 29.08

"Nintendo",
"1985",

@ Note

By default, the system checks for indexes that match an ILM policy at 10-minute

intervals. You can specify the indices.lifecycle.poll interval parameterto change the
checkinterval. Afterthe data in an index is rolled over, it enters the next phase.

8. Filter indexes based on lifecycle phases and view detailed index configurations.

i. Inthe left-side navigation pane, click Management.

ii. Inthe Elasticsearch section, clickindex Management.

ii. Inthe Index management section, click Lif ecycle phase next to Lifecycle status and

select a phase.

< Elasticsearch

Index Management
ndex Lifecycle Policies

Index management

Update your Elasticsearch indices individually or in bulk.

Rollup Jobs
Cross Cluster Replication
Remote Clusters QU ilm phasexhot)
Watcher

License Management Neme.

7.0 Upgrade Assistant gamestabes-000011

gamestabes-000006

N

Kibana

ndex Patterns gamestabes-000008
Saved Objects
—— gamestabes-000010
Repotng gamestabes-000007
Advanced settings

gamestabes-000009

Logstash

Rows per page: 10 v
Pipelines perpas
B Beats

Central Management

@ security
Users
Roles

Health

® green

® green

® green

® green

® green

® green

open

open

open

open

open

open

X Include rollup indices

Lifecycle status  Lifecycle phase © Reload indices

X Include system indices

~_Hot

Rep L= gesize
Warm

1 kb
Cold

1 Delete b

1 3194 2.1mb

1 3573 23mb

1 3280 23mb

1 2914 2mb
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iv. Click an index name to view its details.
Index management gamestabes-000011
Update your Elasticsearch indices individually or in bulk Ssummary Settings Mapping Stats Edit settings
Q ilm.phase:(hot) General
Health ® green Status open
Name Health
Primaries 5 Replicas 1
gamestabes-000011 ® gree
Docs Count 532 Docs Deleted
gamestabes-0 ® gree
Storage Size 532.2kh Primary Storage Size
gamestabe ® gree
gamestabe ® gree
gamestabes-0i ® gree

Index lifecycle management

gamestabes-0i

® 87€  |ifecycle policy game-policy Current phase hot

Rows per page: 10 v Current action rollover Current action time 2020-08-06 16:14:21

Failed step - Show phase definition

Verify data distribution
1. Query indexes in the cold phase and view their configurations.

shrink-gamestabes-000012

Index management

Update your Elasticsearch indices individually or in bulk. Summary Settings Mapping Stats Edit settings
Q ilm.phase:{ccld) General

Health ® green Status open
Name Health

Primaries 1 Replicas 1
shrink-gamestabes-000012 ® gree

Docs Count 2994 Docs Deleted
shrink-gamestabes-000013 ® gree ) ]

Storage Size 1.5mb Primary Storage Size
shrink-gamestabes-000014 ® gree

Aliases gamestabes, gamestabes-

000012
Rows per page: 10 v

Index lifecycle management

Lifecycle policy game-policy Current phase cold
Current action complete Current action time 2020-08-06 21:41:11
Failed step - Show phase definition

2. Query the distribution of shards forindexes in the cold phase.

GET cat/shards?shrink-gamestables-000012

If the command is successfully executed, the result shown in the following figure is returned. T his
figure shows that data in the indexes is mainly distributed on warm nodes.

Console  Search Profiler ~ Grok Debugger

GET _cat/nodeattrs?v&h=host,attr,value shrink-gamestabes-800812 @ r STARTED 2394 784.7kb 18.6. y3m8a_2
shrink-gamestabes-@62812 @ p STARTED 2994 784.7kb 16.6. 4Mh32az

GET _cat/shards/shrink-gamestabes-000012| |

Update the ILM policy

1. Update the running ILM policy.
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Console  Search Profiler  Grok Debugger
22 |PUT /_ilm/policy/game-policy AN 1-
23~ 1{ 2 "acknowledged" : true
24 ~|  “"policy™: { 3~}
25 - "phases": { 4
26 ~ "hot": {
27 - "actions": {
28 ~ "rgllover-: £
29 "max_size": "3GB",
38 max_age : 1d ,
31 "max_docs": 1808
32 1
33 1
3_ - }}
35 "warm": {
36 "min_age": "38m",
EY "actions": {
8- "forcemerge": {
3¢ "max_num_segments":1
48 + 1s
41 - "shrink": {
42 "number_of shards":1
AT a 1
44 « il
45 - }:
a6 - "cold": {
47 "min_age": "1h",
48 - "actions": {
49 - "allocate": {
50~ "require”: {
51 "box_type": "warm"
52 + 3
53 1
54 ¥
55+ ¥s
56 ~ “delete”: {
57 "min_age": "2h",
58 ~ "actions": {
59 "delete": {}
6@ }
1+ H
2. ks
ERII
- “I%
2. View the version of the updated policy.
i. Inthe left-side navigation pane, click Management.

ii. Inthe Elasticsearch section, clickindex Lifecycle Policies.

ii. IntheIndex lifecycle policies section, view the version of the updated policy.
The version number of the updated policy is one more than that of the original policy. The
updated policy takes effect fromthe next rollover.
= Elasticsearch

. Index lifecycle policies
Rollup Jobs Manage your indices as they age. Attach a policy to automate when and how to transition anindex through its lifecycle.
Cross Cluster Replication
Remote Clusters QU search
Watcher
License Management Name T Linked indices Version Medified date
B game-policy 2020-08-06 15:24:12 Actions
¥ Kibana
index Patterns
saved Objects
Spaces
Reporting
Advanced Settings
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Switch the ILM policy
1. Create another ILM policy.

PUT / ilm/policy/game-new
{
"policy": {
"phases": {
"hot": {
"actions": {
"rollover": {
"max size": "3GB",
"max age": "1d",
"max_docs": 1000

}

3y

"warm": {
"min age": "30m",
"actions": {

"forcemerge": {

"max num segments":1

}I

"shrink": {

"number of shards":1

}
by
"cold": {
"min age": "1h",
"actions": {
"allocate": {

"require": {

"box type": "warm"
}
}
}
by
"delete": {
"min age": "2h",
"actions": {
"delete": {}

2. Associate the new policy with the index template.

258
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PUT template/gamestabes template
{
"index patterns" : ["gamestabes-*"],
"settings": {
"index.number of shards": 5,
"index.number of replicas": 1,

"index.routing.allocation.require.box type":"hot",

"index.lifecycle.name": "game-new",
"index.lifecycle.rollover alias": "gamestabes"
}
}
P Notice

o The new policy takes effect fromthe next rollover.

o If youwant to associate the new policy with the indexes that are created based onthe
original policy, you canrunthe PUT gamestabes-*/ settings command. For more
information, see Swit ching policies for an index.

Summary

T his topic provides instructions on how to separate hot data from cold data by using ILM.
e Configure an ILM policy for indexes.
Procedure:
i. Configure hot and warm attributes.
ii. Configure anindex template based on your needs.
iii. Configure an ILM policy based on your needs and associate the policy with the index template.

iv. Create an initial index whose name ends with -000001. The name of the index generated after a
rollover is automatically incremented by one.

e Verify data distribution.

Check whether the shards of indexes in the cold phase are distributed on warm nodes.
e Update the ILM policy.

Update the ILM policy.
e Switchthe ILM policy.

Switch the ILM policy.

9.3. Application of X-Pack advanced
features
9.3.1. Use the CCR feature to migrate data

This topic describes how to use the cross-cluster replication (CCR) feature to migrate data between a
local Alibaba Cloud Elasticsearch cluster and a remote Alibaba Cloud Elasticsearch cluster.
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Background information

CCRis a commercial feature released in open source Elasticsearch Platinum. After you purchase an Alibaba
Cloud Elasticsearch cluster, you can use this feature free of charge based on a few simple configurations.
Only single-zone Elasticsearch clusters of V6.7.0 or later support this feature. CCR is used in the
following scenarios:

Disaster recovery and high availability

You can use CCRto back up data among Elasticsearch clusters that reside in different regions. If a
cluster fails, you can retrieve its index data from other clusters. T his prevents data loss.

Data access from a nearby cluster

For example, Company A has multiple subsidiaries that are located in different regions. To speed up
business processing, you can plan the business of the subsidiaries based on their geographical
locations. Then, use CCR to distribute business data to Elasticsearch clusters in different regions. Each
subsidiary can directly use the cluster in the region where the subsidiary is located to process
business.

Centralized reporting

You can use CCR to replicate data from multiple small clusters to one cluster. Then, you can perform
visualized analytics and reporting for the data in a centralized manner.

To use CCR, you must prepare two types of clusters: local clusters and remote clusters. Remote clusters
provide source data, which is stored in leader indexes. Local clusters replicate the data and store it in
follower indexes. You can also use CCR to migrate large volumes of data at a time in real time. For more
information, see Cross-cluster replication.

Procedure

1. Preparations
Prepare a local cluster, a remote cluster, and a leader index.
2. Step 1: Connect clusters
Connect the remote clusterto the local cluster.
3. Step 2: Add the remote cluster
In the Kibana console of the local cluster, add the remote cluster.
4. Step 3: Configure CCR
In the Kibana console of the local cluster, configure the leader index and a follower index.
5. Step 4: View migration results

Insert data into the remote cluster. Then, verify the data migration on the local cluster.

Preparations

1. Create alocal cluster and a remote cluster.

For more information, see Create an Alibaba Cloud Elasticsearch cluster. The two clusters must be
single-zone clusters, reside in the same virtual private cloud (VPC) and vSwitch, and be of the same
version (V6.7.0 or later).

2. Log onto the Kibana console of the remote cluster and create a leader index.

260 > Document Version: 20220614


https://www.elastic.co/cn/subscriptions
https://www.alibabacloud.com/help/doc-detail/69055.htm#task-2444429
https://www.elastic.co/guide/en/elasticsearch/reference/current/xpack-ccr.html
https://www.alibabacloud.com/help/doc-detail/175973.htm#section-op9-634-jh1
https://www.alibabacloud.com/help/doc-detail/69055.htm#task-2444429
https://www.alibabacloud.com/help/doc-detail/122668.htm#task-761873

Best Practices- Cluster managemen
t

Elasticsearch

@) Notice

o If you create an index in an Elasticsearch cluster of V7.0 or earlier, you must enable the
soft_deletes attribute. Otherwise, an error is reported.

o If youwant to migrate data in an existing index, you can call the reindex APIto enable
the soft_deletes attribute.

PUT myindex
{
"settings": {
"index.soft deletes.retention.operations": 1024,

"index.soft deletes.enabled": true

}

3. Disable the physical replication feature for the leader index.

The physical replication feature is automatically enabled for indexes in Elasticsearch V6.7.0 clusters.
Before you use CCR, you must disable the physical replication feature.

i. Disable the index.
POST myindex/ close

ii. Update the settings configuration of the index to disable the physical replication feature.

PUT myindex/ settings
{

"index.replication.type" : null

}

ii. Enable the index.

POST myindex/ open

Step 1: Connect clusters

Configure the remote clusterto connect it to the local cluster. For more information, see Connect
Elasticsearch clusters. If the two clusters are connected, the information shown in the following figure
appears.

You can interconnect Elasticsearch clusters under your account in the same VPC and region
to enable cross-cluster search, Mote: A cluster deployed in one zone and a cluster deployed
across zones are isolated by VPCs. They cannot be interconnected. For more information,
see User Guide.

Connected Clusters:

Cluster ID Network Type Actions

es-cn-4597jume VPCID Remove

Step 2: Add the remote cluster
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1. Log onto the Kibana console of the local cluster.
For more information, see Log on to the Kibana console.
2. Inthe left-side navigation pane, click Management.
3. Inthe Elasticsearch section, clickRemote Clusters.
4. ClickAdd a remote cluster.
5. Inthe Add remote cluster section, configure the following parameters.
Add remote CIuSter '@' Remote cluster docs
Name Name
A unique name for the remote cluster. CCR_use test
Name can only contain letters, numbers, underscores, and dashes.
Seed nodes for cluster discovery Seed nades
A list of remote cluster nodes to query for the cluster state. Specify multiple seed 172, 10300 x
nodes so discovery doesn't fail if a node is unavailable.
An |P address or host name, followed by the transport port of the remote duster.
Make remote cluster optional
By default, a request fails if any of the queried remote clusters are unavailable. To > Skip if unavailable
continue sending a request to other remote clusters if this cluster is unavailable,
enable Skip if unavailable. Learn more.

o Name: the name of the remote cluster. The name must be unigue.

o Seed nodes: the nodes in the remote cluster. Specify each node in the format of Node IP
address:9300. To obtain the IP addresses of nodes, log onto the Kibana console of the remote
clusterand runthe GET / cat/nodes?v command onthe Console tab of the Dev Tools page.
The nodes you specify must include a dedicated master node of the remote cluster. We
recommend that you specify multiple nodes. This ensures that you can still use CCR when the
specified dedicated master node fails.

ip heap.percent ram.percent cpu load_1m load_S5m load_15m node.role master name
172. 132 732 8.81 8.e3 8.85 mdi - PF
172. 12 72_ 8 @.ap 8.a2 8.085 mdi - R1
|172. 18 73 1  8.08  08.84 8.85 mdi * Dc |

172. g 74 B @.a1 8.e2 8.@5 mdi - 7t
) Notice During CCR, Kibana uses the IP addresses of data nodes to access clusters over
TCP port 9300. HTTP port 9200 is not supported.

6. ClickSave.

The systemthen automatically connects to the remote cluster. If the connection is established,

Connected appears.
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CCR_use_test *
Remote clusters
Status
Connection Connected nodes
Q search... o 5
Seeds Skip unavailable
Name T Seeds Connectio 172, 9300 No
ccn et 17 9300 W Maximum number of connections Initial connect timeout
_use_tes onng 30s
Rows per page: 20 v
Step 3: Configure CCR
1. Log onto the Kibana console of the local cluster. In the left-side navigation pane, click
Management. In the Elasticsearch section of the page that appears, click Cross Cluster
Replication.
2. Onthe Follower indices tab, clickCreate a follower index.
3. Inthe Add follower index section, configure the following parameters.
Add fo”ower index © Follower index docs
Remote cluster Remote cluster
The cluster that contains the index to replicate CCR_use_test ~
® Add remote cluster
Leader index Leader index
The index on the remote cluster to replicate to the follower index. myindex
Note: The leader index must already exist. Spaces and the characters \/ 2, " <> | are not allowed.
Follower index Follower index
A unique name for your index. mym(\exjol\nw{
Spaces and the characters\/?, " <> | are not allowed.
Parameter Description
Remote cluster Select the cluster you added in Step 2: Add the remote cluster.
. The index whose data you want to migrate. In this example, the
Leader index . . . . . .
myindex index that is created in Preparations is used.
. The index to which data is migrated. You must specify a unique
Follower index : o pectty q
index name.
4. ClickCreate.
Afterthe follower index is created, the index is in the Active state.
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. . myindex_follow
Cross Cluster Replication Y

Settings

Follower indices  Auto-follow patterns
status
Active

A follower index replicates a leader index on a remote cluster.

Remote cluster Leader index
CCR_use_test myindex
Q search... Max read request operation count Max outstanding read requests
5120 12
Name 4+ Status Remote cluster Max read request size Max write request operation count
32mb 5120
® Active CCR_use_test Max write request size Max outstanding write requests
9223372036854775807h 9
myindex_follow m CCR_use_test
v - - - Max write buffer count Max write buffer size
2147483647 512mb
Rows per page: 20 v .
Max retry delay Read poll timeout
500ms m

Shard 0 stats
1-l

"id": 8,
remoteCluster
leaderIndex”

MaxSequenceNum”
9 "lastRequestedSequel
10 “outstandingReadReques
“outstandingiriteReque:

~ Added follower index

X Close Vi ‘'myindex_follow'

Step 4: View migration results

1. Log onto the Kibana console of the remote cluster and insert data into the remote cluster.

POST myindex/ doc/
{

"name":"Jack",

"age":40

2. Runthe following command in the Kibana console of the local cluster to check whether the
inserted data is migrated to the local cluster:

GET myindex follow/ search
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If the command is successfully run, the result shown in the following figure is returned.

Console  Search Profiler  Grok Debugger

1 GET myindex follow/ searchl p & 1-

2 "took" : 1,

3 "timed_out™ : false,

4~ " shards™ : {

5 "total" : 1,

6 "successful™ : 1,

7 "skipped” : 8,

8 "failed" : @

o+ 1,

18~ “hits" : {

11 "total" : 1,

12 "max_score” : 1.8,

13- "hits" @ [

14~ {
15 " index™ : "myindex follow”,
16 " _type" @ "_doc",
17 " id" o "WWe7mXMBQmGBEbYWDIgP",
18 " _score” : 1.8,
19~ " source"” :
28 "name” : "Jack",
21 "age" @ 48
22+ 3
23+ 1
24+ ]
254}
26+ }

The preceding figure shows that data in the leader index myindex of the remote cluster is migrated
to the follower index myindex_follow of the local cluster.

) Notice The follower index myindex_follow is read-only. If you want to write datato the
follower index, convert the follower index into a common index first. For more information, see
Use Elasticsearch CCR to migrate data across data centers.

3. Insert a data record into the remote cluster and check whether the data record is migrated to the
local cluster in real time.

POST myindex/ doc/
{
"name" :"Pony",

"age":50
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Query the inserted data record in the local cluster. The following figure shows the data record.
Console  Search Profiler  Grok Debugger
1 GET myindex follow/ searchl p & 1-
2 "took" : @8,
E "timed_out™ : false,
4~ " shards™ : {
- "total" : 1,
"successful™ : 1,
7 "skipped” : 8,
3 "failed” : @
ok
18~ “hits" : {
11 "total" : 2,
12 "max_score” : 1.8,
13~ "hits" @ [
14 - 1
15 " index™ : "myindex follow”,
16 " _type" @ "_doc",
17 " id" @ "WWe7mXMEQmEBELYWDIgP",
18 " _score” : 1.8,
19 ~ " source” : {
28 "name” : "Jack",
21 "age" @ 48
22 - J
23 « 1s
24 - 1
25 " index™ : "myindex follow”,
26 " type" @ " _doc”,
27 " id" : "LiK8mXMBAMCSQdQSpKTr",
28 " score” @ 1.8,
20 ~ " _source" : ]
36 "name” : "Pony",
31 "age" : 5B
32 - 1
EER 1
it- 1}
E _: - }
The preceding figure shows that the CCR feature can implement real-time migration of incremental
data.
@ Note Youcan also callthe APIs for the CCR feature to perform cross-cluster replication
operations. For more information, see Cross-cluster replication APIs.
FAQ

Q: lIcan use port 9300 to add a remote cluster. Why is only port 9200 accessible when I use a domain
name to access an Elasticsearch cluster?

A: Port 9300 is an open port. However, when you access a cluster over the Internet, Server Load
Balancer (SLB) enables only port 9200 during port verification for security purposes. T his will be adjusted
inthe future.

9.3.2. Use X-Pack to configure LDAP
authentication
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This topic describes how to configure Lightweight Directory Access Protocol (LDAP) authentication for
an Alibaba Cloud Elasticsearch cluster to allow LDAP users with the required roles to access the cluster.

Prerequisites

e AnAlibaba Cloud Elasticsearch cluster is created. In this example, an Elasticsearch V6.7.0 cluster is
used.

For more information, see Create an Alibaba Cloud Elasticsearch cluster.

@ Note You cannot configure LDAP authentication for an Elasticsearch cluster of V7.0.0 or
later in the Elasticsearch console.

e A private connection is configured for the Elasticsearch cluster if the clusteris deployed in the new
netwaork architecture. To configure a private connection for an Elasticsearch cluster, perfformthe
following steps:

@ Note

i. Create a Classic Load Balancer (CLB) instance that supports the PrivatelLink service and resides in
the same VPC as the Elasticsearch cluster.

For more information, see Step 1: Create a CLB instance that supports PrivateLink.
ii. Configure the CLB instance.

For more information, see Step 2: Configure the CLB instance.

@ Note Youmust add the Elastic Compute Service (ECS) instance for which LDAP is
configured to the CLB instance as a backend server. In this topic, port 389 is used as the
listening port.

iii. Create anendpoint service.
For more information, see Step 3: Create an endpoint service.
iv. Configure a private connection to the Elasticsearch cluster.
For more information, see Step 4: Configure a private connection for the Elasticsearch cluster.
v. Obtain the domain name of the endpoint that is used to access the endpoint service.
For more information, see View the domain name of an endpoint.

e The LDAP service is activated in the VPC where the Elasticsearch cluster resides. In this topic,
OpenLDAP 2.4.44 is used.

e The LDAP environment and user data are prepared.

For more information, see Official LDAP documentation.
Limits

You can configure LDAP authentication in the Elasticsearch console only for Elasticsearch clusters
whose versions are earlier than V7.0.0.

Precautions
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e Elasticsearch clusters created in October 2020 or later are deployed in the new network architecture.
In this network architecture, the LDAP authentication feature is limited. To resolve this issue, you can
use the PrivateLink service to establish private connections between VPCs. For more information, see
Configure a private connection for an Elasticsearch cluster. If you want to connect such a clusterto
the Internet, configure an NGINX proxy to forward requests.

e Inthe original network architecture, only single-zone Elasticsearch clusters support LDAP
authentication. In the new network architecture, both single-zone and multi-zone Elasticsearch
clusters support LDAP authentication if you use the PrivateLink service.

Procedure

1. Step 1: Configure LDAP authentication
2. Step 2: Map the userto arole
3. Step 3: Verify the result

Step 1: Configure LDAP authentication

You can use X-Packto configure LDAP authentication in the following modes:

e User search mode

e Distinguished name (DN) template-based mode

The user search mode is commonly used. In user search mode, a user who has permissions to query the
LDAP directory is used to search for the DN of a user who you want to authenticate. The search is
performed based on the username and LDAP attribute that are provided by X-Pack. After the DN of the
user is found, X-Pack attempts to bind the user to the LDAP directory by using the DN and the related
password to authenticate the user. For more information, see Configure an LDAP realm.

The following sample code provides the mapping configurations that are required by LDAP to manage
a DN. You must add the configurations to the YML file of the Elasticsearch cluster.

xpack.security.authc.realms.ldapl.type: ldap

xpack.security.authc.realms.ldapl.order: 0

xpack.security.authc.realms.ldapl.url: "ldap://ep-bpldhpobznlgjhj9****-cn-hangzhou-i.epsrv-
bplg8tcj2jjt5dwr**** . cn-hangzhou.privatelink.aliyuncs.com:389"
xpack.security.authc.realms.ldapl.bind dn: "cn=zhang lei, ou=support,dc=yaobili, dc=com"
xpack.security.authc.realms.ldapl.bind password: 123456
xpack.security.authc.realms.ldapl.user search.base dn: "ou=support,dc=yaobili,dc=com"
xpack.security.authc.realms.ldapl.user search.filter: " (cn={0})"
xpack.security.authc.realms.ldapl.group search.base dn: "ou=support,dc=yaobili, dc=com"

xpack.security.authc.realms.ldapl.unmapped groups as roles: false

Parameter Description

type The type of the realm. You must set this parameter to ldap.
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Parameter

url

bind_dn

bind_password

user_search.base_dn

group_search.base_dn

unmapped_groups_as_roles

Description

The URL and port number that are used to connect to the LDAP server.
ldap indicates that a common connection and port 389 are used. ldaps
indicates that an SSL-encrypted connection and port 636 are used.

@ Note If your Elasticsearch cluster is deployed in the new
network architecture, you must specify this parameter in the
format of Domain name of the endpoint:Port number .In
this example, ep-bpldhpobznlgjhj9****-cn-hangzhou-
i.epsrv-bplg8tci2jjtbdwr**** cn-
hangzhou.privatelink.aliyuncs.com:389 is used.

The DN of the user who you want to search for and bind to the LDAP
directory. This parameter is valid only in user search mode.

The password of the user.

The container DN that is used to search for the user.

The container DN that is used to search for the group to which the user
belongs. If you do not specify this parameter, Elasticsearch searches
for the attribute that is specified by the user_group_attribute

parameter to determine the group to which the user belongs.

The default value of this parameter is false. If you set this parameter
to true, the names of unmapped LDAP groups are used as role names.

Afteryou add the preceding configurations, click OK to restart the cluster. For more information about
the parameters, see Security settings in Elasticsearch.

Step 2: Map the userto arole

Run the following command to map the zhang* account to the administrator role:
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POST _xpack/security/role mapping/ldap super userl?pretty
{
"roles": [ "superuser" ],

"enabled": true,

"rules": {
"any": [
{
"field": {
"username": "zhang*"

Step 3: Verify the result

Log onto the Kibana console of the Elasticsearch cluster by using the zhang* account.

A

Welcome to Kibana

Your window into the Elastic Stack

Username

zhang

Password

IIIII!%!HIIIII

Run the following command:

PUT cluster/settings
{
"persistent": {

"action.auto create index": true
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If the result shown in the following figure is returned, the account has the required permissions.

1 PUT _cluster/settings > 9, 1+
2~ { 2 "acknowledged” : true,
3+ "persistent”: { 3~  "persistent” : {
1 "action.auto_create_index": true 4~ "action” : {
5« } 5 "auto_create_index" : "true”
6+ } 6+ +
7+ 1
3 "transient” : { }
g- 1
1@

9.3.3. Use the RBAC mechanism provided by
Elasticsearch X-Pack to implement access control

If you want to grant access permissions on items such as clusters, indexes, and fields, you can use the
role-based access control (RBAC) mechanismthat is provided by the X-Pack plug-in of Elasticsearch.

T his mechanism allows you to grant permissions to customroles and assign the roles to users to
implement access control. Elasticsearch provides a variety of built-in roles. You can create custom roles
based on the built-in roles to meet your business requirements. T his topic describes how to create and
configure a customrole to implement access control.

Context

e Elasticsearch supports the RBAC mechanismthat is provided by the X-Pack plug-in. For more
information, see User authorization.

e Elasticsearch supports various security authentication features. For more information, see Identity
authentication and authorization in Elasticsearch.

Procedure

@ Note AnElasticsearch V6.7.0 cluster is used in this topic. Operations on clusters of other
versions may differ. The actual operations in the console prevail.

1. Create arole.
i. Log onto the Kibana console of your Elasticsearch cluster.
For more information, see Log on to the Kibana console.
ii. Inthe left-side navigation pane, clickManagement.
iii. Inthe Security section, clickRoles.

iv. Inthe Roles section, click Create role.
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Create role

Set privileges on your Elasticsearch data and control access to your Kibana spaces.

Role name

= Elasticsearch nice
Cluster privileges

Manage the actions this role can perform against your
cluster. Learn more

Run As privileges

Allow requests to be submitted on the behalf of other
users. Learn more

Index privileges

Control access to the data in your cluster. Learn more

Indices Privileges Granted fields (optional)

~ ~ * X [ Hj

O X Grant read privileges to specific documents

@ Add index privilege

K Kibana nide

Minimum privileges for all spaces

Specify the minimum actions users can perform in your
spaces.

none ~

No access to spaces

Higher privileges for individual spaces

Grant more privileges on a per space basis. For example, if the privileges are read for all spaces, you can set the privileges to all for an
individual space.

@ Add space privilege View summary of spaces privileges

Create role Cancel

Parameter Description
Role name The name of the role.

The operation permissions on the cluster, such as the
permissions to view the health status and settings of the cluster
and the permission to create snapshots. For more information,
see Cluster privileges.

Cluster privileges

The user who assumes the role. This parameter is optional. If
you do not configure this parameter, you can assign the role to a
user when you create the user. For more information, see Create
a user.

Run As privileges
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Parameter Description

The operation permissions on indexes. For example, if you want
to grant the role the read-only permissions on all fields in all
indexes, set the Indices parameter to an asterisk (*) and the
Privileges parameter to read. You can set the Indices parameter
to an asterisk or regular expression. For more information, see
Indices privileges. When you configure the Index privileges
parameter, you need to configure the following parameters:

= |ndices: the index pattern, such as heartbeat-*.

Index privileges
@ Note If no index patterns are available, click Index

Pattern in the Kibana section of the Management page
and create an index pattern as prompted.

= Privileges: the permissions that you want to grant to the
role.

= Granted fields (optional): The fields on which you want to
grant permissions. This parameter is optional.

The operation permissions on Kibana.

Q) Notice Versions earlier than Kibana V7.0 support only
base privileges. Kibana V7.0 and later support base
privileges and feature privileges. After you assign a base
privilege to a role, the role has access permissions on all
Kibana spaces. After you assign a feature privilege to arole,
the role has access permissions only on a specific feature.
To assign a feature privilege, you must specify a Kibana
space.

Kibana privileges

When you create a role, you must grant permissions to the role. In this example, the following
permissions are granted:

m Read-only permissions on a specific index
For more information, see Configure read-only permissions on indexes.
m Permissions to view all or some dashboards
For more information, see Configure operation permissions on dashboards.

m Read and write permissions on some indexes and read-only permissions on all clusters, such
as the permissions to view the health statuses, snapshots, and settings of clusters, write
datato indexes, or update index mappings

For more information, see Configure read and write permissions on indexes and read-only
permissions on clusters.

v. Click Create role.
2. Create a user and assign the role to the user.

i. Inthe left-side navigation pane of the Kibana console, click Management.
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New user

Username

heartbeat-user

Passwaord

Confirm password

Full name
Email address

Roles

heartbeat-role x

Create user

Parameter

Username

Password

Confirm password

Full name

Email address

Cancel

ii. Inthe Security section, click Users.

iii. Inthe upper-right corner of the Users section, click Create new user.

Description

The username, which is used to log on to the Kibana console.
You can customize a username.

The password of the user, which is used to log onto the Kibana
console. You can customize a password.

The value must be the same as that of the Password
parameter.

The full name of the user, which can be customized.

The email address of the user.
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Parameter Description

The role that is assigned to the user. You can specify one or
more roles. The roles can be built-in or custom roles.

Roles Ej) Notice If you specify a user when you create a role,
you still need to configure this parameter. Otherwise, an
error is reported when you use the user to log on to the
Kibana console.

iv. ClickCreate user.
3. Use the userto log onto the Kibana console and perform operations to check whether the user
has the related permissions.
Configure read-only permissions on indexes
e Scenario
Grant the read-only permissions on a specific index to a common user. In this case, the user can query
data fromthe index in the Kibana console but cannot access clusters.
e Role configuration
== Elasticsearch nice
Cluster privileges
Manage the actions this role can perform against your
cluster. Learn more ~
Run As privileges
Allow requests to be submitted on the behalf of other
users. Learn more a - e
Index privileges
Control access to the data in your cluster. Learn more
Indices Privileges Granted fields (optional)
kibana_sample_data_logs > [ read * [« V4 * x Q-
> Grant read privileges to specific documents
P, Kibana me
Minimum privileges for all spaces
Specify the minimum actions users can perform in your
spaces, read >
View objects and apps within all spaces
Permissions
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Permission type Permission key Permission value Description

The name of the index. You can specify
kibana_sample_d a full index name, alias, wildcard, or
ata_logs regular expression. For more

information, see Indices Privileges.

indices

The read-only permissions on the index.
The read-only permissions include the
permissions to call the count, explain,
get, mget, scripts, search, and scroll
APIs. For more information, see
privileges-list-indices.

Index privileges
privileges read

Granted fields The fields in the index. The value *
(optional) indicates all fields.

The read-only permissions on Kibana.
The permissions are granted to all
spaces. Default value: none. This value
indicates that no spaces are authorized
to access Kibana.

(]3 Notice Versions earlier than
Kibana V7.0 support only base
privileges. Kibana V7.0 and later

Kit-)a-na privileges read su.p.port base privileges énd feature

privileges privileges. After you assign a base
privilege to a role, the role has
access permissions on all Kibana
spaces. After you assign a feature
privilege to a role, the role has
access permissions only on a
specific feature. To assign a
feature privilege, you must specify
a Kibana space.

e Verification

Use the common userto log onto the Kibana console and run an index read command. The system
returns results as expected. Then, run an index write command. The system returns an error message.
The message indicates that the useris not authorized to performwrite operations.

GET /kibana sample data logs/ search

POST /kibana sample data logs/ doc/1
{

"productName": "testpro",
"annual rate": "3.22%",
"describe": "testpro"
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GET /kibana_sample_data_logs/_ search 1-f

2+ "error": {
POST .fkibanaisampleidatailogs.fidocf'1| | 3 3~ "root_cause”: [

a- {
"productiame”:"testpro”, 5 "type": "security_exception”,
"annual_rate"”:"3.22%", 6 “reason”: "action [indices:data/write/index] is unauthorized for user [user-test]”
"describe": "testpro” 7= ¥
b 8+ 1,

9 "type": "security_exception”,

1@ "reason”: "action [indices:data/write/index] is unauthorized for user [user-test]"

12 “status™: 4@3

13-}

Configure operation permissions on dashboards

e Scenario

Grant the read-only permissions on a specific index and the permissions to view the dashboards for
the index to a common user.

e Role configuration

When you create a user, assign the read-index and kibana_dashboard_only_user roles to the user.

New user

Username

Zl-test

Password

Confirm password

Full name

Email address

Roles

read-index kibana_dashboard_only_user X 0 R

Create user Cancel

o read-index: a customrole. You must manually create a customrole. This role has read-only
permissions on the specific index.
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o kibana_dashboard_only user: a Kibana built-in role. This role has the permissions to view the
dashboards for the index.

@) Notice

m InKibana V7.0 and later, the kibana_dashboard_only_user role is deprecated. If you
want to view the dashboards for a specific index, you need only to configure the read-
only permissions on the index. For more information, see Configure read-only
permissions on indexes.

m The kibana_dashboard_only user role can be used with customroles in various
scenarios. If you want to configure the Dashboards only roles feature only fora
customrole, performthe following steps: In the Kibana section of the Management
page, click Advanced Settings. Then, inthe Dashboard section on the page that
appears, set the Dashboards only roles parameterto the customrole. The default value
of this parameter is kibana_dashboard _only user.

e Verification

Use the common userto log on to the Kibana console and view the dashboards for the specific
index.

Full screen  CAuto-refresh € @ Last 15 minutes

Options 43 Refresh

Configure read and write permissions on indexes and read-only
permissions on clusters
e Scenario

Grant the read, write, and delete permissions on specific indexes and the read-only permissions on
clusters and Kibana to a common user.

e Role configuration
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= Elasticsearch nic

Cluster privileges

Manage the actions this role can perform against your
duster. Learn more

monitor *

Run As privileges

Allow requests to be submitted on the behalf of other
users. Learn more

Index privileges

Control access to the data in your cluster. Learn more

Indices

library* x heartbeat-* *

Privileges

read

view_index_metadata *

delete

create_index

write ¥ monitor o ~

delete_index %

Granted fields (optional)

*

X Grant read privileges to specific decuments

® Add index privilege

z Kibana nide

Minimum privileges for all spaces

Specify the minimum actions users can perform in your
spaces.

read

View objects and apps within all spaces

Permissions

Permission type

Cluster

privileges cluster

indices

Permission key

Permission value

monitor

heartbeat-
* library*

read

Description

The read-only permissions on clusters,
such as the permissions to view the
running statuses, health statuses, hot
threads, node information, and blocked
tasks of clusters.

The names of the indexes. You can
specify a full index name, alias,
wildcard, or regular expression. For
more information, see roles-indices-
privileges.

The read-only permissions on the
indexes. The read-only permissions
include the permissions to call the
count, explain, get, mget, scripts,
search, and scroll APIs. For more
information, see privileges-list-indices.
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Permission type Permission key Permission value Description

The permission to create indexes. If you
specify an alias when you create an
index, you must grant the manage
permission to the user.

create_index
(]3 Notice The alias must meet
the matching rules that are defined
by the Indices parameter.

privileges The read-only permissions on index
metadata. The permissions include the
permissions to call the following APIs:
aliases, aliases exists, get index, exists,
field mappings, mappings, search
shards, type exists, validate, warmers,
settings, and ilm.

view_index_meta
data

Index privileges

The permission to perform all write
operations on documents. The
operations include the operations that
are performed by calling the index,
update, delete, or bulk APl and
mapping updates. The write permission
involves more operation permissions
than the create and index permissions.

write

The permission to monitor all
operations. The operations include the

monitor operations that are performed by
calling the index recovery, segments
info, index stats, or status API.

delete The permission to delete documents.
delete_index The permission to delete indexes.
The fields on which you want to grant

granted fields * permissions. The value * indicates all
fields.
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Permission type Permission key Permission value Description

The read-only permissions on Kibana.
The permissions are granted to all
spaces. Default value: none. This value
indicates that no spaces are authorized
to access Kibana.

(]3 Notice Versions earlier than
Kibana V7.0 support only base
privileges. Kibana V7.0 and later

Kil.)a.na privileges read su.p.port base privileges .and feature

privileges privileges. After you assign a base
privilege to a role, the role has
access permissions on all Kibana
spaces. After you assign a feature
privilege to a role, the role has
access permissions only on a
specific feature. To assign a
feature privilege, you must specify
a Kibana space.

e Verification

Use the common user to log onto the Kibana console and run the following commands. The system
returns results as expected.

Console  Search Profiler ~ Grok Debugger

1 > £ 1 health status index uuid pri rep docs.count docs.deleted store.size pri.store.size
2 2 green open  .monitoring-es-6-2020.12.14 Mbtt 1
3 green open .kibana_1l oncy = 11
4 green open kibana_sample_data_logs Dsn: - 5 1 2 ] 18.1kb okb
5 green open .monitoring-kibana-6-2020.12.12 e9zv 11
5 green open .monitoring-es-6-2029.12.11 Thye 11
7 green open  .monitoring-es-6-2020.12.16 Ea6im x 101
2 green open  .monitoring-kibana-6-2020.12.14 czGE 101
o green open  .monitoring-es-6-2020.12.09 zfV n = 1 1
10 green open  .kibana_task_manager 379y me— 11
11 green open .monitoring-kibana-6-2020.12.13 HvBF - 1 1
12 green open .monitoring-kibana-6-2020.12.89 SoSgm 11
13 green open product_infol vOGH 5 1 [ 2.5kb 1.2kb
14 green open .monitoring-kibana-6-2028.12.11 jpva m - 1 1
15 green open  .monitoring-es-6-2020.12.12 g0t B
16 green open  product_info2 E9kt = 5 1 1 ] 9.3kb 4.6kb
17 green open  .monitoring-kibana-6-2020.12.10 g-Te 11
5 green open .monitoring-es-6-2020.12.13 75¢- 11
o green open .security-6 v=Vr 101

26 DELETE product_info
2

o View the details about indexes in a cluster
GET /_cat/indices?v

o View the status of a cluster
GET / cluster/stats

o Query datainthe product_info index
GET /product info/ search

o Query datainthe product_info1 index

GET /product infol/ search
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o Use a POST request to write data to the kibana_sample_data_logs index

POST /kibana sample data logs/ doc/2
{

"productName": "testpro",
"annual rate": "3.22%",
"describe": "testpro"

}

o Use a PUT request to write datato the product_info2 index

PUT /product info2/ doc/1

"productName": "testpro",
"annual rate": "3.22%",
"describe": "testpro"

}

o Delete the product_info index

DELETE product info

9.3.4. Configure AD user authentication

Alibaba Cloud Elasticsearch allows you to configure Active Directory (AD) user authentication for your
Elasticsearch cluster. This way, users in an AD domain that are assigned Elasticsearch roles can be used
to access the cluster. This topic describes how to configure AD user authentication for an Alibaba
Cloud Elasticsearch cluster.

Prerequisites
e An Alibaba Cloud Elasticsearch cluster is created.

For more information, see Create an Alibaba Cloud Elasticsearch cluster. In this example, an Elasticsearch
V7.10 cluster is created.

e [f your Elasticsearch clusteris created in October 2020 or later, the cluster is deployed in the new
network architecture, and the following operations must be performed:

i.
ii. Configure a Classic Load Balancer (CLB) instance. For more information, see Step 2: Configure the
CLB instance.
il
iv.
V.

e An AD domainis created and configured on an Elastic Compute Service (ECS) instance that runs the
Windows operating system and resides in the same virtual private cloud (VPC) as the Elasticsearch
cluster. In this example, the Windows Server 2012 operating system s used. In addition, data is
prepared.

In this example, the ccy1 user and the ccy.comroot domain are used.

Limits
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e Elasticsearch clusters that are created in October 2020 or later are deployed in the new network
architecture. If you want to use AD user authentication for such a cluster, you must first use the
PrivateLink service to establish private connections between VPCs. For more information, see
Configure a private connection for an Elasticsearch cluster. f you want to connect such a clusterto
the Internet, configure an NGINX proxy to forward requests.

e ForElasticsearch clusters that are deployed in the original network architecture, only single-zone
clusters support AD user authentication. For Elasticsearch clusters that are deployed in the new
network architecture, both single-zone clusters and multi-zone clusters support AD user
authentication.

Procedure

1. Step 1: Configure AD user authentication
2. Step 2: Map the userto arole
3. Step 3: Verify the result

Step 1: Configure AD user authentication

An Elasticsearch cluster uses its security features to communicate with the AD domain and authenticate
users. The security features communicate with the AD domain based on Lightweight Directory Access
Protocol (LDAP). An AD domain is similar to an LDAP domain. Like an LDAP directory, an AD domain stores
users and groups in a hierarchical manner. An AD domain authenticates a user by sending an LDAP bind
request. After the user passes the authentication, the AD domain searches for the entry of the userin
the AD domain. After the AD domain finds the entry, the AD domain retrieves the group membership of
the user fromthe tokenGroups attribute of the entry. For more information, see Configuring an Active
Directory realm.

If the version of your Elasticsearch cluster is V6.X, add the following configurations to the YML
configuration file of your cluster to configure AD user authentication. For more information, see
Configure the YML file. If the version of your Elasticsearch clusteris V7.X, submit a ticket to contact
Alibaba Cloud technical support to configure related settings for your cluster.

xpack.security.authc.realms.active directory.my ad.order: 0
xpack.security.authc.realms.active directory.my ad.domain name: ccy.com
xpack.security.authc.realms.active directory.my ad.url: ldap://ep-bpli321219*********—cn-ha
ngzhou-h.epsrv-bpl5571d5ps********* cn-hangzhou.privatelink.aliyuncs.com:389
xpack.security.authc.realms.active directory.my ad.bind dn: ccyl@ccy.com

xpack.security.authc.realms.active directory.my ad.secure bind password: your password

Parameter Description

The priority of the AD domain. The priority determines the sequence in

order
which the AD domain is checked during user authentication.

domain_name The name of the root domain.
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Parameter Description

The URL and port number that are used to establish a private network
connection between the AD domain and the ECS instance. For more
information, see Configuring an Active Directory realm.

(]) Notice If your Elasticsearch cluster is deployed in the new

url .
is in the format of

endpoint>:<Port number>

network architecture, you must set this parameter to a value that
ldap://<Domain name of the related

. In this example, ldap://ep-

bp1i321219*********_cn-hangzhou-h.epsrv-
bp15571d5ps********* cn-hangzhou.privatelink.aliyuncs.com: 389 is

used.

bind_dn
- searches.

The distinguished number (DN) of the user that is used to perform

secure_bind_password The password that is used to authenticate the user.

Step 2: Map the userto arole

1. Log onto the Kibana console of the Elasticsearch cluster.

For more information, see Log on to the Kibana console.

@ Note Inthis example, an Elasticsearch V7.10.0 cluster is used. Operations on clusters of
other versions may differ. The actual operations in the console prevail.

2. Go to the homepage of the Kibana console and click Dev tools in the upper-right corner.

3. Onthe Console tab, run the following command to map the ccy1 userin the AD domainto the

administrator role:

PUT / security/role mapping/basic users
{
"roles": [ "superuser" 1],

"enabled": true,

"rules": {
"any": [
{
"field": {
"groups": "cn=ali,dc=ccy,dc=com"
}
3y
{
"field": {
"dn": "cn=ccyl,cn=ali,dc=ccy,dc=com"
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Step 3: Verify the result
1. Use the ccy1 userto log onto the Kibana console of the Elasticsearch cluster.
2. Go to the homepage of the Kibana console and click Dev tools in the upper-right corner.

3. Onthe Console tab, run the following command to check whether the ccy1 user has permissions
to performthe related operation:

GET cat/indices

If permissions are granted to the ccy1 user, the result shown in the following figure is returned.

= D Dev Tools

Console Search Profiler Grok Debugger Painless Lab = BETA

History Settings Help

1 GET _cat/indices DY 1 green open .apm-agent-configuration 4zVRAXNYTV6_ ] 11 [ 0 522b 261b
2 2 green open .monitoring-kibana-7-2021.12.08 Kr90m1WUQW674 RIS 3732 @ 1.9mb 1.1mb
3 3 green open product_info WPZ11CtfRL-hp e Bs51 8 0 49.2kb 24.6kb
4 4 green open .kibana_1 ffs3ho7cTteolk i 11 31 0 41.5mb 20.7mb
= 5 green open .monitoring-es-7-2021.12.08 1efDbINWT8uR e wmamf. 1 1 44838 74520 63.1mb 31.6mb
6 6 green open .security-7 Gu8XhA-yQ46m s 181 58 9 302.1kb  151kb
7 7 green open .monitoring-es-7-2021.12.06 PCVdQeP-R2SK&® 4 1 1 111372 123120 140.5mb 70.2mb
8 8 green open .monitoring-es-7-2021.12.07 udT1D2Q_S1ylk 1 1 186883 157638 229.1mb 114.3mb
9 9 green open .apm-custom-link JVXx@qioQouMn il it o [ 522b 261b
10 10 green open .kibana_task_manager_1 nDKy8KLASsevi =11 6 3036 720kb  357kb
a8 11 green open .monitoring-kibana-7-2021.12.06 g@mwhwFaTduGs's L11 12312 © 3.8mb 1.8mb
12 12 green open .monitoring-kibana-7-2021.12.07 xfW97NKTT_a61s § 11 17248 @ 5.8mb 2.9mb
13 13 green open .kibana-event-log-7.10.0-000001 rOefxK@@Qtqrs: e 11 B8 @ 33.2kb 16.6kb
14 14 green open product_infol VUFOKFAFSrGOx it a4 11 8 ® 11.9kb 5.9kb

15 il |

9.4. Cluster security configuration
9.4.1. Use IDaasS to implement SAML SSO to the

Kibana console of an Alibaba Cloud

Elasticsearch cluster

This topic describes how to use Alibaba Cloud Identity as a Service (IDaaS) to implement Security
Assertion Markup Language (SAML) single sign-on (SS0) to the Kibana console of an Alibaba Cloud
Elasticsearch cluster. IDaas serves as the identity provider (IdP), and Kibana serves as the service provider
(SP).

Context

Elasticsearch allows you to implement SAML SSO to the Kibana console of your Elasticsearch cluster.
Kibana serves as the SAML SP and allows you to configure SAML 2.0 browser-based SSO and SAML 2.0
single logout (SLO). This way, you can use an IdP that complies with SAML 2.0, such as IDaaS or Active
Directory Federation Service (AD FS), to access Elasticsearch and Kibana. In this example, IDaas is used as
the IdP.

In this topic, the following terms are involved:

e [DaaS: a centralized platformthat provides management over identities, permissions, and
applications for enterprises. IDaaS supports various services, such as Employee Identity and Access
Management (EIAM) and Customer Identity and Access Management (CIAM).

e SAML: an XML-based open standard that implements SSO across domains. SAML transfers identity
information between an IdP and an SP by using security tokens that contain assertions. SAML is a
sound identity authentication protocol. It is widely used in public and private clouds worldwide.
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e SSO: indicates that you can access multiple mutually trusted application systems with only one
logon.

Prerequisites

e An Alibaba Cloud Elasticsearch V7.10 cluster is created, and HTTPS is enabled for the cluster.

For more information about how to create an Elasticsearch cluster, see Create an Alibaba Cloud
Elasticsearch cluster. In this example, an Elasticsearch V7.10 cluster is used. The operations and
configurations required for the clusters of other versions may vary. The operations and
configurations required in the Elasticsearch console prevail.

For more information about how to enable HTTPS for an Elasticsearch cluster, see Enable HTTPS.

) Notice You canenable HTTPS only for an Elasticsearch cluster that contains client nodes.
Make sure that your Elasticsearch cluster contains client nodes.

e AnIDaaS EIAM instance is created.

@ Note Elasticsearch supports only HTTP-Redirect binding for SAML authentication requests
and does not support other methods such as HTTP-POST binding. You need only to make sure
that your computer can access the IdP and SP.

e SAML SSO can be configured only at the backend. You must referto the operations in this topic to
configure the related settings in a test environment and make sure that the test logon to the Kibana
console is successful. Then, you can submit a ticket to provide Alibaba Cloud Elasticsearch technical
personnel with the configuration information.

@ Note This topic consists of the following sections: Configure the IDaaS SAML application
(client side) and Create a custom role and configure the SAML information in Elasticsearch
(backend). You must manually performthe operations described in Configure the IDaaS SAML
application (client side). The operations described in Create a customrole and configure the
SAML information in Elasticsearch (backend) must be performed by Alibaba Cloud Elasticsearch
technical personnel at the backend. The operations at the backend are described in this topic to
help you understand configuration principles and perform a configuration test.

Configure the IDaaS SAML application (client side)

1. Log onto the IDaasS console and clickthe name of the EIAM instance. On the page that appears,
add the SAML application.

For more information, see Add an application.

2. Inthe Add Application (SAML) panel, find the desired signing key and click Select in the Actions
column to configure the parameters related to the IdP and SP.

@ Note If no signing key is available, you must import or create one.

You must configure the parameters that are described in the following table. Retain default values
for other parameters.
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Parameter Description

L The name of the SAML application. You can customize the value of

Application Name )
this parameter.

The authentication parameter configured in IDaaS. You must

IDP Identityld configure this parameter for the SP. In this example, set this

parameter to IDaas.

The URL of the SP. In this example, the SP is Kibana. Therefore, you
SP Entity ID must set this parameter to the base URL of Kibana. The base URL
must use HTTPS.

The Assertion Consumer Service (ACS) endpoint that receives
authentication messages from the IdP. In most cases, the value of
this parameter is the URL of Kibana. This ACS endpoint supports
only SAML HTTP-POST binding. In mots cases, set this parameter to

${kibana-url}/api/security/vl/saml . ${kibana-url} is
the base URL of Kibana.

SP ACS URL(SSO Location)

The format of the name identifier. Set this parameter to

NameldFormat
urn:oasis:names:tc:SAML:2.0:nameid-format:persistent.

Binding Set this parameter to the default value POST.

The attribute of the assertion. You can customize a name for the

Assertion Attribute .
attribute, but you must select Sub-account as the value.

Account Linking Type Set this parameter to Account mapping.

3. Click Submit.

4. Inthe System Prompt message, click Authorize now to grant permissions to the SAML
application.

) Notice Before you grant permissions to the SAML application, make sure that you have
synchronized the account information of the application to IDaaS or created an account for
the application. For more information, see Accounts.

5. Click Application Authorization in the left-side navigation pane. On the Application Authorization
page, clickthe Authorize Accounts by Application tab. On the Authorize Accounts by Application
tab, select the account. Then, click Save. In the System Prompt message, click OKto complete the
authorization.

6. Export the IDaaS SAML metadata fromthe added SAML application as a configuration file.

7. Submit a ticket to provide Alibaba Cloud Elasticsearch technical personnel with the metadata
configuration file.

Then, the technical personnel configure the SAML information in Elasticsearch by following the
operations described in Create a custom role and configure the SAML information in Elasticsearch
(backend). You can refer to the operations described in this section to performatest in a self-
managed Elasticsearch cluster.

8. Afterthe technical personnel complete the configuration, log on to the Kibana console by using
SSO.
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i. Referto the steps described inLog on to the Kibana console to go to the logon page of the
Kibana console. Click Log in with saml/saml1.

e
.‘

Welcome to Elastic

Log in with saml/saml1

Log in with Elasticsearch

Typically for administrators

ii. Enterthe account that is associated with IDaaS and click Submit .

The following figure shows the homepage that appears after your logon.
& Elastic

= B vome

Home

B Adddata @ Manage <, Dev tools

a Monitor infrastructure metrics

Observability

Centralize & monitor

Trace application requests. Analyze data in dashboards.

Measure SLAs and react to issues.

e

Kibana
G Prevent threats autonomously. Visualize & analyze >

Detect and respond.

Security

SIEM & Endpoint Security >

Search and find insights.
Design pixel-perfect presentations
Plot geographic data.

Reveal patterns and relationships.

Investigate incidents.

Ingest your data Try our sample data

[® Adddata &, Add Elastic Agent
Ingest data from popular apps and services.

Add and manage your fleet of Elastic Agents and integrations.

Create a custom role and configure the SAML information in
Elasticsearch (backend)

1. Log onto the Kibana console of the Elasticsearch cluster.
2. Create a customrole.
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Role name

admin_role

= [lasticsearch nige

Cluster privileges

Manage the actions this role can perform against your
N
cluster. Learn more all (]

Run As privileges

Allow requests to be submitted on the behalf of other

{ 4
users. Learn more Zhanges x elastic X o
Index privileges
Control access to the data in your cluster. Learn more
Indices Privileges
& w [ all x [

Grant access to specific fields

Grant read privileges to specific documents

3. Map the role to the SAML application.

PUT / security/role mapping/idaas-test
{
"roles": [ "admin role" 1],
"enabled": true,
"rules": {

"field": { "realm.name": "samll" }

@ Note Youmust replace the value of the roles parameter with the name of the role
created in the preceding step.

4. Upload the metadata configuration file exported in Configure the IDaaS SAML application (client
side) to the config/samlpath of the Elasticsearch cluster.

5. Add SAML information to the YML configuration files of Elasticsearch and Kibana.

) Notice The SAMLinformation that you add to the YML configuration files must be
consistent with the SAML information configured in Configure the IDaaS SAML application
(client side).

o YML configuration file of Elasticsearch

> Document Version: 20220614 289



Best Practices- Cluster managemen

; Elasticsearch

# YML configuration file of Elasticsearch
xpack.security.authc.token.enabled: 'true'
xpack.security.authc.realms.saml.samll:
order: 0
idp.metadata.path: saml/metadata.xml
idp.entity id: "https://es-cn-néxxxxxxld.elasticsearch.aliyuncs.com/"
sp.entity id: "https://es-cn-né6xxxxxxld.kibana.elasticsearch.aliyuncs.com:5601/"
sp.acs: "https://es-cn-n6xxxxxxld.kibana.elasticsearch.aliyuncs.com:5601/api/securi
ty/vl/saml"
attributes.principal: "nameid:persistent"

attributes.groups: "roles"

Parameter Description

Specifies whether to enable the Token service. You must set this
parameter to true to configure SAML SSO. For more information
about how to enable the Token service, see saml-enable-token.

xpack.security.authc.token.ena
bled

The identity authentication realm. In this example, set this
parameter to saml1. For more information about realms, see
Realms.

xpack.security.authc.realms.sa
ml.saml1

order The priority of the realm. A small value indicates a high priority.
idp.metadata.path The path to the metadata file that you saved for the IdP.

. N The identifier of the IdP. The identifier must match the EntitylD
idp.entity_id . i .
attribute within the metadata file.

The unigue identifier of Kibana. This parameter is required if you
add Kibana as an SP of your IdP. We recommend that you set this
parameter to the base URL of Kibana.

<]> Notice Make sure that the value of this parameter is
consistent with the information of your business environment.
If you use a reverse proxy to access Kibana, instead of using a
URL, you must specify the endpoint and port number of the
reverse proxy in this parameter.

sp.entity_id

The Assertion Consumer Service (ACS) endpoint that receives

authentication messages from the IdP. In most cases, the value of

this parameter is the URL of Kibana. This ACS endpoint supports

only SAML HTTP-POST binding. In mots cases, set this parameter

to ${kibana-url}/api/security/vl/saml . ${kibana-url}
is the base URL of Kibana.

sp.acs

The URL that Kibana uses to receive the logout information from
the IdP. The value format of this parameter is similar to that of
the sp.acs parameter. You must set this parameterto ${kibana
-url}/logout . ${kibana-url} isthe base URL of Kibana.

sp.logout
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Parameter Description

. L The assertion information. For more information, see Attribute

attributes.principal )
mapping.

. The assertion information. For more information, see Attribute

attributes.groups p—

o YML configuration file of Kibana

# YML configuration file of Kibana
xpack.security.authc.providers:
saml.samll:
order: 0
realm: "samll"
basic.basicl:
order: 1
icon: "logoElasticsearch"

hint: "Typically for administrators"

Parameter Description

The provider of the SAML application. This parameter specifies
xpack.security.authc.providers that SAML SSO is used as the identity authentication method of
Kibana.

The SAML authentication realm. Replace <provider-name> with
the realm that you specify in the YML configuration file of
Elasticsearch. In this example, saml1 is used.

xpack.security.authc.providers.
saml.<provider-name>.realm

After you configure SAML information in the YML configuration file
of Kibana, only users who have passed SAML authentication can
access Kibana. To log on to the Kibana console as a basic user,
you can specify values for the configuration items in basic.basic1.
If you test the logon to the Kibana console as a basic user, you
may need to use the elastic username and its password to log on
to the Elasticsearch cluster, create a role, and then map the role
to the SAML application. After you specify values for the
configuration items in basic.basic1, the Kibana logon page
displays the entry point for you to log on to the Kibana console as
a basic user. For more information, see Authentication in Kibana.

xpack.security.authc.providers.
basic.basicl

@ Note If you do not need to log on to the Kibana
console as a basic user, you do not need to configure the
items in basic.basic1.

9.5. Integrated monitoring
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9.5.1. Use Elastic Stack to implement integrated

monitoring for containers in Kubernetes

Elastic Stack provides the integrated monitoring feature. T his feature allows you to use Kibana to
analyze and display the logs, metrics, and application performance monitoring (APM) data of a
Container Service for Kubernetes (ACK) cluster in a centralized manner. If you deploy your applications in
the pods of an ACK cluster, you can view the logs generated by the pods, event metrics of the hosts
and network, and APM data in the Kibana console. This facilitates troubleshooting. This topic describes
how to implement integrated monitoring for an ACK cluster.

Prerequisites

e AnAlibaba Cloud Elasticsearch V6.8 cluster is created, a whitelist is configured for the cluster, and
the Auto Indexing feature is enabled for the cluster.

For more information, see Create an Alibaba Cloud Elasticsearch cluster, Configure a public or private IP
address whitelist for an Elasticsearch cluster, and Configure the YML file.

e AnACK clusteris created, and pods are created in the cluster. In this example, the ACK cluster version
1.18.8-aliyun.1 is used, and each Elastic Compute Service (ECS) instance used for the cluster has 2
vCPUs and 8 GiB of memory.

For more information, see Create an ACK managed cluster.
e The kubectl client is configured and can be used to access the ACK cluster.

For more information, see Connect to ACK clusters by using kubectl.

Context

This topic describes how to use Elastic Stack to implement integrated monitoring for an ACK cluster. For
more information, see the following sections:

e Use Metricbeat to collect metrics

e Use Filebeat to collect logs

e Use Elastic APMto monitor the performance of applications

For more information about the features of Metricbeat, Filebeat, and Elastic APM, see Infrastructure
monitoring, Log monitoring, and Elastic APM.

Use Metricbeat to collect metrics
The following controllers can be used to deploy Metricbeat to the ACK cluster:

e DaemonSet: The DaemonSet controller ensures that each node in the cluster runs one pod. This
enables Metricbeat to collect host metrics, system metrics, Docker statistics, and the metrics of all
the services that are run on the ACK cluster.

e Deployment: You can use the Deployment controllerto deploy a single Metricbeat shipper. The
shipper is used to retrieve the unique metrics of the ACK cluster, such as metrics for Kubernetes
events and the kube-state-metrics service.
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D Notice

e Inthis example, both the DaemonSet and Deployment controllers are used to deploy
Metricbeat to the ACK cluster. You can also use only the DaemonSet or Deployment
controllerto deploy Metricbeat.

e Metricbeat depends on the monitoring feature provided by the kube-state-metrics service.
Before you deploy Metricbeat, you must make sure that kube-state-metrics is deployed. By
default, kube-state-metrics is deployed in the arms-prom namespace of a containerin an
ACK cluster.

1. Use the kubectl client to access the ACK cluster and download the Metricbeat configuration file.

curl -L -O https://raw.githubusercontent.com/elastic/beats/6.8/deploy/kubernetes/metric
beat-kubernetes.yaml

2. Modify the Metricbeat configuration file.

@ Notice

The official Metricbeat configuration file uses the extensions/vibetal APl version for
DaemonSets and Deployments. This API version is deprecated in ACK V1.18 and later. You must
modify the Metricbeat configuration file to use the apps/v1 APl version for Kubernetes,
DaemonSets, Deployments, and ReplicaSets in ACK'V1.18 and later.

i. Modify the configurations in kind: Deployment and kind: DaemonSet.
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m Modify environment variables. The following code provides an example:

env:
- name: ELASTICSEARCH HOST
value: es-cn-nif23p3mo0065**** . elasticsearch.aliyuncs.com
- name: ELASTICSEARCH PORT
value: "9200"
- name: ELASTICSEARCH USERNAME
value: elastic
- name: ELASTICSEARCH PASSWORD
value: ***x*
- name: KIBANA HOST
value: es-cn-nif23p3mo0065****-kibana.internal.elasticsearch.aliyuncs.com
- name: KIBANA PORT
value: "5601"

) Notice By default, Kibana variables are not defined in the downloaded
Metricbeat configuration file. You can use the env parameter to pass the variables.

Parameter Description
ELASTICSEARCH_HOST The internal endpoint of your Elasticsearch cluster.
ELASTICSEARCH_PORT The private port of your Elasticsearch cluster.

The username of your Elasticsearch cluster. The default value

ELASTICSEARCH_USERNAME . . .
- of this parameter is elastic.

ELASTICSEARCH_PASSWORD The password that corresponds to the elastic username.
KIBANA_HOST The internal endpoint of Kibana.
KIBANA_PORT The private port of Kibana.
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m Add the spec.selector configurations. The following code provides an example:

## kind: DaemonSet
spec:
selector:
matchLabels:
k8s-app: metricbeat
template:
metadata:
labels:
k8s-app: metricbeat
## kind: Deployment
spec:
selector:
matchLabels:
k8s-app: metricbeat
template:
metadata:
labels:
k8s-app: metricbeat

ii. Configure the Kibana output information in name: metricbeat-daemonset-config and name:
metricbeat -deployment-config to use the environment variables that are configured in the
configuration file.

output.elasticsearch:
hosts: ['S{ELASTICSEARCH HOST:elasticsearch}:${ELASTICSEARCH PORT:9200}"]
username: ${ELASTICSEARCH USERNAME }
password: ${ELASTICSEARCH_PASSWORD}
setup.kibana:
host: "https://$ {KIBANA HOST}: S {KIBANA PORT}"
setup.dashboards.enabled: true

iii. Modify configurations related to metricbeat-daemonset-modules. Define the system metrics
monitored by the System module and the metrics that can be obtained by the Kubermnetes
module. The System module monitors the following metrics: CPU, load, memory, and network.

@ Note For more information about the configurations and metrics of modules in
Metricbeat, see System module and Kubernetes module.
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apiVersion: vl
kind: ConfigMap
metadata:
name: metricbeat-daemonset-modules
namespace: kube-system
labels:
k8s-app: metricbeat
data:
system.yml: |-
- module: system
period: 10s
metricsets:
- cpu
- load
- memory
- network
- process
- process_summary
- core
- diskio
- socket
processes: ['.*']
process.include top n:
by cpu: 5 # include top 5 processes by CPU
by memory: 5 # include top 5 processes by memory
- module: system
period: 1m
metricsets:
- filesystem
- fsstat
processors:
- drop event.when.regexp:

system.filesystem.mount point: '~/ (sys|cgroup|proc|dev|etc|host|1lib) ($]/)

kubernetes.yml: |-
- module: kubernetes
metricsets:
- node
- system
- pod
- container
- volume
period: 10s
host: ${NODE NAME}
hosts: ["localhost:10255"]
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iv. Modify configurations related to metricbeat-deployment-modules to obtain the metrics for
kube-state-metrics and Kubernetes events.

P Notice The Metricbeat service is deployed in the kube-system namespace. The
kube-state-metrics service is deployed in the arms-prom namespace by default. The two
services belong to different namespaces. Therefore, specify the hosts parameter in the
format of kube-state-metrics.<namespace>:8080. If the Metricbeat and kube-state-
metrics services are deployed in the same namespace, set the hosts parameterto kube-
state-metrics:8080.

apiVersion: vl
kind: ConfigMap
metadata:
name: metricbeat-deployment-modules
namespace: kube-system
labels:
k8s-app: metricbeat
data:
# This module requires "kube-state-metrics’® up and running under "kube-system' na
mespace
kubernetes.yml: |-
- module: kubernetes
metricsets:
- state node
- state deployment
- state replicaset
- state pod
- state container
period: 10s
host: ${NODE NAME}
hosts: ["kube-state-metrics.arms-prom:8080"]
# Uncomment this to get k8s events:
- module: kubernetes
metricsets:

- event

v. Create arole and assign the role to Metricbeat to implement role-based access control (RBAC).
This ensures that Metricbeat can obtain the resource information of the ACK cluster.
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apiVersion: rbac.authorization.k8s.io/vlbetal
kind: ClusterRoleBinding
metadata:

name: metricbeat
subjects:
- kind: ServiceAccount

name: metricbeat

namespace: kube-system
roleRef:

kind: ClusterRole

name: metricbeat

apiGroup: rbac.authorization.k8s.io
apiVersion: rbac.authorization.k8s.io/vlbetal
kind: ClusterRole
metadata:

name: metricbeat

labels:

k8s-app: metricbeat

rules:
- apiGroups: [""]

resources:

- nodes

- namespaces

- events

- pods

verbs: ["get", "list", "watch"]
- apiGroups: ["extensions"]

resources:

- replicasets

verbs: ["get", "list", "watch"]
- apiGroups: ["apps"]

resources:

- statefulsets

- deployments

verbs: ["get", "list", "watch"]
- apiGroups:

resources:
- nodes/stats
verbs:
- get
apiVersion: vl
kind: ServiceAccount
metadata:
name: metricbeat
namespace: kube-system
labels:
k8s-app: metricbeat

3. Deploy Metricbeat in the ACK cluster and view the resources of the cluster.
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Use the kubectl client to run the following commands:

kubectl apply -f metricbeat-kubernetes.yaml
kubectl get pods -n kube-system

) Notice You must make sure that the resources in the pods are running. Otherwise, data
may not be displayed in the Kibana console.

4. View the monitored data in the Kibana console.
i. Log onto the Kibana console of your Elasticsearch cluster.
For more information, see Log on to the Kibana console.
ii. Inthe left-side navigation pane, click Infrastructure.
iii. View the statistics onthe metrics of the hosts and pods in the ACK cluster.

m View the statistics on the metrics of the hosts: On the Infrastructure page, click Hosts inthe
upper-right corner. On the Map View tab, click a host and select View metrics. Then, you
can view the statistics on the CPU, load, and memory metrics.
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m View the statistics on the metrics of the pods in the ACK cluster: On the Infrastructure page,
click Kubernetes in the upper-right corner. On the Map View tab, click a pod and select
View metrics. Then, you can view the statistics on the CPU, memory, and network metrics.

Infrastructure  metricbeat 3 BETA

fod metricbeat SINIEE B - 0v302021925004 — 0330201102500 | D Autorefresh | Reset

Overview

CPU Usage

S Pod Overview
Network Traffic
CPU Usage Memory Usage Inbound (RX) Outbound (TX)
0.9% 0.4% 526kbit/s 1.4Mbit/s
CPU Usage
"
o
06w
04w
-
ﬂl?i 0930 0% 0% 40 0% 4! 0950 09:55 0 AM A0 x10 115 0
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iv. View the overall statistics on the resources of the ACK cluster.

Click Dashboard in the left-side navigation pane. On the Dashboards page, click [Metricbeat
Kubernetes] Overview. Then, you can view the overall statistics on the resources of the ACK

Dashboard / [Metricbeat Kubernetes] Overview Fullscreen  Share Clone Edit Documentation CAuto-refresh € @ Last15minutes )
e Dpsone
Discover Add a filter 4
g Kubernetes - Nodes Kubernetes - Deployments Available pods per deployment [Metricbeat Kubernetes]

&f Dashboard

? @ ack-node-problem-de... 1
Timelian N O d e S i  slibabe-log-controller 1

" @ alicloud-monitor-cont... 1
Deplo‘f/ments

® aliyur-acr-credential-.. 1
® apmserver
® arms-prometheus-ac... 1

® coredns 2

® csiprovisioner

Dev Tools ® arms-prometheus-ac.

® coredns

. Kubernetes - Desired p Kubernetes - Available Kubernetes - Unavailab. Unavailable pods per deployment (Metricbeat Kubernetes)
Logs
J APM @ acknode-prodlem-de... 0
® alibaba-log-controlier 0
Uptime
® alicloud-monitorcont... 0
Desired Pods Available Pods L WETICCRITY JRSTT O PP 2 :
Graph Jesired Pods wallaDie d v ° - . . - ® aliyun-acr-credential-... 0
15 » apmserver 0
0
0
0

Monitoring
® csiprovisioner

Management

CPU usage by node [Metricbeat Kubernetes) Memory usage by node [Metricbeat Kubernetes)

® arhangzh.. 45 ® cn-hangzho... 745.426M8

® cr-hangzho... 630.059M8
® cn-hangzh.. -
® cn-hangzho... 586.309M8

® n-hangzho.

Use Filebeat to collect logs

In this example, the DaemonSet controller is used to deploy Filebeat. The DaemonSet controller ensures
that each node of the ACK cluster runs a pod to collect data. The resources in the Filebeat
configuration file are deployed in the kube-system namespace. If you want to change the namespace
in which the resources are deployed, you can modify the configuration file.

1. Download the Filebeat configuration file.

Use the kubectl client to access the ACK cluster and download the Filebeat configuration file.

curl -L -0 https://raw.githubusercontent.com/elastic/beats/6.8/deploy/kubernetes/filebe

at-kubernetes.yaml

2. Modify the Filebeat configuration file.
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i. Modify the configurations in kind: DaemonSet.

env:
— name: ELASTICSEARCH HOST

value: es-cn-nif23p3mo0065**** elasticsearch.aliyuncs.com
- name: ELASTICSEARCH PORT

value: "9200"
- name: ELASTICSEARCH USERNAME

value: elastic
- name: ELASTICSEARCH PASSWORD

valu@g w5
- name: KIBANA HOST

value: es-cn-nif23p3mo0065****-kibana.internal.elasticsearch.aliyuncs.com
- name: KIBANA PORT

value: "5601"
- name: NODE NAME

valueFrom:

fieldRef:
fieldPath: spec.nodeName

Parameter Description
ELASTICSEARCH_HOST The internal endpoint of your Elasticsearch cluster.
ELASTICSEARCH_PORT The private port of your Elasticsearch cluster.

The username of your Elasticsearch cluster. The default value of

ELASTICSEARCH_USERNAME . . .
- this parameter is elastic.

ELASTICSEARCH_PASSWORD The password that corresponds to the elastic username.
KIBANA_HOST The internal endpoint of Kibana.

KIBANA_PORT The private port of Kibana.

NODE_NAME The hosts in the ACK cluster.

ii. Change the ConfigMap configurations in name: filebeat-config and configure the Kibana
output information to use the environment variables configured in the configuration file.

output.elasticsearch:
hosts: ['S{ELASTICSEARCH HOST:elasticsearch}:${ELASTICSEARCH PORT:9200}"]
username: ${ELASTICSEARCH_USERNAME}
password: ${ELASTICSEARCH PASSWORD}
setup.kibana:
host: "https://${KIBANA HOST}:${KIBANA PORT}"
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ii. Configure Filebeat to collect logs fromthe containers in the ACK cluster.

apiVersion: vl
kind: ConfigMap
metadata:
name: filebeat-inputs
namespace: kube-system
labels:
k8s—-app: filebeat
data:
kubernetes.yml: |-
- type: docker
containers.ids:
— nxn
processors:
- add kubernetes metadata:
host: ${NODE NAME}

in cluster: true

3. Deploy Filebeat in the ACK cluster and view the resources of the cluster.

Use the kubectl client to run the following commands:

kubectl apply -f filebeat-kubernetes.yaml
kubectl get pods -n kube-system

) Notice You must make sure that the resources in the pods are running. Otherwise, data
may not be displayed in the Kibana console.
4. View real-time logs in the Kibana console.

i. Log onto the Kibana console of your Elasticsearch cluster.

For more information, see Log on to the Kibana console.
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ii. View the logs of the hosts and pods inthe ACK cluster.

m View the logs of the hosts: On the Infrastructure page, click Hosts in the upper-right corner.
Onthe Map View tab, click a host and select View logs. Then, you can view the real-time
logs of the host.

= View the logs of the pods in the ACK cluster: On the Infrastructure page, click Kubernetes in
the upper-right corner. On the Map View tab, click a pod and select View logs. Then, you
can view the real-time logs of the pod.

kibana

Use Elastic APM to monitor the performance of applications

Elastic APM is an application performance monitoring system built on Elastic Stack. Elastic APM allows
you to monitor software services and applications in real time. To implement monitoring and facilitate
troubleshooting, Elastic APM collects detailed performance information about response time for
requests, database queries, calls to caches, and external HTTP requests. Elastic APM also automatically
collects unhandled errors and exceptions. Errors are grouped based on the stacktrace. This helps you
identify new errors and understand the number of times specific errors occur.

For more information about Elastic APM, see Elastic APM Overview.
1. Deploy APM Server to a container.

In this example, APM Server is deployed in the ACK cluster. You can use a ConfigMap controllerto
define the apm-server.yml file and start APM Server by initializing the pods. Then, you can use a
Service object to implement service self-discovery and load balancing.

i. Configure the apm-server-yml file.

The file contains the following code:

apivVersion: vl
kind: ConfigMap
metadata:
name: apm-deployment-config
namespace: kube-system
labels:
k8s-app: apmserver
data:
apm-server.yml: |-
apm-server.host: "0.0.0.0:8200"
output.elasticsearch:
hosts: ['${ELASTICSEARCH HOST:elasticsearch}:${ELASTICSEARCH PORT:9200}"']
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username: ${ELASTICSEARCH USERNAME }
password: ${ELASTICSEARCH PASSWORD}
setup.kibana:
host: "https://${KIBANA HOST}:${KIBANA PORT}"
apiVersion: apps/vl
kind: Deployment
metadata:
name: apmserver
namespace: kube-system
labels:
k8s-app: apmserver
spec:
selector:
matchLabels:
k8s-app: apmserver
template:
metadata:
labels:
k8s—-app: apmserver
spec:
serviceAccountName: apmserver
hostNetwork: true
dnsPolicy: ClusterFirstWithHostNet
containers:
- name: apmserver
image: docker.elastic.co/apm/apm-server:6.8.14
args: [
"-c", "/etc/apm-server.yml",
n_em,
]
env:
— name: ELASTICSEARCH HOST
value: es-cn-0ew20i5h90006**** elasticsearch.aliyuncs.com
— name: ELASTICSEARCH PORT
value: "9200"
- name: ELASTICSEARCH USERNAME
value: elastic
- name: ELASTICSEARCH PASSWORD
value: ****
- name: KIBANA HOST
value: es-cn-0ew20i5h90006****-kibana.internal.elasticsearch.aliyuncs.com
- name: KIBANA PORT
value: "5601"
- name: NODE NAME
valueFrom:
fieldRef:
fieldPath: spec.nodeName
securityContext:
runAsUser: 0
resources:
limits:
memory: 50Mi

requests:
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cpu: 20m
memory: 30Mi
volumeMounts:

- name: config
mountPath: /etc/apm-server.yml
readOnly: true
subPath: apm-server.yml

volumes:
- name: config
configMap:
defaultMode: 0600
name: apm-deployment-config
apiVersion: vl
kind: Service
metadata:
name: apmserver
namespace: kube-system
labels:
k8s-app: apmserver
spec:

clusterIP: None

ports:

- name: http-metrics
port: 8200
targetPort: 8200

selector:
k8s-app: apmserver
apiVersion: vl
kind: ServiceAccount
metadata:

name: apmserver

namespace: kube-system
labels:

k8s-app: apmserver

2 Notice

m When you use the Deployment controllerto deploy APM Server, the
docker.elastic.co/apm/apm-server:6.8.14 image is used to deploy pods. The version
of the image must be consistent with that of the Elasticsearch cluster.

m Port 8200 is exposed to the ACK cluster by using the Service object. T his ensures
that APM agents can communicate with APM Server.

Parameter Description
ELASTICSEARCH_HOST The internal endpoint of your Elasticsearch cluster.
ELASTICSEARCH_PORT The private port of your Elasticsearch cluster.
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2.

Parameter

ELASTICSEARCH_USERNAME

ELASTICSEARCH_PASSWORD

KIBANA_HOST

KIBANA_PORT

NODE_NAME

Description

The username of your Elasticsearch cluster. The default value of
this parameter is elastic.

The password that corresponds to the elastic username.
The internal endpoint of Kibana.
The private port of Kibana.

The hosts inthe ACK cluster.

ii. Deploy APM Serverto a container and view the status of APM Server.

Use the kubectl client to run the following commands:

kubectl apply -f apm-server.yml

kubectl get pods -n kube-system

C) Notice You must make sure that the resources in the pods are running. Otherwise,
data may not be displayed in the Kibana console.

Configure APM agents.

In this example, Spring Boot is used to create a simple Spring application and compress the
application into a JAR package. Then, the JAR package and the latest Java agent that is
downloaded from Maven Central Repository are uploaded to APM Server. For more information, see

Spring Boot and Maven Central.
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i. Log onto anode of the ACK cluster and create a Dockerfile named myapply in the working
directory.

The Dockerfile must contain the following information:

FROM frolvlad/alpine-oraclejdk8

MAINTAINER peterwanghao.com

VOLUME /tmp

ADD spring-boot-0.0.1-SNAPSHOT.jar spring-boot-0.0.1-SNAPSHOT.jar

ADD elastic-apm-agent-1.21.0.7jar elastic-apm-agent-1.21.0.7jar

EXPOSE 8080

ENTRYPOINT ["java","-javaagent:/elastic-apm-agent-1.21.0.jar","-Delastic.apm.servic
e name=my-application","-Delastic.apm.server url=http://apmserver:8200","-Delastic.

apm.application packages=com.example","-jar","/spring-boot-0.0.1-SNAPSHOT.jar"]

The parameters and Java commands that are used to start the pods are defined in
ENTRYPOINT. The following table describes these parameters.

Parameter Description
-javaagent The JAR package of the APM agents.

The name of the Service object. The name can contain letters,

-Delastic. . i
clastic.apm.service_name digits, hyphens (-), underscores (_), and spaces.

The URL of APM Server. http://apmserver:8200is specified in the

-Delastic.apm.server_url .
apm-server.yml file.

Delastic.apm.application_pack The basic software package of the application.
ages

-jar The JAR package of the application.

ii. Usethe docker build command and the Dockerfile myapply to build an image.

Run the following command in the current path:

docker build -t myapply .

ii. Load the built image to other containers.
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iv. Configure the deployment file forthe pods. The file is named my-application.yaml.

The file contains the following code:

apiVersion: vl
kind: Pod
metadata:
name: my-apply
namespace: kube-system
labels:
app: my-apply
spec:
containers:
- name: my-apply
image: myapply:latest
ports:
- containerPort: 8080
imagePullPolicy: Never
apiVersion: vl
kind: Service
metadata:
name: my-apply
namespace: kube-system
labels:
app: my-apply
spec:
type: NodePort
ports:
- name: http-metrics
port: 8080
nodePort: 30000

selector:

app: my-apply

@ Note image specifies the built image.

v. Use the kubectl client to run the following command to deploy the pods:

kubectl apply -f my-application.yaml

vi. Use a curl command to access the host over port 30000 after all resources in the pods are
running.

Run the following curl command:

curl http://10.7.XX.XX:30000

@ Note 10.7.XX.XX specifies the IP address of the node in the ACK cluster.

If the access to the host is successful, APM agents are deployed.
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3. View the monitoring data obtained by Elastic APM in the Kibana console.

i. Log onto the Kibana console of your Elasticsearch cluster.

For more information, see Log on to the Kibana console.

ii. Click APM inthe left-side navigation pane.

iii. Find the application whose performance is monitored and click the application name. Then,
you can view the overall performance statistics of the application. In this example, my-

application is used.

‘ kibana

(7) Discover

Visualize
Dashboard

Timelion
Transactions

Canvas

Transaction duration
Maps
1ms

Machine Learning

Infrastructure

oms
Uptime .

o5 oM
Graph
dii @ Avg Oms
DevTools
Name

Menitoring

Management

iv. Clickthe interface that is requested

APM / my-application / Transactions

my-application

Errors

ResourceHttpRequestHandler

Metrics

1 Search transactions and errors... (E.g. transact

on.duration.us > 300000 AND context.resp:

APM feedback  C'Auto-refresh

Requests per minute

45,000 pm

< Olast24hours >

Integrations

A\ There's no APM index pattern with the title "apm-*" available. To use the Query bar, please choose to import the APM index pattern via the Setup Instructions.

\ |
1l
YiAp
WAMA A
\
22,500 rpm
S
0rpm
o6AM  0oAM  12PM 03P 05PM  09PM  Tue30  O3AM  O6AM  09AM  12PM 03P
® 9 @ HTTP £xx 7,278.1 rpm
Avg. duration 95th percentile Trans. per minute Impact .
oms Oms 7,227.5tpm

. Then, you can view the detailed request information.
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elasti

Logout

Default

APM / my-application / Transactions / ResourceHttpRequestHandler

ResourceHttpRequestHandler

Search transac

APM feedback CAutorefresh £ @ Last24hours 3>

s and errors... (E.g. transaction.duration.us > 300000 AND context.response.status_code >= 400)

A\ There's no APM index pattern with the title “apm-*" available. To use the Query bar, please choose to import the APM index pattern via the Setup Instructions.

Transaction duration

Requests per minute

1ms 45,000 rpm
LUL/\ I ‘
0ms 22500 rpm
S
oms 0rpm L
06 PM 09 PM Tue 30 03AM 06 AM 09 AM 12PM o3P 06 PM 09 PM Tue 30 03 AM 06 AM 09 AM 12PM 3P
oms tile @ 99th percentile @ HTTP 21 7.278.1 rpm
Transactions duration distribution @
11000000 req.
5500000 req.
Oreq. — s ey, s e s e
oms 20ms 40 ms 60 ms 80 ms 100 ms 120 ms 140 ms 160 ms 180 ms 200ms
Transaction sample Actions ~
Timestamp URL
7 hours ago (March 30th 2021, 08:24:26.999) http://10.7.36.28:30000/
Resuit User ID
HTTP 4xx NIA
Timeline Request Response System  Service Process User  Tags Custom
Services @ my-application
oms 20 m: s BOms 108 ms

% HTTP2xx ResourceHttpRequestHandler 108 ms
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v. View the statistics on the logs and metrics of the hosts and pods.

Click Actions and select Show pod logs orShow pod metrics. Then, you can view the
statistics on the logs or metrics.

Transaction sample Aciiana.
estamg R ACTIONS
7 hours ago (March 30t 999) http://10.7.36.28:30000/
ET show pod logs [
108 ms 100.0% HTTP 4xx B show container logs |
s ; ET show host logs [P
Timeline Request Response System Service Process User Tags Custorr
@& Show pod metrics [

Services @ my-application -
@& Show container metrics £

FAQ

108 ms
o ——
% HTTP4xx ResourceHttpRequestHandler 108 ms _ o
@ View sample document |
Logs Feedback
‘ kibana
QU kubernetes.pod.uid: 3 Default Customize [ 03/30/20218:00:10AM D> Stream live
Discover bk it
2021-983-30 @8:00:10.828 at co.elastic.apm.agent.shaded.lmax.disruptor.BatchEventProcessor.processEvents(BatchEventProcessor., java:
09PM
Visualize 168) [?:?]
2021-93-30 08:00:10.828 at co.elastic.apm.agent.shaded. Imax.disruptor.BatchEventProcessor. run({BatchEventProcessor. java:125) [?:?]
Dashboard 2021-03-30 ©8:00:10.828 at java.lang.Thread.run(Thread.java:748) [?:1.8.8_202]
2021-93-30 08:00:10.828 Caused by: java.io.IOException: Error writing request body to server
Timeli . g Sias
ameon 2021-03-30 08:00:10.828 at sun.net.www.protocol.http. HttpURLCOnnectiongStreaningOutputsStream. checkError (HttpURLConnection. java:3s
87) ~[?:1.8.0_202)
Canvas Tue 30
2021-93-30 08:00:10.828 at sun.net.www.protocol.http.HttpURLConnection$StreamingOutputStream.write(HttpURLConnection. java:357@) ~
- [?:1.8.e_202]
aps
2021-93-30 ©8:00:10.828 at java.util.zip.DeflaterOutputstream.deflate(DeflaterOutputStream. java:253) ~[2:1.8.6_202]
Machine Leaming 2021-03-30 08:00:10.828 at java.util.zip.DeflaterOutputStream.write(DeflaterQutputStream. java:211) ~[?:1.8.8_202)
2021-93-30 08:00:10.828 at co.elastic.apm.agent.shaded.dslplatform.json.JsonWriter.flush(Jsonkriter.java:579) ~[?:?]
Infrastructure 2021-93-30 ©8:00:10.828 ... 9 more T
2021-03-30 08:00:10.830 20821-03-30 90:00:10,829 [elastic-apm-server-reporter] ERROR co.elastic.apm.agent.report.IntakeV2ReportingEventHan
dler - Error trying to connect to APM Server. Some details about SSL configurations corresponding the current con
nection are logged at INFO level.
2021-03-30 08:00:10.830 2021-03-30 @9:00:10,829 [elastic-apm-server-reporter] ERROR co.elastic.apm.agent.report.IntakeV2ReportingEventHan
dler - Failed to handle event of type TRANSACTION with this error: Connection refused (Connection refused)
Uptime 2021-03-30 08:00:10.830 2021-83-30 @0:00:10,829 [elastic-apm-server-reporter] INFO co.elastic.apm.agent.report.IntakeV2ReportingEventHan
06 AM

Graph

Dev Tools

2021-03-30 08:00:10.830

dler - Backing off for @ seconds (+/-10%)
2021-63-30 00:00:10,829 [elastic-apm-server-reporter] ERROR co.elastic.apm.agent.report.IntakeV2ReportingEventHan
dler - Error trying to connect to APM Server. Some details about SSL configurations corresponding the current con

nection are logged at INFO level.

Problem description: The resources.requests parameter is set to a large value in the configuration file
of the ACK cluster. As a result, pods fail to be started.

Solution: Change the value of the resource.requests parameter. The resources.requests parameter
must be specified in the configuration files of Metricbeat, Filebeat, and Elastic APM. We recommend
that you set this parameter to an appropriate value based on the specifications of the ACK cluster.

Problem description: Errors keep occurring when | deploy Metricbeat, Filebeat, and Elastic APM. The

error message is similarto no matches for kind "DaemonSet" in version "extensions/vlbeatl"

Solution: Use the apps/v1 APl version. T his is because that the official configuration file uses the
extensions/vibetal APlversion for DaemonSets and Deployments. However, in ACKV1.18 and later,
the extensions/v1betal APl version is deprecated for DaemonSets, Deployments, and ReplicaSets.

9.6. Data management and
visualization
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9.6.1. Use Terraform to manage Alibaba Cloud

Elasticsearch clusters

Terraform allows you to use code to allocate resources such as physical machines. You can use
Terraformto write a configuration file to purchase a cloud server or apply for resources such as Alibaba
Cloud Elasticsearch and Object Storage Service (0SS). This topic describes how to use Terraformto
manage your Alibaba Cloud Elasticsearch clusters, such as creating, updating, viewing, or deleting a
cluster.

Context
You can install and configure Terraf orm by using the following methods:

e Install and configure Terraformin the local PC. This method is used in this topic.

e Use Terraformin Cloud Shell.

Install and configure Terraform

1. Download the software package that is suitable for your OS fromthe official Terraform website.

In this example, Terraformis installed and configured in a Linux OS. If you do not have a Linux OS,
you can purchase an Alibaba Cloud Elastic Compute Service (ECS) instance. For more information,
see Step 1: Create an ECS instance.

2. Decompress the package to the /usr/local/bindirectory.

If you want to decompress the package to another directory, define a global path for the package
by using one of the following methods:

o Linux: See How to define a global path in Linux.
o Windows: See How to define a global path in Windows.
o mac0S: See How to define a global path in macOS.

3. Runthe terraform command to verifythe path.

terraform

Usage: terraform [-version] [-help] <command> [args]
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[root@elasticed ~]# terraform
Usage: terraform [-version] [-help] <command> [args]

The available commands for execution are listed below.

The most common, useful commands are shown first, followed by
less common or more advanced commands. If you're just getting
started with Terraform, stick with the common commands. For the
other commands, please read the help and docs before usage.

Common commands:
apply Builds or changes infrastructure
console Interactive console for Terraform interpolations
destroy Destroy Terraform-managed infrastructure
env Workspace management
fmt Rewrites config files to canonical format
get Download and install modules for the configuration
graph Create a visual graph of Terraform resources
import Import existing infrastructure into Terraform
init Initialize a Terraform working directory
output Read an output from a state file
plan Generate and show an execution plan
providers Prints a tree of the providers used in the configuration
refresh Update local state file against real resources
show Inspect Terraform state or plan
taint Manually mark a resource for recreation
untaint Manually unmark a resource as tainted
validate Validates the Terraform files
version Prints the Terraform version
workspace Workspace management

4. Create a Resource Access Management (RAM) user and grant permissions to the user.

For higher flexibility and security in permission management, we recommend that you create a RAM
user and grant the required permissions to the RAM user.

i. Logontothe
ii. Create a RAM user named Terraform and an AccessKey pair for the user.

For more information, see

) Notice We recommend that you do not use the AccessKey pair of your Alibaba
Cloud account to configure Terraform.

iii. Grant the required permissions to the RAM user.

In this example, the RAM user Terraformis granted the aliyunElasticsearchFullAccess and
AliyunVPCFullAccess permissions. For more information, see

5. Create atest directory.

You must create an independent directory for each Terraf orm project. For this example, create a
test directory named terraform-test

mkdir terraform-test

6. Gotothe terraform-test directory.

cd terraform-test

7. Create a configuration file and configure identity authentication information.
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Terraformreads all the *.tf and *.tfvars files in the directory when it is running. You can write
different configurations to these files base on your business requirements. The following table lists
the frequently used configuration files.

Configuration file Description

provider.tf Used to configure providers.

terraform.tfvars Used to configure the variables required to configure providers.
varable.tf Used to configure universal variables.

resource.tf Used to define resources.

data.tf Used to define package files.

output.tf Used to define output files.

For example, when you create the provider.tf file, you can configure identity authentication
information in the following format:

vim provider.tf

provider "alicloud" {

region = "cn-hangzhou"
access_key = "LTA*****xxxxxNO2"
secret key = "Mok8xo~k~k~k******************wwff"

}

For more information, see alicloud_elasticsearch_instance.

8. Create a folder named plugh in the current directory, download a provider package, and then
decompress the package to the plugh folder.

mkdir -p

9. Initialize the working directory and use -plugin-dir to specify the paththat is used to store the
provider.

terraform init -plugin-dir=./plugh/

If the Terraform has been successfully initialized mMmessage is returned, the working directory
is initialized.

) Notice Afteryou create a working directory and a configuration file for a Terraform
project, you must initialize the working directory.

Create an Alibaba Cloud Elasticsearch cluster

1. Create a configuration file named elastic.tf in the test directory.

2. Configure the elastic.tf file to create a multi-zone Elasticsearch V6.7 cluster of the Standard
Edition. You can refer to the following script to configure the elastic.tf file:
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resource "alicloud elasticsearch instance" "instance" {
description "testInstanceName"
instance charge type "PostPaid"
data node amount "an
data node spec "elasticsearch.sn2ne.large"
data node disk size "20"
data node disk type "cloud ssd"
vswitch id "vsw-bplf7rOma00pfoh21****"
password "es password"
version "6.7 with X-Pack"
master node spec "elasticsearch.sn2ne.large"
zone count "
}
The following table describes the parameters supported by providers.
Parameter Required Description
description No The description of the cluster name.
. The billing method of the cluster. Valid values:
instance charge t
- - No PrePaid and PostPaid . Default value:
ype .
PostPaid.
The billing cycle of the cluster. Unit: months.
This parameter is valid only when instance c
period No harge type issetto PrePaid . Valid
values: 1, 2,3,4,5,6,7,8,9,12, 24, and 36.
Default value: 1.
data node amount Ves The number of data nodes in the cluster. Valid
values: 2 to 50.
data node spec Yes The specifications of each data node.
The disk space. Different types of disks provide
different storage space:
o cloud ssd : If the disk typeis the
standard SSD (cloud_ssd), the maximum value
of this parameter is 2048, which indicates 2
TiB of storage space.
© cloud efficiency : If the disktypeis the
e e el ey Yes ultra disk (cloud_efficiency), the maximum
ze value of this parameter is 5120, which
indicates 5 TiB of storage space. Ultra disks
are cost-effective and can be used in
scenarios such as logging and analyzing large
amounts of data. If you want to specify a size
greater than 2,048 GiB for an ultra disk, you
can set the value of this parameter only to
2560, 3072, 3584, 4096, 4608, or 5120.
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Parameter Required Description
data node disk ty v The disk type. Valid values: cloud ssd and
es
pe cloud efficiency
vswitch id Yes The ID of the vSwitch.

The password that is used to access the cluster.
It must be 8 to 32 characters in length and can
contain letters, digits, and special characters.

d N
passwor © The following special characters are allowed:

re#s$s ~a* () _ +-=

The encrypted password of Key Management

Service (KMS). You do not need to set this
kms encrypted pas

No parameter if you set password .You must
sword .
set either password or kms encrypted pa
ssword
The KMS encryption context. This parameter is
valid only when  kms encrypted password is
kms_encryption co specified. This parameter is used to decrypt the
No . .
ntext cluster that is created or updated with  kms_en

crypted password .For more information, see
Encryption context.

The version of the cluster. Valid values: 5.5.3
version Yes _with X-Pack , 6.3 with X-Pack ,and 6
.7 _with X-Pack

private whitelist No The IP address whitelist for access to the cluster
over a virtual private cloud (VPC).

kibana whitelist No The IP address whitelist for access to the Kibana
console.

master node spec No The specifications of each dedicated master
node.

Specifies whether to create dedicated master
nodes. Default value: false. Valid values:

o true: Create dedicated master nodes. If the

No cluster is deployed across zones and
dedicated master nodes are enabled for the
cluster, you must set this parameter to true.

advancedDedicateM

aster

o false: Do not create dedicated master nodes.

The number of zones. Valid values: 1to 3. The
zone count No value of data node amount must be a
multiple of this value.
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For more information, see alicloud_elasticsearch_instance.

@) Notice

o

3. Runthe

kms encrypted password and kms_encryption context dale available only for
providerV1.57.1 or later. zone count is available only for provider V1.44.0 or later.

If you want to purchase nodes other than data nodes, call the Createlnstance
operation to create an Elasticsearch cluster for which you want to purchase nodes
other than data nodes. For more information, see createlnstance. For example, if you
want to create a multi-zone cluster that contains dedicated master nodes, add adv
ancedDedicateMaster="true" to0 the script.

terraform plan command to view the operations that will be performed.

if the command is successf ully run, the following result is returned:

Refreshing Terraform state in-memory prior to plan...

The refreshed state will be used to calculate this plan, but will not be

persisted to local or remote state storage.

An execution plan has been generated and is shown below.

Resource actions are indicated with the following symbols:

+ create

Terraform will perform the following actions:

# alicloud elasticsearch instance.instance will be created

+ resource "alicloud elasticsearch instance" "instance" {

de

+ 4+ 4+ + + + + + + + + + o+ + + o+ +

Plan: 1

description = "testInstanceName"

data node amount = 2

data node disk size = 20

data node disk type = "cloud ssd"

data node_ spec = "elasticsearch.sn2ne.large"
domain = (known after apply)

id = (known after apply)
instance charge type = "PostPaid"

kibana domain = (known after apply)

kibana port = (known after apply)

kibana whitelist = (known after apply)

master node spec = "elasticsearch.sn2ne.large"
password = (sensitive value)

port = (known after apply)

private whitelist = (known after apply)

public whitelist = (known after apply)

status = (known after apply)

version = "6.7 with X-Pack"

vswitch id = "vsw-bplf7rOma00pfOh21****"
zone count =1

to add, 0 to change, 0 to destroy.

Note: You didn't specify an "-out" parameter to save this plan, so Terraform

can't guarantee that exactly these actions will be performed if

"terraform apply" is subsequently run.
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4. Runthe terraform apply command to runthe configuration file in the working directory and
enter yes.

If the command is successfully run, the following result is returned:

Plan: 1 to add, 0 to change, 0 to destroy.
Do you want to perform these actions?
Terraform will perform the actions described above.
Only 'yes' will be accepted to approve.
Enter a value: yes
alicloud elasticsearch instance.instance: Creating...
alicloud elasticsearch instance.instance: Still creating... [10s elapsed]
alicloud elasticsearch instance.instance: Still creating... [20s elapsed]

Apply complete! Resources: 1 added, 0 changed, 0 destroyed.

5. Log onto the Elasticsearch console to view the newly created Elasticsearch cluster.

es-cn-0¢

sl-terrafarm L ® Active 6.7.0 Standard

Change cluster configurations
1. Go to the test directory and modify the elastic.tf configuration file.

For example, change the value of data node disk size tO 50

resource "alicloud elasticsearch instance" "instance" {

instance charge type = "PostPaid"
data node amount = m2W
data node spec = "elasticsearch.sn2ne.large"
data node disk size = "50"
data node disk type = "cloud ssd"
vswitch id = "vsw-bplf7rOma00pfoh2l****"
password = "es_password"
version = "6.7 with X-Pack"
master node spec = "elasticsearch.sn2ne.large"
zone count = WiV
}
> Notice

o Aftera clusteris created, you cannot change the value of version

o You can modify only one configuration itemin a request. For example, if you modify
both data node spec and data node disk size ,the systemreports an error.

2. Runthe terraform plan command to view clusterinformation.

3. Runthe terraform apply command. Wait untilthe configuration upgrade of the clusteris
complete.

Import the Elasticsearch cluster
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If your Elasticsearch cluster is not created by using Terraf orm, you can run commands to import the
clusterto the state directory of Terraform.

1. Create afile named main.tf in the test directory.

vim main.tf

2. Declare the cluster and specify the storage path of the cluster that you want to import to the
state directory.

resource "alicloud elasticsearch instance" "test" {}
3. Import the cluster.

terraform import alicloud elasticsearch instance.test es-cn-Opplfly5g000h****

If the command is successfully run, the following result is returned:

alicloud elasticsearch instance.test: Importing from ID "es-cn-Opplfly5g000h**=*=*"_ .

alicloud elasticsearch instance.test: Import prepared!
Prepared alicloud elasticsearch instance for import

alicloud elasticsearch instance.test: Refreshing state... [id=es-cn-Opplfly5g000h****]

Import successful!

The resources that were imported are shown above. These resources are now in

your Terraform state and will henceforth be managed by Terraform.

@ Note Formore information about how to import and manage existing clusters, see
Manage existing cloud resources.

View all the managed clusters

Runthe terraform show command to view all the managed clusters and their attribute values in the
state directory.
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# alicloud elasticsearch instance.instance:

resource "alicloud elasticsearch instance" "instance" {

}

data node amount

data node disk size
data node disk type

data node spec
domain
id

instance charge type

kibana domain
kibana port
kibana whitelist
master node spec
password

port

private whitelist
public whitelist
status

version
vswitch id

zone_count

2

20

"cloud ssd"

"elasticsearch.sn2ne.large"
"es-cn-dssf9op8llz4g**** . elasticsearch.aliyuncs.com"
"es-cn-dssf9op8llz4gr***"

"PostPaid"

"es-cn-dssf9op8llz4g**** kibana.elasticsearch.aliyuncs.

5601

[]
"elasticsearch.sn2ne.large"
(sensitive value)

9200

[]

[]

"active"
"6.7.0 with X-Pack"
"vsw-bplf7rOma00pfOh21****"
1

# alicloud elasticsearch instance.test:

resource "alicloud elasticsearch instance" "test" ({

data node amount

data node disk size

data node disk type

data node_ spec
domain
id

instance charge type

kibana domain
kibana port
kibana whitelist
port

private whitelist
public whitelist
status

version
vswitch id
zone_count

timeouts {}

Delete a cluster

Go to the test directory, runthe

3

51

"cloud ssd"

"elasticsearch.r5.large"

"es-cn-0pplfly5g000h**** elasticsearch.aliyuncs.com"
"es-cn-0pplfly5g000h****"

"PostPaid"

"es-cn-0pplfly5g000h**** kibana.elasticsearch.aliyuncs
5601

[]

9200

[]

[]

"active"

"6.7.0 with X-Pack"

"vsw-bplf7rOma00pfoh21***=*"

1

com"

.com"

warning Aftera clusteris deleted, it cannot be recovered, and all the data stored on the
clusteris deleted.

cluster.

terraform destroy command, and then enter yesto delete the

322
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# terraform destroy
alicloud elasticsearch instance.instance: Refreshing state... [id=es-cn-v3x49h5397fau****]
An execution plan has been generated and is shown below.
Resource actions are indicated with the following symbols:
- destroy
Terraform will perform the following actions:
# alicloud elasticsearch instance.instance will be destroyed
- resource "alicloud elasticsearch instance" "instance" {
- data node amount = 2 -> null
- data node disk size = 20 -> null
- data node disk type = "cloud ssd" -> null
- data node spec = "elasticsearch.sn2ne.large" -> null
- domain = "es-cn-v3x49h5397faur*** . elasticsearch.aliyuncs.com" -> null
- id = "es-cn-v3x49h5397faur***" -> null
- instance charge type = "PostPaid" -> null
- kibana domain = "es-cn-v3x49h5397fau**** . kibana.elasticsearch.aliyuncs.com"
-> null
- kibana port = 5601 -> null
- kibana whitelist = [] -> null
- master node spec = "elasticsearch.sn2ne.large" -> null
- password = (sensitive value)
- port = 9200 -> null
- private whitelist = [] -> null
- public whitelist = [] => null
- status = "active" -> null
- version = "6.7.0 with X-Pack" -> null
- vswitch id = "vsw-bplf7rO0mal0pfoh2l****" —> null
— zone count =1 -> null
}
Plan: 0 to add, 0 to change, 1 to destroy.
Do you really want to destroy all resources?
Terraform will destroy all your managed infrastructure, as shown above.
There is no undo. Only 'yes' will be accepted to confirm.
Enter a value: yes
alicloud elasticsearch instance.instance: Destroying... [id=es-cn-v3x49h5397fau****]
alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397faux***,
10s elapsed]
alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397faux***,
20s elapsed]
alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397faux***,
30s elapsed]
alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397fau***x*,
40s elapsed]
alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****,
50s elapsed]
alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****,
Im0s elapsed]
alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****,
1ml0s elapsed]
alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****,
Im20s elapsed]
alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****,
Im30s elapsed]
alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397faux***,
PP IR |
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alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****,
Im50s elapsed]

alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****,
2m0s elapsed]

alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****,
2ml10s elapsed]

alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****,
2m20s elapsed]

alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****,
2m30s elapsed]

alicloud elasticsearch instance.instance: Still destroying... [id=es-cn-v3x49h5397fau****,
2m40s elapsed]

alicloud elasticsearch instance.instance: Destruction complete after 10m2s

Destroy complete! Resources: 1 destroyed.

9.6.2. Use the _split APl to split an index into a

new index with more primary shards

If performance issues are caused by inappropriate shard configurations when you use an Elasticsearch
cluster,youcanusethe split APIto split indexes inthe Elasticsearch clusterinto new indexes with
more primary shards in online mode. For example, if the number of primary shards for an index is small,
large amounts of data may be stored in each primary shard. As a result, the cluster performance may be
affected. This topic describes how to usethe  sp1it APIto split an existing index into a new index

with more primary shards.

Context

After anindex is created, you cannot change the number of primary shards for the index. In most cases,
if you want to change the number of primary shards for an existing index, you need to call the reindex
APIto reindex data, which is time-consuming. To resolve this issue, Elasticsearch provides the _split API
in Elasticsearch V6.X and later versions. You can use this APIto split an existing index into a new index
with more primary shards in online mode. For more information about the API, see Split index API.

The following descriptions provide information about performance tests performed on the reindex API
and split APl
e Test environment:

o Nodes: five data nodes, each of which offers 8 vCPUs and 16 GiB of memory

o Datavolume: 183 GiB of data stored in an index

o Number of shards: five primary shards for the original index, 20 primary shards for the new index,
and no replica shards for both indexes

e Test results
Method Consumed time Resource usage

The write QPS in the cluster is excessively high, and

reindex API 2.5 hours L
the resource usage of the data nodes is high.
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Method Consumed time Resource usage

The CPU utilization of each data node is
_split API 3 minutes approximately 78%, and the minute-average load
of each data node is approximately 10.

Prerequisites

e The Elasticsearch cluster is healthy, and the load of the clusteris normal.

e The number of primary shards that can be obtained after the index is split is evaluated based on the
number of data nodes in and the disk space of the Elasticsearch cluster. For more information, see
Shard evaluation.

e Data write operations are disabled for the index. The Elasticsearch cluster does not contain an index
that is named the same as the new index.

e The Elasticsearch cluster has sufficient disk space to store the new index.

Procedure

1.
2.

3. Onthe Console tab of the page that appears, run the following command to create an index. In
the command, configure the index.number_of_routing_shards parameter to specify the number of
routing shards and the index.number_of_shards parameter to specify the number of primary shards.

The number of primary shards for the new index must be a factor of the value of the
index.number_of_routing_shards parameter and a multiple of the value of the
index.number_of_shards parameter. In this example, an index named dest1 is created in an
Elasticsearch V7.10 cluster. The index.number_of routing_shards parameter is set to 24, and the
index.number_of_shards parameter is set to 2. In this case, the number of primary shards that can
be obtained afterthe index is split is 4, 6, 8, 12, or 24.

@ Note You must replace dest1 in the following command based on your business
requirements.

PUT /destl
{
"settings": {
"index": {
"number of routing shards": 24,

"number of shards":2

Parameter Description
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Parameter Description

The number of routing shards. This parameter defines the number
of times the original index can be split or the numbers of primary
shards that can be obtained after the split. When you create an
index, you must make sure that the number of primary shards
configured for the index is a factor of the value of this parameter.

@ Note

o If you want to split an index in an Elasticsearch cluster
of a version earlier than V7.0, you must configure the
index.number_of_routing_shards parameter in the
command that is used to create the index, and the
maximum value of this parameter is 1024. By default,
for an Elasticsearch cluster of V7.0 or later, the value of
the index.number_of_routing_shards parameter is
related to the number of primary shards for the index
that you want to split in the cluster. If you want to split
an index in an Elasticsearch cluster of V7.0 or later and
this parameter is not configured in the command used
to create the index, the index is split by a factor of 2 by

number_of_routing_shards default, and a maximum of 1,024 primary shards can be
obtained after the split. For example, if the number of
primary shards for the original index is 1, the number of
primary shards obtained after the split can be a number
from 1 to 1,024. If the number of primary shards for the
original index is 5, the number of primary shards that
can be obtained after the split is 10, 20, 40, 80, 160,
320, or 640. The maximum number of primary shards
that can be obtained after the split is 640.

© When you split an index whose primary shards have
been shrunk down by using the _shrink API, you must
make sure that the number of primary shards obtained
after the split is a multiple of the number of primary
shards before the split. For example, if the number of
primary shards before the split is 5, the number of
primary shards obtained after the split must be a
multiple of 5, such as 10, 15, 20, 25, and 30. The
number of primary shards obtained after the split
cannot exceed 1,024.

number_of_shards The number of primary shards for the index.
4. Insert data.

@ Note The following data is used only for testing.
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POST /destl/_doc/_bulk
{"index":{}}
{"productName":"Daily Wealth Management for Comprehensive Health","annual rate":"3.2200
%", "describe":"180-day wealth management product. Minimum investment of USD 20,000. Low
-risk investment. Select whether to receive push messages for returns."}

p g
{"index":{}}
{"productName":"Western Tongbao","annual rate":"3.1100%","describe":"90-day wealth mana
gement product. Minimum investment of USD 10,000. Daily push messages when returns are
credited to your account."}
{"index":{}}
{"productName":"Anxiang Livestock Industry","annual rate":"3.3500%","describe":"270-day
wealth management product. Minimum investment of USD 40,000. Daily push messages when r
eturns are immediately credited to your account."}
{"index":{}}
{"productName":"Monthly 5G Device Purchase Profit","annual rate":"3.1200%","describe":"
90-day wealth management product. Minimum investment of USD 12,000. Daily push messages
when returns are credited to your account."}
{"index":{}}
{"productName":"New Energy Power Wealth Management","annual rate":"3.0100%","describe":
"30-day wealth management product. Minimum investment of USD 8,000. Daily push messages
for returns."}
{"index":{}}
{"productName":"Microcredit Profit","annual rate":"2.7500%","describe":"3-day popular w
ealth management product. No service fees. Minimum investment of USD 500. Push messages

for returns."}

5. Disable data write operations for the index.

PUT /destl/ settings
{

"settings": {

"index.blocks.write": true

6. Split the original index into a new index with more primary shards and enable data write operations
forthe new index.

POST destl/_split/dest3
{
"settings": {
"index.number of shards": 12,

"index.blocks.write": null

In this example, the original index dest1 is split into the new index dest3 by using the _sp1it APL
The number of primary shards for the new index is 12, and data write operations are enabled for
the new index.
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@) Notice

o The number of primary shards for the original index is 2, and the
index.number_of _routing_shards parameter is set to 24. In this case, the number of
primary shards for the new index must be a multiple of 2 and cannot exceed 24.
Otherwise, an error is reported in the Kibana console.

o During the split, the system merges the segments on nodes. T his operation consumes
the computing resources of the Elasticsearch cluster and increases the loads on the
cluster. Therefore, before you split an index, you must make sure that your Elasticsearch
cluster has sufficient disk space. We recommend that you split indexes during of f-peak
hours.

o You must replace dest1 and dest3 in the preceding commands based on your business
requirements.

7. View the result.

Callthe cat recovery APIto querythe index split progress. If no recoveries about shard split
are returned and the Elasticsearch cluster is healthy, the index split is complete.

o Query the index split progress
GET _cat/recovery?vé&active only
If no index that is waiting to be split is displayed in the index column in the returned result, no
recoveries about index split exist.

o Query the health status of the Elasticsearch cluster

GET cluster/health
If the returned result contains "status" : "green" ,the Elasticsearch clusteris healthy.

FAQ

Q: Why are the CPU utilization and minute-average load of each data node in my Elasticsearch cluster
not reduced after the index split operation is complete?

A: When you split an index, the system reroutes the documents in the index, and the new index
contains a large number of docs.deleted documents. If yourunthe GET nodes/hot threads
command, you can view that a merge operation is being performed on the original index. The merge
operation consumes a large number of computing resources of the Elasticsearch cluster. We
recommend that you split indexes during off-peak hours.

9.6.3. Use the _shrink API to shrink an index into

a new index with fewer primary shards

Before you create an index in an Elasticsearch cluster, you must determine the number of primary shards
to be configured for the index based on the actual volume of business data. If you have only a small
amount of business data but configure a large number of primary shards for the index, resources may
be excessively consumed and QPS or write throughput may be affected. In this case, we recommend
that you reduce the number of primary shards configured for the index. This topic describes how to use
the shrink APIto shrink an existing index into a new index with fewer primary shards.
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Context

When you use an Elasticsearch cluster, you must take note of the total number of shards configured for
indexes in the cluster and shard configuration for each index in the cluster. The larger the total number
of shards configured forindexes in the cluster, the more the file handles occupied by the shards, and
the more the resources consumed in the cluster. In addition, inappropriate shard configuration such as
excessive primary shards affects query and write operations.

If you configure an excessive number of primary shards for an index, you can use the reindex APIto
reduce the number of primary shards. However, this method requires a long period of time. To reduce
time costs, open source Elasticsearch providesthe  shrink APl When you use the _shrink AP, a shrink
operation is performed. You must complete the following steps when you use the _shrink APIto reduce
the number of primary shards for an index:

1. Create a new index. The number of primary shards for the new index is less than that for the
original index, but the other settings for the new index are the same as those for the original index.
Relocate all shards for the original index to the same node in the Elasticsearch cluster and make
sure that the reserved disk space for the node is greater than the size of data stored on all primary

shards for the original index.
2. Create hard links to link segments fromthe original index to the new index.
3. Recover the new index. This operation is similar to opening a closed index.

The following descriptions provide information about performance tests that are performed onthe
reindex APland  shrink AP

e Test environment:
o Data nodes: five data nodes, each of which offers 8 vCPUs and 16 GiB of memory
o Datavolume: 182 GiB of data stored in an index

o Number of shards: 30 primary shards for the original index, 5 primary shards for the new index, and
no replica shards for both indexes

e Test results
Method Consumed time Resource usage

The write QPS in the cluster is excessively high, and

reindex API 3 hours and 22 minutes .
the resource usage of the data nodes is high.

The computing resource usage of the node on

shrink API 15 minutes . . L s
e which the shrink operation is performed is high.

Prerequisites

e The Elasticsearch cluster is healthy, and the load of the cluster is normal.

e The number of primary shards to be obtained after the shrink operation is evaluated based on the
number of data nodes in the Elasticsearch cluster and the disk space of the Elasticsearch cluster. For
more information, see Shard evaluation.

e The original index is in a normal state indicated by the color green.
e The number of documents stored in the original index does not exceed 2,147,483,519.
e The Elasticsearch cluster does not contain an index that is named the same as the new index.

Procedure
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1.
2.

3. Onthe Console tab of the page that appears, run the following command to disable data write
operations for the original index, set the number of replica shards for the original index to 0, and
relocate all shards for the original index to the same node in the Elasticsearch cluster.

In this example, an original index named shrink5 is used. You must replace the name of the original
index in the following command based on your business requirements.

PUT shrink5/ settings

{
"index.routing.allocation.require. name": "es-cn-zvp25yhyy000y****-1lab7****-0001",
"index.blocks.write": true,

"index.number of replicas": 0

Parameter Description

The name of the node to which you want to relocate shards. You
canrunthe GET cat/nodes?v command to obtain the name.

index.routing.allocation.require. @ Note Beforeyoucallthe shrink APIto shrink an
_hame existing index into a new index with fewer primary shards, you
must relocate all shards for the original index to the same

node in the Elasticsearch cluster.

Specifies whether to disable data write operations for the original
index. Set this parameter to true. The value true indicates that data
write operations are disabled for the original index.

index.blocks.write
@ Note Beforeyoucallthe shrink APIto shrinkan

existing index into a new index with fewer primary shards, you
must disable data write operations for the original index.

index.number_of_replicas The number of replica shards for the original index.

4. Callthe shrink APIto shrinkthe original index into a new index with fewer primary shards.

The following command provides an example on how to shrink the original index shrink5 that has 30
primary shards to the new index shrink_hk5e_cn that has five primary shards. You must replace the
name of the original index and that of the new index in the following command based on your
business requirements.
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POST shrink5/ shrink/shrink hk5e cn
{

"settings": {
"index.blocks.write": null,
"index.number of shards": 5,
"index.number of replicas": 0,

"index.routing.allocation.require. name": null

Parameter Description

Specifies whether to disable data write operations for the new
index.blocks.write index. Set this parameter to null. This way, the settings that are
copied from the original index are cleared.

The number of primary shards for the new index.

@) Notice

o After the shrink operation is triggered, the CPU
utilization and minute-average load of the node on
which the shrink operation is performed are high. We
recommend that you shrink indexes during off-peak
hours.

©o The number of primary shards for the original index
must be greater than that for the new index. The
number of primary shards for the original index must be
divisible by the number of primary shards for the new
index. For example, if the number of primary shards for
the original index is 8, the number of primary shards for
the new index can be 4, 2, or 1. If the number of
primary shards for the original index is 15, the number
of primary shards for the new index can be 5, 3, or 1. If
the number of primary shards for the original index is a
prime number, the number of primary shards for the
new index can only be 1.

index.number_of shards

index.number_of_replicas The number of replica shards for the new index.

The name of the node to which you want to relocate shards. Set
this parameter to null. This way, the settings that are copied from
the original index are cleared.

index.routing.allocation.require.
_name

5. View the result.

Callthe cat recovery APIto querythe index shrink progress. If no recoveries about index shrink
are returned and the Elasticsearch cluster is healthy, the index shrink is complete.

o Query the index shrink progress

GET _cat/recovery?vé&active only
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If no index that is waiting to be shrunk s displayed in the index column in the returned result, no
recoveries about index shrink exist.

o Query the health status of the Elasticsearch cluster

GET cluster/health
If the returned result contains "status" : "green" ,the Elasticsearch cluster is healthy.

FAQ
Q: Why are hard links instead of symbolic links used?

A: Hard links ensure the independence of the new index. If you use symbolic links, and you delete the
original index after data is written to the new index, data in the new index is also deleted. Hard links
ensure that data in the new index is not deleted.

9.6.4. Use Curator

Curatoris an index management tool provided by open-source Elasticsearch. This tool allows you to
create, delete, and disable indexes. It also allows you to merge index segments. T his topic describes
how to install Curator, use the singleton command line interface (CLI), schedule a task by using crontab,
separate hot and cold data, and migrate indexes from hot nodes to warm nodes.

Install Curator

Before you install Curator, make sure that you have completed the following preparations:

e (Create an Alibaba Cloud Elasticsearch cluster.

e C(Create an Alibaba Cloud Elastic Compute Service (ECS) instance.

This topic uses an ECS instance that runs 64-bit Cent0S 7.3 as an example. The created ECS instance
must be in the same region, zone, and Virtual Private Cloud (VPC) as the Elasticsearch cluster.

Connect to the ECS instance and run the following command to install Curator:

pip install elasticsearch-curator

@ Note We recommend that you install Curator 5.6.0 that is compatible with Alibaba Cloud
Elasticsearch V5.5.3 and V6.3.2. For more information about the compatibility between Curator and
Alibaba Cloud Elasticsearch, see Version Compatibility.

Run the following command to checkthe version of Curator:

curator --version

If the command is successfully executed, the following result is returned:

curator, version 5.6.0

@ Note Formore information about Curator, see Curator Index Management.
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Use the singleton CLI
You can run the curator_cli command to perform a single action. For more information, see Singleton

Command Line Interface.

@ Note
e The curator_cli command allows you to perform only one action at a time.

e Some actions such as Alias and Restore cannot be performed on the singleton CLL

Schedule a task by using crontab
You can use crontab and curator commands to schedule the actions in a task.

The following code provides an example of the curator command:

curator [OPTIONS] ACTION FILE

Options:
--config PATH Path to configuration file. Default: ~/.curator/curator.yml
-—dry-run Do not perform any changes.
--version Show the version and exit.
==l@lp Show this message and exit.

When you run the curator command, you must specify the config.yml and action.yml files.

Separate hot and cold data

For more information, see "Hot-Warm" Architecture in Elasticsearch 5.x.

Migrate indexes from hot nodes to warm nodes
1. Create a config.ymifile inthe /usr/curator/ directory. Example:

client:
hosts:
- http://es-cn-Opxxxxxxxxxxxx234.elasticsearch.aliyuncs.com
port: 9200
url prefix:
use _ssl: False
certificate:
client cert:
client key:
ssl no validate: False
http auth: user:password
timeout: 30
master only: False
logging:
loglevel: INFO
logfile:
logformat: default
blacklist: ['elasticsearch', 'urllib3']

o hosts :Setthe valueto the internal or public endpoint of the Elasticsearch cluster. The
internal endpoint is used in this example.
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o http auth :Set the value to the username and password that are used to access the
Elasticsearch cluster.

2. Create an action.ymifile in the /usr/curator/ directory. Example:

actions:
1:

action: allocation

description: "Apply shard allocation filtering rules to the specified indices™

options:
key: box type
value: warm
allocation type: require
wait for completion: true
timeout override:
continue if exception: false
disable action: false

filters:

- filtertype: pattern
kind: prefix
value: logstash-

- filtertype: age
source: creation date
direction: older
timestring: '%Y-%m-%dT%H:%M:%S'
unit: minutes

unit count: 30

In this example, indexes that are created on hot nodes 30 minutes ago and start with  logstash
- aremigratedto warm nodes.You can also configure an action.ymifile as required.

3. Checkwhether the curator command runs normally.

curator --config /usr/curator/config.yml /usr/curator/action.yml

If the curator command runs normally, information similar to the following code is returmed:

2019-02-12 20:11:30,607 INFO Preparing Action ID: 1, "allocation"

2019-02-12 20:11:30,612 INFO Trying Action ID: 1, "allocation": Apply shard alloca
tion filtering rules to the specified indices

2019-02-12 20:11:30,693 INFO Updating index setting {'index.routing.allocation.req
uire.box type': 'warm'}

2019-02-12 20:12:57,925 INFO Health Check for all provided keys passed.

2019-02-12 20:12:57,925 INFO Action ID: 1, "allocation" completed.

2019-02-12 20:12:57,925 INFO Job completed.

4. Enable the curator command to run at 15-minute intervals.

*/15 * * * * curator --config /usr/curator/config.yml /usr/curator/action.yml

9.6.5. Use the rollup mechanism to summarize
traffic data

This topic describes how to use the rollup mechanismto summarize traffic data.

334 > Document Version: 20220614



Best Practices- Cluster managemen

Elasticsearch ;

For time series data, data volumes increase over time. If you want to store large volumes of data, the
storage costs will linearly increase. In this scenario, you can use the rollup mechanism of Elasticsearch to
store data at a fraction of the cost. The following procedure demonstrates how to use the rollup
mechanismto summarize Logstash traffic data.

Prerequisites
e You have the manage or manage_rollup permission.

To use the rollup mechanism, you must have the manage or manage_rollup permission. For more
information, see Security privileges.

e You have created an Alibaba Cloud Elasticsearch instance.

For more information, see Create an Alibaba Cloud Elasticsearch cluster. This topic uses an Alibaba Cloud
Elasticsearch V7.4 instance of the Standard Edition as an example.

® Note The rollup commands listed in this topic are of Elasticsearch V7.4. For more
information about commands of Elasticsearch V6.x, see rollup job descriptions.

Context

Requirements:

e Elasticsearch provides hourly summaries of the networkoutTraffic and networkinT raffic fields at
intervals of 15 minutes. The networkoutTraffic and networkinT raffic fields correspond to a specific
instance ID.

e Elasticsearch uses charts presented on the Kibana console to visualize the data of the
networkoutTraffic and networkinT raffic fields.

In this topic, the index that is prefixed by monitordata-logstash-sls-* is used as an example. * indicates
the date in the format of YYYY-MM-DD. This type of index is generated on a daily basis. Mapping format
of the index:

"monitordata-logstash-s1s-2020-04-05" : {
"mappings" : {
"properties" : {
"@timestamp" : {
"type" : "date"
s
" source " : {
"type" : "text",
"fields" : {
"keyword" : {
"type" : "keyword",

"ignore above" : 256

}
}I
"disk type" : {

"type" : "text",
"fields" : {
"keyword" : {
"type" : "keyword",
"ignore above" : 256
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® Note

}
bo

"host" : {
"type" : "keyword"

}y

"instanceId" : {
"type" : "keyword"

s

"metricName" : {
"type" : "keyword"

by

"monitor type" : {
"type" : "keyword"

by

"networkinTraffic" : {
"type" : "double"

3y

"networkoutTraffic" : {
"type" : "double"

by

"node spec" : {
"type" : "keyword"

}l

"node stats node master" :

"type" : "keyword"
s
"resource uid" : {
"type" : "keyword"

Procedure

1.

Step 1: Create a rollup job

Step 2:
Step 3:
Step 4:
Step 5:

o v A~ W N

Step 6:

Step 1: Create arollup job

Start the rollup job and view the job information

Query the data of the rollup index

Create a rollup index pattern

Create a chart for traffic monitoring in the Kibana console

Create a traffic monitoring dashboard in the Kibana console

You can run the commands provided in this topic in the Kibana console. For more
information, see Log on to the Kibana console.
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This step provides the instructions on how to run a job, when to index a document, and which queries
are performed on rollup indexes. The following example usesthe PUT rollup/job command to

define rollup jobs within an hour.

PUT rollup/job/ls-monitordata-sls-lh-jobl

{

"index pattern": "monitordata-logstash-sls-*",

"rollup index": "monitordata-logstash-rollup-1h-1",

TgrenVg WO */15 = & = R0,
"page size" :1000,
"groups" : {

"date histogram": {

"field": "@timestamp",

"fixed interval": "1h"
} 4
"terms": {
"fields": ["instanceId"]
}
} 4
"metrics": [
{
"field": "networkoutTraffic",
"metrics": ["sum"]
} 4
{
"field": "networkinTraffic",
"metrics": ["sum"]
}
1
}
Parameter Required Type
index pattern .
- Yes st rng
rollup index Yes string
cron Yes string
page size Yes integer
groups Yes object

Description

The index or index pattern of the rollup
job. wildcards (*) are supported.

The index of the rollup summary.
Wildcards are not supported, and a
complete name is required.

The interval between rollup jobs. It is
independent of the interval at which
datais rolled up.

The number of bucket results that are
processed on each iteration of the rollup
index. A larger value indicates faster
processing and higher memory usage
during the processing.

Allows you to define the grouping fields
and aggregation methods for jobs.
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Parameter Required Type Description

4 . Allows you to roll up the date field to a
i Yes object .

date histogram time-based bucket.

L field Yes string The date field you want to roll up.

The interval at which data is rolled up.
For example, if this parameter is set to
1h, the date field specified by the field

L fixed interv . . )
- Yes time units parameter is rolled up on an hourly

1
- basis. This parameter specifies the
minimum interval at which data is rolled
up.
terms No object None.

The terms field set. Fields in this array
L fields Yes string can be of the keyword or numberic type,
and arranged with no order required.

metrics No object None.

The field of the metrics you want to
collect. In the preceding code, this

L field Yes string . .
parameter is set to networkoutTraffic
and networkinT raffic.

The operator you want to use for
aggregation. If this parameter is set to

L ) sum, the sum of the networkinT raffic

metrics Yes array

field is calculated. This parameter can be
set to min, max, sum, average, or value
count.

@ Note Lindicates a child parameter.

For more information about these parameters, see Create rollup jobs APL. Note the following points
when you configure parameters:

e If index pattern isset to awildcard pattern, make sure that the value of index_pattern is
different fromthat of rollup index .Otherwise, an erroris returned.

e The mapping of rollup_index is of the object type. Make sure that index_patternis not set to the
same value as rollup_index. Otherwise, an error is returned.

e The rollup job supports only date histogram aggregation, histogram aggregation, and terms
aggregation. For more information, see Rollup aggregation limitations.

Step 2: Start the rollup job and view the job information
1. Start the rollup job.

POST rollup/job/ls-monitordata-sls-lh-jobl/ start
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2. View the configuration, statistics, and status of the rollup job.

GET rollup/job/ls-monitordata-sls-lh-jobl/

For more information, see Get rollup jobs APL

If the command is executed successfully, the following result is returned:

"status" : {
"job state" : "indexing",
"current position" : {

"@timestamp.date histogram" : 1586775600000,
"instanceId.terms" : "ls-cn-ddddez****"
s
"upgraded doc_id" : true
b
"stats" : {
"pages processed" : 3,
"documents processed" : 11472500,
"rollups indexed" : 3000,
"trigger count" : 1,
"index time in ms" : 766,
"index total" : 3,
"index failures" : O,
"search time in ms" : 68559,
"search total" : 3,

"search failures" : 0

Step 3: Query the data of the rollup index

When the rollup job is executed, the structure of the rollup document is different fromthat of the raw
data. The rollup query port rebuilds the Query DSL into a pattern that matches the rollup document,

obtains the response, and restores the Query DSL to the pattern expected by the client that is used for
the original query.

1. Use match_allto obtain all data of the rollup index.

GET monitordata-logstash-rollup-1lh-1/ search
{
"query": {
"match all": {}

}

o Only one rollup index can be specified for a query. Fuzzy match is not supported. Multiple
indexes can be specified for a real-time data query.

o The following queries are supported: term queries, terms queries, range queries, match all
queries, and any compound queries. Compound queries are combinations of queries, including

Boolean queries, boosting queries, and constant score queries. For more limits, see Rollup search
limit ations.
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2. Use rollup search to obtainthe sumof networkoutTraffic.

GET /monitordata-logstash-rollup-1h-1/ rollup search
{
"size": O,
"aggregations": {
"sum temperature": {
"sum": {

"field": "networkoutTraffic"

_rollup search supports subsets of common search operation features:

o query: the Query DSL parameter with specific limits. For more information, see Rollup search
limitations and Rollup aggregation limitations.

o aggregations: the aggregation parameter.

_rollup search does not support the following features:

o size: Set this parameterto 0 or do not specify this parameter. T his is because rollup is used only
for data aggregation and the query result cannot be returned.

o Parameters such as highlighter, suggestors, post_filter, profile, and explain are not supported.

Step 4: Create a rollup index pattern

1. Log onto the Kibana console.
For more information, see Log on to the Kibana console.

2. Inthe left-side navigation pane, click the Management icon.

@

= Elasticsearch
Index Management {‘é}
Index Lifecycle Policies

Rollup Jobs

Cross-Cluster Repication Kibana 7.4.0 management

Remote Clusters Manage your indices, index patterns, saved objects, Kibana settings, and more.

F o

]

Watcher
Snapshot and Restore

License Management

B

A full list of tools can be found in the left menu

fo

8.0 Upgrade Assistant

]

Kibana

Index Patterns

Lm}

Saved Objects
Spaces
Reporting

&

Advanced Settings

= Logstash

e

Pipelines

@ B Beats

Central Management
]

earning
Management

3. Inthe Kibana areg, clickIndex Patterns.

4. (Optional)Close the About index patterns page.

@ Note Skip this step if this is not the first time you created an index pattern.
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5. Choose Create index pattern > Rollup index pattern.

Create index pattern -~

Standard index pattern
Perform full aggregations against any data

Rollup index paﬂern@

Perform limited aggregations against summarized data

6. Inthe Index pattern field, enter an index pattern name such as monitordat a-logstash-rollup-1h-1,
and then click Next step.

Step 1 of 2: Define index pattern

Index pattern

I monitordata-logstash-rollup-1h-1 ]

You can use a * as a wildcard In your Iindex pattern
You can't use spaces or the characters \, [, 2." <, =, | » MNext step

+ Success! Your index pattern matches 1index.

monitordata-logstash-rollup-1h-1 -
7. Fromthe Time Filter field name drop-down list, select @timestamp.

Step 2 of 2: Configure settings

You've defined monitordata-logstash-rollup-1h-1 as your rollup index pattern. Now you can specify some settings before we create
it

Time Filter field name Refresh
@timestamp ~
The Time Filter will use this field to filter your data by time.

You can choose not to have a time field, but you will not be able to

narrow aown your data oy 38 time range.

> Show advanced options

{ Back Create index pattern

8. Click Create index pattern.

Step 5: Create a chart for traffic monitoring in the Kibana console

The following procedure demonstrates how to create networkinT raffic and networkoutTraffic charts
forthe rollup index in the Kibana console.

1. Log onto the Kibana console.
For more information, see Log on to the Kibana console.

2. Create aline chart.
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i. Inthe left-side navigation pane, click the Visualize icon.

@

@ : H H N

V|Sua||zat|0ns @ Create new visualization
5 Q search..
& Title Type Actions
&
= New Visualization-a Metric &
“ New Visualization-b Metric 2
=]

Rows per page: 10

&

ii. ClickCreate new visualization.
ii. Inthe New Visualization dialog box that appears, click Line.
iv. Inthe index pattern list, clickthe created rollup index pattern.

3. Specify parameters in Metrics and Buckets.

i. Inthe Metrics section, click > .

ii. Specify Y-axis parameters.

Metrics
v Y-axis
Aggregation Sum help
sSum '
Field
networkinTraffic ~
Custom label
logstash A[I5E
Parameter Description
Aggregation Set the parameter value to Sum.
. Set the parameter value to networkinTraffic or
Field )
networkoutTraffic.
Custom label Enter a custom Y-axis label.

ii. Inthe Buckets section, choose Add > X-axis.
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iv. Specify X-axis parameters.

Buckets
v X-axis X
Aggregation Date Histogram help
Date Histogram i
Field
@timestamp “

Minimum interval

1h

Parameter Description

) Set the parameter valueto date histogram defined for gr

Aggregation ) S
oup inStep 1: Create arollup job.

Field Set the parameter value to @timestamp.

The default value is the aggregation time granularity defined in
Minimum interval the rollup job. The value must be an integer multiple of the
rollup interval, such as 2h or 3h.

v. Clickthe [P3 icon.

4. Inthe top navigation bar, clickSave.
After the configuration is successful, you can view the line chart, as shown in the following figure.

40,000

30,000

20,000

logstash A

10,000

2020-04-1100:00 2020-04-12 00:00 2020-04-13 00:00 2020-04-14 00:00 2020-04-15 00:00 2020-04-16 00:00 2020-04-17 00:00
— @timestamp per hour

5. Create a gauge chart in the same way.
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New Visualization

QU Filter

Gauge

Line

G

Pie

Controls

3

Goal

&
&

_—

Maps

[0

Region Map

©

Coordinate
Map

°Q
(@]s]
Heat Map

r=n

1T

=

Markdown

e

TSVE

Data Table

=

Haorizontal Bar

Metric

[==1

Tag Cloud

Gauge

Gauges indicate the status of a metric.
Use it to show how a metric's value relates
to reference threshold values.

6. Configure parameters forthe gauge chart. Sample configurations:

Data Options

Metrics
~ Metric

Aggregation

sum

Field

networkinTraffic
Custom label
logstash \(85: 8

> Advanced

~) Metric

Aggregation

sum

Field

networkoutTraffic

Custom label

logstashtH=HE

@ =X

Sum help

@=X

Sum help

logstash \ 1272

1,881,475.199

logstashii = Fi=

3,241,242.293

Step 6: Create a traffic monitoring dashboard in the Kibana console

1. Inthe Kibana console, click the Dashboard icon in the left-side navigation pane.

]

ERNC

=

Dashboard

B

L]

d m o B

Dashboards

QU Search..

Title

New Dashboard

New Dashboard1

Rows per page: 10 v

2. ClickCreate new dashboard.

@ Create new dashboard

Description Actions,
&

&
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. Inthe top navigation bar, click Add.
. Onthe Add panels page, click the chart configured in Step 5.

. Close the Add panels page. In the top navigation bar, click Save.

o Ul MW

. Modify the dashboard name and click Confirm Save.

Afterthe dashboard configuration is saved, you can view the dashboard.

Fullscreen Share Clone Edit
# v search KoL @ v Last7 days
@+ Addfitter
logstash 1M ACTREECE logstash MVEIHCIREICE
40,000 ® logstash A8 70,00

logstasht I

2020-04-14 00:00 2020-04-16 00:00

@timestamp per hour

logstashiti ACIERER (1)

logstash \ &2

1,881,475.199

logstashti =72

3,241,242.293

. Click+ Add filter, select afilter item, configure the filter conditions, and click Save.

@ logstashiz]

In this step, termis used as a filteritemto query networkoutTraffic and networkinTraffic of an

instance. The following figure shows the final presentation of dashboards.

# v Search KaL [ v Last7days

@

{"term":{instanceld" 3X  + Add filter

logstash VNEACIREICE °°  logstash MMNHEORECE.
® logstash A2

8000

logstasht IR

2020-04-14 00:00 2020-04-16 00:00
@timestamp per hour

logstash \ (&

logstashH 27

463,514.098 800,805.598

9.6.6. Use Cerebro to access an Elasticsearch
cluster

Use Cerebro to access an Elasticsearch cluster

Show dates

@ logstashizir]
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In addition to Kibana, curl commands, and clients, you can use third-party plug-ins or tools such as
Elasticsearch-Head and Cerebro to access an Elasticsearch cluster. The Elasticsearch-Head plug-in is not
maintained in versions later than Elasticsearch 5.x. Theref ore, we recommend that you use Cerebro to
access your Elasticsearch cluster. This topic describes how to use Cerebro to access an Elasticsearch
cluster.

Prerequisites
e An Alibaba Cloud Elasticsearch cluster is created.

For more information, see Create an Alibaba Cloud Elasticsearch cluster.

e An Alibaba Cloud Elastic Compute Service (ECS) instance is created. This instance must reside in the
same virtual private cloud (VPC) as the Elasticsearch cluster.

For more information, see Create an instance by using the wizard. The ECS instance is used to install
Cerebro.

@ Note I your ECS instance resides in a different VPC from your Elasticsearch cluster, or you
want to install Cerebro on an on-premises machine, you can access the Elasticsearch cluster over
the Internet. In this case, take note of the following items:

o Access over the Internet is less secure than access over an internal network.
o Network latency may cause services to be unstable.

o You must turn on Public Network Access for your Elasticsearch cluster and configure a
whitelist for access to the Elasticsearch cluster over the Internet. For more information,
see Configure a public or private IP address whitelist for an Elasticsearch cluster.

e The DK is installed on the ECS instance. The JDK version must be 1.8 or later.

Context

e (Cerebrois athird-party tool.

e You can use Cerebro to access the Elasticsearch cluster over the Internet by using the public endpoint
and the related port of this cluster.

Procedure

1. Connect to the ECS instance.
For more information, see &= ECSEL/.
2. Download and decompress the Cerebro installation package.

o Runthe following command to download the Cerebro installation package:
wget https://github.com/lmenezes/cerebro/releases/download/v0.9.0/cerebro-0.9.0.tgz
o Runthe following command to decompress the Cerebro installation package:

tar -zxvf cerebro-0.9.0.tgz

3. Modify the configuration file of Cerebro and associate Cerebro with the Elasticsearch cluster that
you want to access.

i. Openthe application.conf file.

vim cerebro-0.9.0/conf/application.conf
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ii. Configure nosts based onthe following instructions.

host

name

auth = {
username =
password

1

g

@ Note You can associate Cerebro with multiple Elasticsearch clusters. Multiple clusters
are separated with commas (,).

Parameter Description

The URL that is used to access the Elasticsearch cluster. Specify
the URL in the format of http://<Internal endpoint of the
host Elasticsearch cluster>:9200 .You can obtain the internal
endpoint from the Basic Information page of the cluster. For
more information, see View the basic information of a cluster.

The ID of the Elasticsearch cluster. You can obtain the ID from
name the Basic Information page of the cluster. For more information,
see View the basic information of a cluster.

The username that is used to access the Elasticsearch cluster.
Default value: elastic.

) Notice To ensure system security, we recommend
that you do not use the elastic username. You can use a

username custom username instead. Before you use a custom
username, you must create a role for it and grant the
required permissions to the role. For more information, see
Use the RBAC mechanism provided by Elasticsearch X-Pack
to implement access control.

The password that corresponds to the username. The password
that corresponds to the elastic username is specified when you
create your Elasticsearch cluster. If you forget the password, you
can reset it. For more information about the precautions and
procedures for resetting a password, see Reset the access
password for an Elasticsearch cluster.

password
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iii. Start Cerebro afteryou save the modifications.

cd cerebro-0.9.0

bin/cerebro

After Cerebro is started, the result shown in the following figure is returned.

[root@vMe@l cerebro-8.9.8]# bin/cerebro
[info] play.api.Play - Application started (Prod) (no global state)

[info] p.c.s.AkkaHttpServer - Listening for HTTP on /8.8.0.8:9000

4. Use Cerebro to access the Elasticsearch cluster.

i. Configure a security group forthe ECS instance. On the Inbound tab, add the IP address of the
Elasticsearch cluster that you want to access and set Port Range to 9000.

For more information, see Add a security group rule.
ii. Enterhttp://<Public IP address of the ECS instance>:9000 in the address bar of a browser.

ii. Onthe logon page of Cerebro, clickthe ID of the Elasticsearch cluster that you want to access.

Cerebro v0.9.0

Known clusters

es-cn-nbw

Node address
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iv. Inthe Cerebro console, view the status and the number of indexes, shards, and documents of
the cluster and perform operations as required.

0 Lioverview nodes (Frest 7 moe v T 15sec ~  esandl fgreen]

[ create index

es-Ccn- 5 cluster settings 62 indices 254 shards 5,473,119 docs 5.16GB
W aliases
& analysis

B index templates

| 150129

Woclose & ositories -
snapshot

a A filebeat-§ = catapis filebeat-6.7.0-2020.06.10 ¥ | filebeat-6.7.0-2020.06.11 ¥ | filebeat-6.7.0-2020.06.12 ¥ | filebeat-6.7.0-2020.06.13 v
“ o lz W | shards: 3 * 2] docs: 297 | size: shards: 3 * 2| docs: 2 | size: 30.18KB  shards: 3 * 2| docs: 3 | size: 30.62KB  shards: 3 * 2| docs: 3 | size: 16.24KB | shards: 3 * 2] docs: 3 | size: 30.64KB
379.08KB

+ DovuzpX

=)

-1

heap  disk cpu
vz PFa2exb

(=]

-4

heap  disk cpu
T2 R1BNIL

(=]

-4

heap disk  cpu
Tr ZtyRGBz

a

@ Note For more information about the usage notes of Cerebro, see Getting Started
with Cerebro.

9.7. Cluster alerting
9.7.1. Configure a DingTalk chatbot to receive

alert notifications from X-Pack Watcher
Configure X-Pack Watcher

X-Pack Watcher is a monitoring and alerting service developed for Elasticsearch. If you configure X-Pack
Watcher foryour cluster, X-Pack Watcher can trigger actions when specific conditions are met. For
example, if the logs index contains errors, X-Pack Wat cher triggers the systemto send alert
notifications by using emails or DingT alk messages. T his topic describes how to configure a DingT alk
chatbot to receive alert notifications from X-Pack Watcher.

Background information

X-Pack Watcher allows you to create watches. A watch consists of a trigger, an input, a condition, and
actions.

e Trigger

Determines when a watch starts to run. You must configure a trigger for each watch. X-Pack Watcher
allows you to create various types of triggers. For more information, see Schedule Trigger.

e [nput

Loads data to the payload of a watch. Inputs are used as filters to match the specified type of index
data. For more information, see Inputs.

e Condition
Controls whether a watch performs actions.

e Actions
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Determines the actions that a watch performs when the specified condition is met. In this example,
the webhook action is used.

Prerequisites
e A single-zone Alibaba Cloud Elasticsearch cluster is created.

For more information, see Create an Alibaba Cloud Elasticsearch cluster.

@ Note Inthe original network architecture, X-Pack Watcher is available only for single-zone
Elasticsearch clusters. In the new network architecture, X-Pack Watcher is available for both
single-zone Elasticsearch clusters and multi-zone Elasticsearch clusters.

e X-Pack Watcher is enabled for the Elasticsearch cluster. By default, X-Pack Watcher is disabled.
For more information, see Configure the YML file.

e An Elastic Compute Service (ECS) instance is created in your virtual private cloud (VPC), and the
required applications are deployed on the ECS instance.

For more information, see Create an instance by using the wizard.

@ Note

o The ECS instance is used as a backend server to receive requests that are forwarded by a
Server Load Balancer (SLB) instance. The ECS instance can be deployed in a zone that is
different fromthe SLB instance but must be deployed in the same VPC and region as the
SLB instance.

o X-Pack Watcher cannot directly access the Internet. It must use the internal endpoint of
your Elasticsearch cluster to access the Internet. In this case, you can enable source
network address translation (SNAT) for or associate an elastic IP address (EIP) with an ECS
instance that is deployed in a VPC. T his way, you can use the ECS instance as a proxy to
forward requests.

Precautions

The network architecture of Alibaba Cloud Elasticsearch in different regions has been adjusted since
October 2020. The adjustment has the following impacts on clusters:

e Clusters that are created before October 2020 are deployed in the original network architecture. In
this architecture, clusters are deployed in the VPCs that are created by users. If you want a cluster
that is deployed in this architecture to access the Internet, you can use an ECS instance for which
SNAT is enabled or use an NGINX proxy to forward requests.

e C(lusters that are created in October 2020 or later are deployed in the new network architecture. If
you want to use X-Pack Watcher for an Elasticsearch cluster that is created in October 2020 or later,
you must first use the PrivateLink service to establish private connections between VPCs. For more
information, see Configure a private connection for an Elasticsearch cluster. If you want a cluster that
is deployed in the new network architecture to access the Internet, you can configure an NGINX proxy
to forward requests.

Procedure

1. Configure a private connection to the Elasticsearch cluster and obtain the domain name of the
related endpoint. The domain name is used to access external services.
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For more information, see Configure a private connection for an Elasticsearch cluster.

@ Note This step is required only for a cluster that is deployed in the new network
architecture.

2. Configure a security group rule for the ECS instance.
i. Logonto the ECS console.
ii. Inthe left-side navigation pane, clickIinstances.

ii. Onthe Instances page, find the ECS instance and choose More > Network and Security
Group > Configure Security Group inthe Actions column.

iv. Onthe Security Groups tab, find your security group and click Add Rules inthe Actions
column.

v. Onthe Inbound tab, click Add Rule.

vi. Configure parameters.

Authorization Object © Description Creation Time Actions

Modify Copy Delete

Parameter Description

Action Select Allow.

Priority Retain the default value.
Protocol Type Select Custom TCP.

Set this parameter to the port that you frequently use. If you
Port Range want to configure an NGINX proxy, you must configure this
parameter. In this example, port 8080 is used.

Enter the IP addresses of all the nodes in the Elasticsearch

cluster.

Authorization Object @ Note For more information about how to obtain the
IP addresses of the nodes, see View the basic information
of nodes.

Description The description of the rule.

vii. ClickSave.
3. Configure an NGINX proxy.
i. Install NGINX on the ECS instance.
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ii. Configure the nginx.conf file.

Replace the server configurationinthe nginx.conf file with the following code.

Action Priority @ Protocol Type Port Range Authorization Object © Description

Allow 1 Custom TCP * 8080 X * X

server
{
listen 8080;# Listening port
server name localhost;# Domain name
index index.html index.htm index.php;
root /usr/local/webserver/nginx/html;# Website directory
location ~ .*\. (php|php5)?$

#fastcgi pass unix:/tmp/php-cgi.sock;
fastcgi pass 127.0.0.1:9000;
fastcgi index index.php;
include fastcgi.conf;
}
location ~ .*\. (gif|jpgljpeg|png|bmp|swf|ico)$
{
expires 30d;
# access log off;
}
location / {
proxy pass <Webhook URL of the DingTalk chatbot>;
}
location ~ .*\.(js|css)?$
{
expires 15d;
# access _log off;
}

access log off;

Replace <Webhook URL of the DingTalk chatbot> with the webhook URL of the DingT alk
chatbot that you configured to receive alert notifications.

@ Note To obtainthe webhook URL of the DingTalk chatbot, create an alert group
in DingT alk. In the upper-right corner of the DingT alk group, click the Group Settings
icon. In the Group Settings panel, click Group Assistant. In the Group Assistant panel,
click Add Robot. In the ChatBot dialog box, clickthe Add icon on the right side of Add
Robot to add a chatbot that you can access by using a webhook. Then, you can view
the webhook URL of the DingT alk chatbot.

iii. Reload the NGINX configuration file and restart NGINX.

/usr/local/webserver/nginx/sbin/nginx -s reload # Reload the NGINX con
figuration file.

/usr/local/webserver/nginx/sbin/nginx -s reopen # Restart NGINX.

4. Create awatchforalerting.
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i. Log onto the Kibana console of the Elasticsearch cluster.
@ Note Formore information, see Log on to the Kibana console.

ii. Inthe left-side navigation pane, clickDev Tools.
ii. Onthe Console tab of the page that appears, run the following command to create a watch.

In this example, a watchnamed 1og error watch iscreatedto searchthe 1ogs index
for errors every 10 seconds .If morethan o errors are found, an alert is triggered.

PUT xpack/watcher/watch/log error watch
{
"trigger": {
"schedule": ({
"interval”™: "10s"
}
3y
"input": {
"search": {

"request": {

"indices": ["logs"],
"body": {
"query": {
"match": {
"message": "error"

}
by
"condition": {
"compare": {
"ctx.payload.hits.total": {
"gt": 0

}
s
"actions" : {
"test issue" : {
"webhook" : {
"method" : "POST",
"url" : "http://<yourAddress>:8080",
"body" : "{\"msgtype\": \"text\", \"text\": { \"content\": \"An error is fo
und. Handle the error immediately.\"}}"

}

Parameters
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Network
Parameter architecture Value
type
New network Domain name
architecture of the endpoint
<yourAddress>
IP address of
the NGINX
proxy
Original
network
architecture Webhook URL
of the DingTalk
chatbot
> Notice

Description

In the new network architecture,
private connections need to be
established between VPCs, and the
domain name of the related
endpoint is used to forward
requests.

€D Notice You must set
the parameter to the domain
name of the related endpoint
rather than the domain name
of the related endpoint service.
For more information about
how to obtain the domain
name of an endpoint, see View
the domain name of an
endpoint.

The NGINX proxy in the same VPC as
the Elasticsearch cluster is used to
forward requests over the Internet.

The SNAT feature must be enabled.
This feature enables an ECS
instance in a VPC to access the
Internet if no public IP address is
associated with the ECS instance.

m If the error No handler found for uri [/ xpack/watcher/watch/log error watc

h 2] and method [PUT] isreturned afteryou run the preceding command, X-
Pack Watcher is disabled for the Elasticsearch cluster. In this case, enable X-Pack
Watcher and run the command again. For more information, see Configure the
YMLfile.

When you create a DingT alk chatbot, you must configure security settings. T his is
because the body parameter in the preceding code must be specified based on
the security settings. For more information, see Configure security settings. In this
example, Security Settings is set to Custom Keywords and the error keyword
is specified. In this case, the DingT alk chatbot sends alert notifications only if the
content field in the body parameter contains error.

If you no longer require this watch, you can run the following command to delete the watch:

DELETE _xpack/watcher/watch/log_error watch
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