
Alibaba CloudAlibaba Cloud

Tracing Analysis
Use the console

Document Version: 20201222

Alibaba CloudAlibaba Cloud

Tracing Analysis
Use the console

Document Version: 20201222



Legal disclaimer
Alibaba Cloud reminds you t o carefully read and fully underst and t he t erms and condit ions of t his legal
disclaimer before you read or use t his document . If you have read or used t his document , it  shall be deemed
as your t ot al accept ance of t his legal disclaimer.

1. You shall download and obt ain t his document  from t he Alibaba Cloud websit e or ot her Alibaba Cloud-
aut horized channels, and use t his document  for your own legal business act ivit ies only. The cont ent  of
t his document  is considered confident ial informat ion of Alibaba Cloud. You shall st rict ly abide by t he
confident ialit y obligat ions. No part  of t his document  shall be disclosed or provided t o any t hird part y for
use wit hout  t he prior writ t en consent  of Alibaba Cloud.

2. No part  of t his document  shall be excerpt ed, t ranslat ed, reproduced, t ransmit t ed, or disseminat ed by
any organizat ion, company or individual in any form or by any means wit hout  t he prior writ t en consent  of
Alibaba Cloud.

3. The cont ent  of t his document  may be changed because of product  version upgrade, adjust ment , or
ot her reasons. Alibaba Cloud reserves t he right  t o modify t he cont ent  of t his document  wit hout  not ice
and an updat ed version of t his document  will be released t hrough Alibaba Cloud-aut horized channels
from t ime t o t ime. You should pay at t ent ion t o t he version changes of t his document  as t hey occur and
download and obt ain t he most  up-t o-dat e version of t his document  from Alibaba Cloud-aut horized
channels.

4. This document  serves only as a reference guide for your use of Alibaba Cloud product s and services.
Alibaba Cloud provides t his document  based on t he "st at us quo", "being defect ive", and "exist ing
funct ions" of it s product s and services. Alibaba Cloud makes every effort  t o provide relevant  operat ional
guidance based on exist ing t echnologies. However, Alibaba Cloud hereby makes a clear st at ement  t hat
it  in no way guarant ees t he accuracy, int egrit y, applicabilit y, and reliabilit y of t he cont ent  of t his
document , eit her explicit ly or implicit ly. Alibaba Cloud shall not  t ake legal responsibilit y for any errors or
lost  profit s incurred by any organizat ion, company, or individual arising from download, use, or t rust  in
t his document . Alibaba Cloud shall not , under any circumst ances, t ake responsibilit y for any indirect ,
consequent ial, punit ive, cont ingent , special, or punit ive damages, including lost  profit s arising from t he
use or t rust  in t his document  (even if Alibaba Cloud has been not ified of t he possibilit y of such a loss).

5. By law, all t he cont ent s in Alibaba Cloud document s, including but  not  limit ed t o pict ures, archit ect ure
design, page layout , and t ext  descript ion, are int ellect ual propert y of Alibaba Cloud and/or it s
affiliat es. This int ellect ual propert y includes, but  is not  limit ed t o, t rademark right s, pat ent  right s,
copyright s, and t rade secret s. No part  of t his document  shall be used, modified, reproduced, publicly
t ransmit t ed, changed, disseminat ed, dist ribut ed, or published wit hout  t he prior writ t en consent  of
Alibaba Cloud and/or it s affiliat es. The names owned by Alibaba Cloud shall not  be used, published, or
reproduced for market ing, advert ising, promot ion, or ot her purposes wit hout  t he prior writ t en consent  of
Alibaba Cloud. The names owned by Alibaba Cloud include, but  are not  limit ed t o, "Alibaba Cloud",
"Aliyun", "HiChina", and ot her brands of Alibaba Cloud and/or it s affiliat es, which appear separat ely or in
combinat ion, as well as t he auxiliary signs and pat t erns of t he preceding brands, or anyt hing similar t o
t he company names, t rade names, t rademarks, product  or service names, domain names, pat t erns,
logos, marks, signs, or special descript ions t hat  t hird part ies ident ify as Alibaba Cloud and/or it s
affiliat es.

6. Please direct ly cont act  Alibaba Cloud for any errors of t his document .
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Document conventions
St yleSt yle Descript ionDescript ion ExampleExample

 DangerDanger
A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

 Danger:Danger:

Resetting will result  in the loss of user
configuration data.

 WarningWarning
A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

 Warning:Warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

 Not iceNot ice
A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

 Not ice:Not ice:

If the weight is set to 0, the server no
longer receives new requests.

 Not eNot e
A note indicates supplemental
instructions, best practices, t ips, and
other content.

 Not e:Not e:

You can use Ctrl + A to select all files.

>
Closing angle brackets are used to
indicate a multi-level menu cascade.

Click Set t ingsSet t ings > Net workNet work> Set  net workSet  net work
t ypet ype.

BoldBold
Bold formatting is used for buttons ,
menus, page names, and other UI
elements.

Click OKOK.

Courier font Courier font is used for commands
Run the cd /d C:/window  command to
enter the Windows system folder.

Italic Italic formatting is used for parameters
and variables.

bae log list  --instanceid

Instance_ID

[] or [a|b]
This format is used for an optional value,
where only one item can be selected.

ipconfig [-all|-t]

{} or {a|b}
This format is used for a required value,
where only one item can be selected.

switch {active|stand}
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On the overview page, you can view the overall metrics of your application, including the number of API
request  entries, average response t ime, and related metrics. In addit ion, you can view the access
procedure and access point  information.

ProcedureProcedure
1. 

2. In the left-side navigation pane, click OverviewOverview. On the top of the page, click the OverviewOverview
analysis analysis tab.

OverviewOverview
The Overview analysis Overview analysis tab shows these key metrics:

The number of inbound requests, average response t ime, number of spans, and number of Span
exceptions within the selected t ime, as well as the year-on-year increase or decrease compared with
that of the previous day and the previous day.

Displays the name, region, health check result , requests, errors, and response t ime of each
application.

The name, application, number of requests, response t ime, and constant of the entry.

The name, alert  trigger status, alert  t ime, alert  content, alert  level, and rules to which the alert
belongs.

ProcedureProcedure
The process process tab shows the process and process. In addit ion, you can view access point  information.

Related informationRelated information
Activate related services and authorize roles

On the Applications page of the Tracing Analysis console, you can check key metrics of all monitored
applications, including the request  count and error count in the current day, and the health status. You
can also set  custom tags for your app and use tags to filter.

ContextContext
The applications page displays mult iple key metrics of the monitored Application. The scores of these
metrics are calculated based on the APDEX Performance Index (Application Performance Index). It  is an
international standard for evaluating the performance of applications. The user experience of an
application includes the following aspects:

- Satisfied (0 to T)

1.Application management1.Application management
1.1. Overview1.1. Overview

1.2. View applications1.2. View applications
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- Tolerating (T to 4T)

- Frustrated (greater than 4T)

The following formula is used to calculate the APDEX score:

     APDEX = (satisfactory number + tolerable number /2) /Total sample size 
   

Tracing analysis uses the average response t ime of an application as a calculat ion metric and defines T
as 500 milliseconds.

ProcedureProcedure
Follow these steps to enter the applicat ion list  applicat ion list  page.

1. Log on Tracing Analysis console.

2. In the left-side navigation pane, choose applicat ion list  applicat ion list  , and select  the target region at  the top
of the applicat ion list  applicat ion list  page.

Applications page

Sorting applicationSorting application
You can sort  all apps in ascending or descending order by clicking the arrow next  to the column
headers:

Healt h ScoreHealt h Score

Number of  request s t odayNumber of  request s t oday

Number of  errors t odayNumber of  errors t oday

Response t imeResponse t ime

Set application tagsSet application tags
After you set  custom tags for an application, you can use these tags to filter the application.

1. Place the pointer over the label label column and click the pencil icon.

2. In the manage account  labels manage account  labels dialog box, enter custom labels in the add labels add labels field and click
add add . Click one or more labels at  the top, and click OK OK .

Not ice Not ice If  you delete an exist ing tag in the manage account  t ags manage account  t ags dialog box, the app
that previously added the tag will lose it .

Filter applications by tagFilter applications by tag
In the select  t ags select  t ags sect ion, click one or more tags to filter all applications that have at  least  one tag.

Related informationRelated information

Use t he console··Applicat ion manag
ement
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Before you begin

Manage apps and tags

The application overview page displays the key performance metrics and topology of your application.

ContextContext
After the application data is reported to Tracing Analysis, Tracing Analysis monitors your application.
On the Applicat ion Overview Applicat ion Overview page, you can quickly view key metrics for application performance and
view the upstream and downstream dependencies of an application using the topology.

View key application performance metricsView key application performance metrics
You can view the key metrics of application performance on the Overview analysis Overview analysis tab.

1. Log on Tracing Analysis console.

2. In the left-side navigation pane, click applicat ion list  applicat ion list  . On the top of the applicat ion list  applicat ion list  page,
select  a region, and then click the application name.

3. On the Applicat ion Overview Applicat ion Overview page, view the following key metrics on the Overview analysisOverview analysis
tab.

The total number of requests, average response t ime, number of abnormal calls, and Span in the
selected t ime range, and how these indicators change from the previous week to the previous
day or previous week.

The line chart  of how many t imes your application is called by upstream components and the
response t ime, and how many t imes your application calls downstream services and the response
time.

The top 10 APIs with the lowest call speed and their average response t ime sequence curves.

Overview analysis

1.3. View key application performance1.3. View key application performance
metrics and topologymetrics and topology

Tracing Analysis Use t he console··Applicat ion manag
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View the application topologyView the application topology
On the t opology t opology tab, you can have a better view of the upstream and downstream components of
your application and their call relat ions, allowing you to quickly identify the performance bott lenecks of
your application.

1. In the left-side navigation pane, click applicat ion list  applicat ion list  . On the top of the applicat ion list  applicat ion list  page,
select  a region, and then click the application name.

2. On the Applicat ion Overview Applicat ion Overview page, click the T opology Graph T opology Graph tab. On the T opology GraphT opology Graph
tab, you can view the following information:

The call topology of the application within the selected t ime range.

The number of calls, average response t ime, and error rate of the client, provider, and internal
calls within the selected t ime.

The sequence t ime chart  of the number of requests, response t ime, and error rate per minute
within the specified period.

Topology tab

Use t he console··Applicat ion manag
ement
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Set the query t ime rangeSet the query t ime range
You can select  a preset  t ime range or enter a custom t ime range.

Click the t ime option in the upper-right corner of the page, and then click a preset  t ime range, such as
Last  30 minut esLast  30 minut es,T his weekT his week,Last  30 daysLast  30 days.

If  no preset  t ime range meets your requirements, click Cust omCust om. Select  the start  t ime and end t ime
from the calendar, or enter them manually in the text  box. Then, click OKOK.

Not e Not e The date format is  YYYY-MM-DD , The t ime format is  HH:MM .

Query t ime range selector

Related informationRelated information
Before you begin

Manage apps and tags

Tracing Analysis Use t he console··Applicat ion manag
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On the details page of an application in the Tracing Analysis console, you can view the key metrics, call
topology, and traces of each server.

View key performance metrics and topologyView key performance metrics and topology
Applicat ion det ails Applicat ion det ails page: the overview overview tab displays all instances deployed with the application.
You can sort  the interface calls by response t ime, request  count, and error count. Select  a single
machine from the machine List . On the overview overview tab, you can view the detailed call topology of an
application and the t ime sequence curves of the number of requests, response t ime, and number of
errors.

1. Log on Tracing Analysis console.

2. In the left-side navigation pane, click applicat ion list  applicat ion list  . On the top of the applicat ion list  applicat ion list  page,
select  a region, and then click the application name.

3. In the left-side navigation pane, click applicat ion det ails applicat ion det ails . In the left-side server list , click all all or a
server. On the overview overview tab, view the call topology and key performance metrics.

Not e Not e Click the response t ime response t ime , request s request s , errors errors tab, and then click the arrow next  to
the tab. You can sort  the instances by the required criteria. Enter a keyword in the search box
to dynamically filter machines that meet the keyword.

Not e Not e To switch to another application in the same region, click the application name drop-
down list  in the upper-left  corner and select  another application.

View tracesView traces
The Call linkCall link

Trace tab

Not e Not e St at usSt at us The green icon in the column indicates that the t ime consumed is less than 500
milliseconds, the yellow icon indicates that the t ime consumed is between 500 milliseconds and
1000 milliseconds, the red icon indicates that the t ime consumed is greater than 1000 milliseconds,
or the Tag Key is  Error .

On the Call linkCall link tab page, you can perform the following operations as needed:

In T ime-consumingT ime-consuming enter a t ime value (in milliseconds) in the adjustment box, and click QueryQuery to
filter traces whose t ime consumption is greater than the specified value.

Select  Except ionExcept ion and click QueryQuery to filter out abnormal call links.

Click T ime consumedT ime consumed Or St at usSt at us By using the up and down arrows on the right, you can sort  the
query results in ascending or descending order.

Click the TraceID to open it  in a new window. Call linkCall link Page, and view the waterfall chart  of the call
link.

1.4. View application details1.4. View application details

Use t he console··Applicat ion manag
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View trace waterfall chartView trace waterfall chart
Onthe Call linkCall link page, you can check the log generation t ime, status, IP address/machine name, service
name, and Timeline of the call link are displayed on the page.

Not e Not e IP addressIP addressWhether the IP address or machine name is displayed depends on
Applicat ion Set t ingsApplicat ion Set t ings the display configuration on the page. For more information, see manage
applications and tags.

Trace page

Place the cursor over a service name to view the service duration, start  t ime, Tag, and log event
information.

Set the query t ime rangeSet the query t ime range
You can select  a preset  t ime range or enter a custom t ime range.

Click the t ime option in the upper-right corner of the page, and then click a preset  t ime range, such as
Last  30 minut esLast  30 minut es,T his weekT his week,Last  30 daysLast  30 days.

If  no preset  t ime range meets your requirements, click Cust omCust om. Select  the start  t ime and end t ime
from the calendar, or enter them manually in the text  box. Then, click OKOK.

Not e Not e The date format is  YYYY-MM-DD , The t ime format is  HH:MM .

Query t ime range selector

Tracing Analysis Use t he console··Applicat ion manag
ement
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The API invocation page displays the performance indicators of API calls in client  calls, server calls, and
local calls, as well as API calls of upstream and downstream links.

View API call performance metricsView API call performance metrics
The int erf ace invocat ion int erf ace invocat ion page lists all the interfaces (spans) involved in the application call. You can
sort  the list  by response t ime, number of requests, or number of exceptions. Select  an interface from
the interface list . On the overview overview tab, you can view the topology of an application and the t ime
sequence curves of the API call performance metrics, including the number of requests, response t ime,
and variat ion constants.

1. Log on Tracing Analysis console.

2. In the left-side navigation pane, click applicat ion list  applicat ion list  . On the top of the applicat ion list  applicat ion list  page,
select  a region, and then click the application name.

3. In the left-side navigation pane, click int erf ace invocat ion int erf ace invocat ion . Click an interface in the left-side
navigation pane, and then click the overview overview tab to view the topology and performance metrics
of the interface.

Click the response t ime response t ime , request s request s , except ions except ions tab, and then click the upward or downward
arrow next  to the tab. Then, you can sort  all APIs in ascending or descending order by the
specified condit ion.

In the call t ype call t ype sect ion, click all all , client  client  , server server , or local call local call to filter the types of interfaces
that need to be called.

You can enter a keyword in the search box to dynamically filter API operations that meet the
keyword.

Not e Not e To switch to another application in the same region, click the application name drop-
down list  in the upper-left  corner and select  another application.

View upstream and downstream servicesView upstream and downstream services

1.5. View API usage1.5. View API usage

Use t he console··Applicat ion manag
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The upst ream upst ream interface and downst ream downst ream interface tabs display the interfaces of the upstream
application that calls the selected application and downstream application that calls the specified
application and their performance metrics, including the number of requests, response t ime, and
latency.

Downst ream link Downst ream link tab

On the upst ream upst ream and downst ream downst ream tabs, you can perform the following operations as needed:

At the top of the tab, click show /hide show /hide all.

On the tabs, enter an application name or an interface (span) name in the search box, and click the
magnifier icon to filter out the interfaces that meet corresponding condit ions.

Click the collapse panel where the interface call information is located, or click the up or down arrow
at the end of the row to expand or collapse the performance metric information of this interface
call.

View tracesView traces
The Call linkCall link

Trace tab

Not e Not e St at usSt at us The green icon in the column indicates that the t ime consumed is less than 500
milliseconds, the yellow icon indicates that the t ime consumed is between 500 milliseconds and
1000 milliseconds, the red icon indicates that the t ime consumed is greater than 1000 milliseconds,
or the Tag Key is  Error .

On the Call linkCall link tab page, you can perform the following operations as needed:

In T ime-consumingT ime-consuming enter a t ime value (in milliseconds) in the adjustment box, and click QueryQuery to
filter traces whose t ime consumption is greater than the specified value.

Select  Except ionExcept ion and click QueryQuery to filter out abnormal call links.

Click T ime consumedT ime consumed Or St at usSt at us By using the up and down arrows on the right, you can sort  the
query results in ascending or descending order.

Click the TraceID to open it  in a new window. Call linkCall link Page, and view the waterfall chart  of the call
link.

View trace waterfall chartView trace waterfall chart
Onthe Call linkCall link page, you can check the log generation t ime, status, IP address/machine name, service
name, and Timeline of the call link are displayed on the page.

Not e Not e IP addressIP addressWhether the IP address or machine name is displayed depends on
Applicat ion Set t ingsApplicat ion Set t ings the display configuration on the page. For more information, see manage
applications and tags.

Trace page

Tracing Analysis Use t he console··Applicat ion manag
ement
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Place the cursor over a service name to view the service duration, start  t ime, Tag, and log event
information.

Set the query t ime rangeSet the query t ime range
You can select  a preset  t ime range or enter a custom t ime range.

Click the t ime option in the upper-right corner of the page, and then click a preset  t ime range, such as
Last  30 minut esLast  30 minut es,T his weekT his week,Last  30 daysLast  30 days.

If  no preset  t ime range meets your requirements, click Cust omCust om. Select  the start  t ime and end t ime
from the calendar, or enter them manually in the text  box. Then, click OKOK.

Not e Not e The date format is  YYYY-MM-DD , The t ime format is  HH:MM .

Query t ime range selector

Use t he console··Applicat ion manag
ement
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Related informationRelated information
Before you begin

Manage apps and tags

The database call page displays the call t imes, average t ime consumption, and call links of each SQL
statement to help you locate SQL performance problems.

View SQL analysisView SQL analysis
Follow these steps to view the SQL stat ist ics and analysis of the application.

1. Log on Tracing Analysis console.

2. In the left-side navigation pane, clickApplicat ion ListApplicat ion List , And inApplicat ion ListApplicat ion List Select  a region and
click the application name.

3. In the left-side navigation pane, clickDat abase callDat abase call, And then chooseSQL analysisSQL analysisOn the Tab
Page, view the following metrics:

Displays the number of SQL calls per minute and average elapsed t ime within a specified period.

The number of t imes an SQL statement is called and the average t ime consumed during the
selected period.

4. InSQL analysisSQL analysisOn the Tab Page, perform the following operations as needed:

InOperat ionOperat ionColumn, clickCall st at ist icsCall st at ist icsTo view the chart  of the number of calls per minute and
the average t ime consumed by a specific SQL statement within the selected t ime range.

InOperat ionOperat ionColumn, clickLink queryLink queryIn theCall linkCall linkTab page to view all call links related to the
corresponding SQL statement.

Not e Not e To switch to another application in the same region, click the application name drop-
down list  in the upper-left  corner and select  another application.

Set the query t ime rangeSet the query t ime range
You can select  a preset  t ime range or enter a custom t ime range.

Click the t ime option in the upper-right corner of the page, and then click a preset  t ime range, such as
Last  30 minut esLast  30 minut es,T his weekT his week,Last  30 daysLast  30 days.

If  no preset  t ime range meets your requirements, click Cust omCust om. Select  the start  t ime and end t ime
from the calendar, or enter them manually in the text  box. Then, click OKOK.

Not e Not e The date format is  YYYY-MM-DD , The t ime format is  HH:MM .

Query t ime range selector

1.6. View SQL performance analysis1.6. View SQL performance analysis
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Related informationRelated information
Before you begin

Manage apps and tags

This paper introduces how to use mult i-dimensional query function to query call chain.

ProcedureProcedure
1. Log on Tracing Analysis console.

2. In the left-side navigation pane, click mult idimensional query mult idimensional query .

3. On the mult idimensional query mult idimensional query page, enter values for the following parameters as needed, and
click query query .

Fixed query parameters

TraceID

Time consumed: greater than (milliseconds)

Server Name

RPC name

1.7. Query trace1.7. Query trace

Use t he console··Applicat ion manag
ement
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Optional query parameters: Tag key

Select  the key of the Tag from the T ag key T ag key drop-down list  and fill in the T ag value T ag value field with
the value of the Tag. To add a Tag key or Tag value as a query condit ion, click the blue plus sign
icon to the right of the field.

4. In the search results, click the TraceID to go to the invocat ion t race invocat ion t race tab and view the trace
details.

What's nextWhat's next
To save the current parameter configurations, click f avorit es f avorit es . The parameter configurations of
favorite queries are displayed in t he f avorit e queries t he f avorit e queries sect ion.

To delete all the query parameter configurations from your favorite, click t he f avorit e query t he f avorit e query on the
right side of clear clear .

Related informationRelated information
Before you begin

View applications

After the data is reported to the Tracing Analysis component, the Tracing Analysis component
performs real-t ime aggregate computing on the data. Generally, there is a certain delay. If  you want to
see the real-t ime result  when locating a problem, you can use the real-t ime diagnosis function to
quickly display the diagnostic result .

ContextContext
Real-t ime diagnostics enables temporary storage. After data is reported, you can quickly display
diagnostic results without real-t ime stat ist ics.

Real-t ime diagnosis does not affect  normal stat ist ics, and is automatically disabled in five minutes.
After the function is disabled, you can enable it  again.

By default , the real-t ime diagnosis page is refreshed regularly every 10 seconds. You can also disable
the t imed refresh function.

View trace informationView trace information
1. Log on Tracing Analysis console.

2. In the left-side navigation pane, clickApplicat ion ListApplicat ion List , And inApplicat ion ListApplicat ion List Select  a region and
click the name of the target application.

3. In the left-side navigation pane, clickReal-t ime diagnosisReal-t ime diagnosis, InReal-t ime diagnosisReal-t ime diagnosisPage. Click the
+ icon on the top to addSpan nameSpan name,IPIPAndT agT agThree filter criteria.

Not e Not e When you add a filter, you can add oneSpan nameSpan nameOrIPIPAnd mult ipleT agT ag.

4. ClickQueryQueryTo view the filtered trace information, including:

The scatter chart  of real-t ime request  response t ime distribution.

1.8. Real-time diagnosis1.8. Real-time diagnosis
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Not e Not e You can select  an area in a scatter chart  to obtain the real-t ime diagnostic
results for this area.

Request  count/t ime consumption distribution chart.

The list  of trace information.

View the waterfall chart of call tracesView the waterfall chart of call traces
1. Click a trace ID in the trace list . The waterfall chart  appears.

On the t race t race page, you can view the trace information such as the Span name, application name,
status, IP address /machine name, log generation t ime, and t imeline.

Not e Not e The IP IP address field displays the IP address or machine name, depending on the
display configuration on the app set t ings app set t ings page. For more information, see Manage apps and
tags.

Link page

2. Move the pointer over a Span to view the t ime, start  t ime, Tag, and event log of the Span.

View the interface aggregation listView the interface aggregation list
1. ClickInt erf ace aggregat ionInt erf ace aggregat ionTab to view the list  of API aggregates that aggregate call chains by

Span name.

After analyzing the call link information of an application on the call link analysis page, you can filter
the call link information by condit ion. you can also view the link topology, real-t ime aggregate link
table, and call link waterfall chart.

View trace informationView trace information
1. Log on Tracing Analysis console.

2. In the left-side navigation pane, clickApplicat ion ListApplicat ion List , And inApplicat ion ListApplicat ion List Select  a region and
click the name of the target application.

3. In the left-side navigation pane, clickT race AnalysisT race Analysis, InT race AnalysisT race AnalysisPage to filter trace

1.9. Analyze traces1.9. Analyze traces
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information, as shown in the following figure.

Click Comprehensive condit ionComprehensive condit ioninput box, which can be added simultaneously or separately
Span nameSpan name, IPIP andLabelLabel. Three filter criteria. When you add a filter, you can add one SpanSpan
namename or IPIP, And mult iple LabelLabel.

InT ime consumed (> ms)T ime consumed (> ms)Enter a specific response t ime in the input box to query trace
information that is later than this t ime consumption.

CheckExcept ionExcept ionCheck box to query trace information with exceptions.

4. ClickSearchSearchTo view the filtered trace information, including:

Time series curves of t ime consumption and number of spans.

The distribution chart  of the number of spans and the t ime consumed.

You can filter call link information by Span, IP address, or Tag.

5. FromGroup byGroup byList , select  Span, IP, or Tag to filter groups. For example, select  TagIPIP.

6. Click a IP. A list  of trace information related to this IP is displayed.

View the link topologyView the link topology
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The link topology mainly displays the topology of the dependency between applications after
condit ional f iltering, as well as the request  rat io, call speed, and t ime consumption rat io between
applications. In consideration of the performance experience, the link topology can pull up to 5000 link
requests for aggregation.

1. ClickLink t opologyLink t opologyTab to view the link topology.

Not eNot e

Request  rat io = number of requests requested by an application for external calls/total
number of requests of an application. For example, if  100 requests enter upper-layer
application A and only 90 requests from A call lower-layer application B, the request
rat io from A to B is 90%. ( In application A, some requests may not go into application B
because some requests may be filtered by if  judgment.)

Call mult iple = number of spans called by the application/total number of spans of the
application. For example, if  100 spans enter upper-layer application A and 300 spans
call lower-layer application B from A, the call mult iple from A to B is 3. For example, the
values of A to B are 90%/3x, indicating that 90% of requests from application A call
Application B, and application A Calls application B three t imes on average.

View the real-time aggregation link tableView the real-time aggregation link table
Real-t ime aggregation is a call link table that aggregates call links that have been filtered by condit ions
based on Span names and application names. In consideration of performance experience, real-t ime
aggregation supports pulling up to 5000 link requests for aggregation.

1. ClickReal-t ime aggregat ionReal-t ime aggregat ionTab to view the real-t ime aggregation link table.

Use t he console··Applicat ion manag
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Not eNot e

Requests/request  rat io: The request  rat io indicates the percentage of requests that
call the current Span node. For example, if  the total number of requests is 100 and the
request  rat io is 10%, 10 requests call the current Span. Calculat ion formula = number of
requests for the current Span/total number of requests X 100%.

Span/request  mult iple: The request  mult iple indicates the average number of t imes
each request  calls the current Span. For example, 1.5x indicates that each request  calls
the current Span 1.5 t imes on average. Calculat ion formula = number of spans/number
of requests per Span.

Average self-elapsed t ime/ratio: the average self-elapsed t ime does not include the
average elapsed t ime of subspans. For example, if  Span A to B, the elapsed t ime of A is
10 milliseconds, and that of B is 8 milliseconds. the t ime consumed by A is 2 milliseconds.
The formula is as follows: Span elapsed t ime-Sum (subspan elapsed t ime). If  an
Asynchronous call is performed, the child t ime consumed is not subtracted. The formula
is as follows: Span t ime consumed.

Exception count/exception percentage: The exception percentage indicates the
percentage of requests with exceptions. For example, 3% indicates that 3% of requests
have exceptions. Calculat ion formula = number of abnormal requests/total number of
requests. The number of exception requests is not equal to the number of exceptions.
If  the request  mult iple is greater than 1, an exception request  may correspond to
mult iple exceptions.

2. (Optional)Hover the mouse over the blue Span name to displayRecommended call linkRecommended call linkPrompt
information, you can view the call chains associated with this Span. Click a trace id. The trace
waterfall chart  is displayed. For more information, seeView trace waterfall chart.

View trace waterfall chartView trace waterfall chart
1. Click a trace ID in the trace list . The trace waterfall chart  is displayed.

InCall linkCall linkYou can view the Span name, application name, status, IP address/machine name, log
generation t ime, and Timeline of a call chain.

Not e Not e IP addressIP addressWhether the IP address or machine name is displayed depends
onApplicat ion Set t ingsApplicat ion Set t ingsThe display configuration on the page. For more information,
seeManage apps and tags.
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2. Place the cursor over a Span name to view the length, start  t ime, Tag, and log events of the Span.

Set the query t ime rangeSet the query t ime range
You can select  a preset  t ime range or enter a custom t ime range.

Click the t ime option in the upper-right corner of the page, and then click a preset  t ime range, such as
Last  30 minut esLast  30 minut es,T his weekT his week,Last  30 daysLast  30 days.

If  no preset  t ime range meets your requirements, click Cust omCust om. Select  the start  t ime and end t ime
from the calendar, or enter them manually in the text  box. Then, click OKOK.

Not e Not e The date format is  YYYY-MM-DD , The t ime format is  HH:MM .

Query t ime range selector

Related informationRelated information
Before you begin

Manage apps and tags

On the Application Sett ings page, you can specify whether to display the machine name and collect
application data. You can also manage the custom tags of applications and delete applications.

1.10. Manage apps and tags1.10. Manage apps and tags
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BackgroundBackground
In the link Tracing Analysis console, when you need to display the IP address of the host  that is
deployed by application, the IP address of the host  is displayed by default . However, you can select
the host  name on the applicat ion set t ings applicat ion set t ings page.

Not e Not e Only the data that is generated after the sett ing takes effect  is affected. For example,
if  the display machine name display machine name switch is turned on and saved, the machine name will only be
displayed in the new data generated thereafter, and the IP address will st ill be displayed in the
previously generated data.

Example: Display the IP address of the machine

Example: Display Machine name
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To stop billing for an application, disable data collect ion.

On the applicat ion set t ings applicat ion set t ings page, you can also configure whether to use all tags for the current
application and manage all tags under your account. You can delete an application when you no longer
need it .

Open Application SettingsOpen Application Settings
Follow these steps to open the application sett ings page.

1. Log on Tracing Analysis console.

2. In the left-side navigation pane, choose applicat ion list  applicat ion list  , and select  a region at  the top of the
applicat ion list  applicat ion list  page.

3. On the applicat ions applicat ions page, click act ions act ions in the set t ings set t ings column of an application.

Display Machine nameDisplay Machine name
Perform the following steps to display the name of the host  where the application is deployed:

1. On the applicat ion set t ings applicat ion set t ings page, click the cust om conf igurat ion cust om conf igurat ion tab (displayed by default).

2. On the cust om conf igurat ion cust om conf igurat ion tab, turn on display conf igurat ion display conf igurat ion switch in the displaydisplay
conf igurat ion conf igurat ion area.

3. Click save save at  the bottom of the page.

Not e Not e Only the data that is generated after the sett ing takes effect  is affected. For example,
if  the display machine name display machine name switch is turned on and saved, the machine name will only be
displayed in the new data generated thereafter, and the IP address will st ill be displayed in the
previously generated data.

Stop Collecting application dataStop Collecting application data
To stop application billing, perform the following steps to stop application data collect ion.

1. On the applicat ion set t ings applicat ion set t ings page, click the cust om conf igurat ion cust om conf igurat ion tab (displayed by default).

2. In the collect ion conf igurat ion collect ion conf igurat ion sect ion, turn on disable dat a collect ion disable dat a collect ion .

3. Click save save at  the bottom of the page.

Enable or disable labels for an applicationEnable or disable labels for an application
Follow these steps to enable or disable an exist ing label for your app.

1. On the applicat ion set t ings applicat ion set t ings page, click the labels labels tab.

2. In the apply t ags apply t ags sect ion, select  the tags to be enabled and clear the corresponding tags.

3. Click save save at  the bottom of the page.

Manage all tags of an accountManage all tags of an account
To manage all tags under an account, such as adding tags for all applications or delet ing all exist ing
tags, perform the following steps:

1. On the applicat ion set t ings applicat ion set t ings page, click the labels labels tab.

2. Under apply t ags apply t ags , click manage account  t ags manage account  t ags .

3. In the manage account  t ags manage account  t ags dialog box, perform the following operations as needed.

Use t he console··Applicat ion manag
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Manage account labels dialog box

To create a new tag, click the plus icon and enter a tag in the text  box.

To delete an exist ing tag, move the pointer over the tag and click the X icon on the left .

Not ice Not ice If  you delete an exist ing tag in the manage account  t ags manage account  t ags dialog box, all
applications that have enabled the tag will lose it .

4. Click conf irm conf irm at  the bottom of the dialog box.

Delete an applicationDelete an application
Follow these steps to delete unnecessary applications.

1. On the applicat ion set t ings applicat ion set t ings page, click delet e delet e .

2. In the delet e applicat ion delet e applicat ion sect ion, click delet e delet e . In the not e not e dialog box that appears, click OK OK .
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You can manage all alert  rules under your account and query alert  events and alert  notificat ion records
through the alert  management module in the tracing analysis console.

Manage an alert ruleManage an alert rule
The created alarm rule is displayed on the alarm rules and hist ory alarm rules and hist ory page. You can start , stop, edit , and
delete the alert  rules. You can also view alert  details.

1. Log on Tracing Analysis console.

2. In the left-side navigation pane, choose Alarm management  Alarm management  > > Alarm rules Alarm rules .

3. On the alarm rules and hist ory alarm rules and hist ory tab page, enter an alarm name in the search box and then click
search search .

Not e Not e You can enter part  of an alert  name in the search box to perform a fuzzy search.

4. In the search results list  of operat ion operat ion column, on-demand target alarm rule to take the following
actions:

To edit  an alarm rule, click edit  edit  . In the edit  alarm edit  alarm dialog box, edit  the alarm rule and click save save .

To delete an alarm rule, click delet e delet e . In the delet e delet e dialog box, click delet e delet e .

To start  a stopped alert  rule, click st art  st art  . In the st art  st art  dialog box, click OK OK .

To stop the started alarm rule, click st op st op . In the st op st op dialog box, click OK OK .

To view the alert  event history and alert  notificat ion history, click view alert  det ails view alert  det ails and view
the alert  hist ory alert  hist ory records on the alert  history query tab.

Query the alert historyQuery the alert history
You can click alarm hist ory click alarm hist ory to search for historical records about when an alarm rule is triggered and
the alarm notificat ions sent to specific alarm contacts after the rule is triggered.

1. Log on Tracing Analysis console.

2.Alerting2.Alerting
2.1. Manage alerts2.1. Manage alerts
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1. Log on Tracing Analysis console.

2. In the left-side navigation pane, choose Alarm management  Alarm management  > > Alarm rules Alarm rules .

3. On the alarm rules and hist ory alarm rules and hist ory page, click the alarm hist ory alarm hist ory tab.

4. On the alarm hist ory alarm hist ory tab, select  or enter the alarm t ype t ype , event  t rigger st at us event  t rigger st at us , and alarmalarm
name name . Then click search search . The line charts and bar charts on the tab show the relat ionship
between alert  data and alert  trigger events, also the alert  trigger details. The line chart  represents
the alert  data and the bar chart  represents the alert  events.

5. Click the alarm event  hist ory alarm event  hist ory tab at  the bottom to view the history of alarm events.

Not e Not e An alarm notificat ion is sent only when the t riggering st at us t riggering st at us is t riggered t riggered (red
dot in the triggering status column).

6. Click the alarm sending Hist ory alarm sending Hist ory tab to view the records of alarm notificat ions (by SMS, email, or
other means) that have triggered alarms.

Related informationRelated information
Create an alert  contact
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When the tracing alarm rule is triggered, the system sends a notificat ion to the specified contact  group.
Before you create a contact  group, you must create a contact  f irst . When you create a contact, you
can specify a mobile phone number and email address for the contact  to receive notificat ions. You can
also specify the webhook URL of a DingTalk chatbot to automatically receive alert  notificat ions.

PrerequisitesPrerequisites
Enable DingTalk chatbot alert: to add a DingTalk robot as a contact, you need to obtain the address of
the DingTalk robot first .

ProcedureProcedure
1. Log on Tracing Analysis console.

2. In the left-side navigation pane, choose Alarm management  Alarm management  > > Alert  cont act  Alert  cont act  .

3. On the cont act s cont act s tab, click creat e cont act  creat e cont act  in the upper-right corner.

4. Edit  the contact  information in the new cont act  new cont act  dialog box.

To add a contact, edit  the contact  name name , mobile number mobile number , and email email .

Not e Not e The mobile phone number and email address cannot be left  blank at  the same
time. Each mobile phone number or email address must be used for only one contact. You
can create a maximum of 100 contacts.

To add a DingTalk chatbot, enter the name and the webhook URL of the chatbot.

Not e Not e For more information about how to obtain DingTalk address of a robot, see
Enable DingTalk chatbot alert .

What's nextWhat's next
To search for a contact, on the cont act  cont act  tab, select  the name name , mobile number mobile number , or Email Email from the
search drop-down box. Then, enter all or part  of the contact 's name, mobile number, or Email in the
search box and click search search .

To edit  a contact, click act ions act ions in the edit  edit  column corresponding to the contact. In the updat eupdat e
cont act  cont act  dialog box, edit  the information and click OK OK .

To delete a single contact, click act ions act ions in the delet e delet e column for the right contact. In the delet edelet e
dialog box, click delet e delet e .

To delete mult iple contacts, select  the contacts and click delet e cont act s delet e cont act s . In the not e not e dialog box
that appears, click OK OK .

Related informationRelated information
Manage alerts

2.2. Create an alert contact2.2. Create an alert contact

2.3. Create an alert2.3. Create an alert
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By creating alerts, you can set  alert  rules for specific monitored objects. When a rule is triggered, the
system will send an alert  message to the specified contact  group in the specified alert ing mode. This
reminds you to take necessary act ions to solve the problem.

PrerequisitesPrerequisites
You have created contacts. You can only set  a contact  group as the notificat ion receiver of an alert .

ContextContext
Default  behaviors of alert  notificat ions:

To prevent you from receiving a large number of alert  notificat ions in a short  period of t ime, the
system only sends one message for repeated alerts within 24 hours.

If  no duplicate alerts are generated within five minutes, Application Real-Time Monitoring Service
(ARMS) sends a recovery email to notify you that the alert  has been cleared.

After a recovery email is sent, the alert  status is reset. If  this alert  arises again, it  is deemed as a new
one.

An alert  widget is essentially a data display method of datasets. When you create an alert  widget, a
dataset is created to store the underlying data of the alert  widget.

Not e Not e New alerts take effect  within 10 minutes. The alert  check may have a delay of 1 to 3
minutes.

Create an alertCreate an alert
To create an alert  for an application monitoring job on Java Virtual Machine-Garbage Collect ion (JVM-GC)
t imes in corresponding-period comparison, perform the following steps:

1. Log on to the console. Click the target application in Applicat ionsApplicat ions. In the left-side navigation
pane, choose Alert sAlert s >  > Alert  PoliciesAlert  Policies.

2. On the Alert  PoliciesAlert  Policies page, click Creat e AlertCreat e Alert  in the upper-right corner.

3. In the Creat e AlertCreat e Alert  dialog box, enter all required information and click SaveSave.

i. Enter Alert  NameAlert  Name, for example, alert  on JVM-GC t imes in corresponding-period comparison.

ii. Select  an application for Applicat ion Sit eApplicat ion Sit e and an application group for Applicat ion GroupApplicat ion Group.

iii. In the T ypeT ype drop-down list , select  the type of the monitoring metrics, for example,
JVM_Monit oringJVM_Monit oring.

iv. Set  Dimension to T raverseT raverse.

v. Set  alert  rules.

a. Select  Meet  All of  t he Following Crit eriaMeet  All of  t he Following Crit eria.

b. Edit  the alert  rule. For example, an alert  is triggered when the value of N is 5 and the
average value of JVM_FullGC increases by 100% compared with that in the previous hour.

Not e Not e To add another alert  rule, click ++  on the right of Alert  RulesAlert  Rules.

vi. Set  Notificat ion Mode. For example, select  Email.

vii. Set  Notificat ion Receiver. In the Cont act  GroupsCont act  Groups box, click the name of a contact  group. If
the contact  group appears in the Select ed GroupsSelect ed Groups box, the sett ing is successful.
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Description of basic fieldsDescription of basic fields
The following table describes the basic fields of the Creat e AlertCreat e Alert  dialog box.

Field Description Remarks

Application Site
The monitoring job that has
been created.

Select a value from the drop-down list.

Type The type of the metric.

The types for the three alerts are different:

Application monitoring alerts: This displays
application entry calls, the statistics of
application call types, database metrics, JVM
monitoring, host monitoring, and abnormal
interface calls.

Browser monitoring alerts: This shows page
metrics, interface metrics, custom metrics, and
page interface metrics.

Custom monitoring alerts: This creates alerts
based on existing drilled-down datasets and
existing general datasets.

Dimension
The dimensions for alert
metrics (datasets). You can
select None,"=", or Traverse.

When it  is set to None, the alert content shows
the sum of all values of this dimension.

When it  is set to "=", you need to enter the
specific content.

When it  is set to Traverse, the alert content
shows the dimension content that actually
triggers the alert.

Last N Minutes

The system checks whether
the data results in the last N
minutes meet the trigger
condition.

Range of N: 3 to 3600 minutes.

Notification Mode
Email, SMS, and DingTalk
chatbot are supported.

You can select multiple modes. If you want to set
DingTalk chatbot alert, see Enable DingTalk chatbot
alert.

Alert Quiet Period
You can enable or disable
Alert Quiet Period. By default,
it  is enabled.

When it  is enabled: if data remains in the
triggered state, the second alert message will
only be sent 24 hours after the first  alert is
triggered. When data recovers, you will receive a
data recovery notification and the alert will be
cleared. If the data triggers the alert one more
time, the alert message is sent again.

When it  is disabled: if the alert is continually
triggered, the system sends the alert message
every minute.
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Alert Severity
Valid values include Warn,
Error and Fatal.

None

Notification T ime

The time when the alert was
sent. No alert notification is
sent out of this t ime period,
but alert events are recorded.

For more information about alert event history, see
Alert management.

Notification
Content

The custom content of the
alert.

You can edit  the default template. In the template,
the four variables, $AlertName, $AlertFilter,
$AlertT ime, and $AlertContent, are preset. (Other
preset variables are not supported currently.) The
rest of the content can be customized.

Field Description Remarks

Description of complex general fields: Period-over-periodDescription of complex general fields: Period-over-period
comparisoncomparison

N-minute-on-N-minute comparison: Assume that β is the data (optionally average, sum, maximum, or
minimum) in the last  N minutes, and α is the N-minute data start ing from 2N minutes ago. The N-
minute-on-N-minute comparison is the percentage increase or decrease of β as compared to α.

N-minute-on-N-minute hourly comparison: Assume that β is the data (optionally average, sum,
maximum or minimum) in the last  N minutes, and α is the N-minute data from an hour ago. The N-
minute-on-N-minute hourly comparison is the percentage increase or decrease of β as compared to
α.

N-minute-on-N-minute daily comparison: Assume that β is the data (optionally average, sum,
maximum or minimum) in the last  N minutes, and α is the N-minute data a day ago. The N-minute-on-
N-minute daily comparison is the percentage increase or decrease of β as compared to α.

Description of complex general fields: Alert data revision strategyDescription of complex general fields: Alert data revision strategy
You can select  "Zero fill", "One fill", or "Zero fill null" (default). This feature is generally used to fix
anomalies in data, including no data, abnormal composite metrics, or abnormal period-on-period
comparison.

Zero fill: f ixes the value checked to 0.

One fill: f ixes the value checked to 1.

Zero fill null: does not trigger the alert .

Scenarios:

Anomaly 1: No data

User A wants to use the alert  feature to monitor the page views. When creating the alert , user A
selects Browser Monitoring Alert . User A sets the alert  rule as follows: N is 5 and the sum of the page
views is at  most 10. If  the page is not hit , no data is reported and no alert  is sent. To solve this
problem, you can select  "Zero fill" as the alert  data revision policy. If  you do not receive any data, it
considered that zero data is received. This meets the alert  rule and an alert  is sent.

Anomaly 2: abnormal composite metrics
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User B wants to use the alert  feature to monitor the real-t ime unit  price of a product. When creating
the alert , user B selects Custom Monitoring Alert . User B sets the dataset of variable a to the current
total price, and the dataset of variable b to the current total items. User B also sets the alert  rule as
follows: N is 3 and the minimum value of current total price divided by current total items is at  most
10. If  the current total of items is 0, the value of the composite metric, current total price divided by
current total items, does not exist . No alert  will be sent. To solve this problem, you can select  "Zero
fill" as the alert  data revision policy. The value of the composite metric, current total price divided by
current total items, is now considered as 0. This meets the alert  rule and an alert  will be sent.

Anomaly 3: Abnormal period-on-period comparisons

User C wants to use the alert  function to monitor the CPU utilizat ion of the node machine. When user
C creates the alert , C selects Application Monitoring Alert , and sets the alert  rule as follows: N is 3
and the average user CPU utilizat ion of the node machine decreases by 100% compared with the
previous monitoring period. If  the user's CPU fails to work in the last  N minutes, the α cannot be
obtained. This means the period-on-period result  does not exist . No alert  is sent. To solve this
problem, you can select  the alert  data revision strategy as "One fill", and consider the period-on-
period comparison result  as a decrease of 100%. This meets the alert  rule and an alert  will be sent.

What's nextWhat's next
You can query and delete alert  records in alert  management.

On the alert  Policies page, you can manage all the alert  rules under your account and query the history
of alert  events and alert  posts.

Manage alert rulesManage alert rules
1. Log on to the console. Click the target application in Applicat ionsApplicat ions. In the left-side navigation

pane, choose Alert sAlert s >  > Alert  PoliciesAlert  Policies.

2. (Optional)On the Alert  RulesAlert  Rules tab, enter the alert  name in the search box, then click SearchSearch.

Not e Not e You can enter part  of an alert  name in the search box to perform a fuzzy search.

3. In the Act ionsAct ions column, you may take act ions on the filtered alert  rules, as needed:

To edit  an alert  rule, click EditEdit . In the Edit  AlertEdit  Alert  dialog box, edit  the alert  rule, and click SaveSave.

To delete an alert  rule, click Delet eDelet e. In the Delet eDelet e dialog box, click Delet eDelet e.

To start  a stopped alert  rule, click St artSt art , and in OKOK dialog box, click St artSt art .

To stop a running alert  rule, click St opSt op, and then click OKOK in the St opSt op dialog box.

To view the alert  event history and alert  post  history, click View Alert  Det ailView Alert  Det ail, and view related
records on the Alert  Event  Hist oryAlert  Event  Hist ory tab.

Query alert historyQuery alert history
You can view historical records about when and why an alert  rule was triggered, and about the alert
notificat ion records sent to specified alert  contacts on the Alert  Hist oryAlert  Hist ory tab.

1. On the Alert  PoliciesAlert  Policies page, click the Alert  Hist oryAlert  Hist ory tab.

2. On the Alert  Hist oryAlert  Hist ory tab, select  or enter the Alert  T ypeAlert  T ype, T rigger St at eT rigger St at e and Alert  NameAlert  Name, and
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then click SearchSearch.

The line charts and bar charts on the tab show the relat ionship between alert  data and alert
trigger events, also the alert  trigger details. The line chart  represents the alert  data and the bar
chart  represents the alert  events.

3. Scroll down to the bottom, view the history of alert  events on the Alert  Event  Hist oryAlert  Event  Hist ory tab.

Not e Not e Alert  notificat ions are sent only when the trigger state is t riggeredt riggered. (T riggerT rigger
column contains a red dot.)

4. Click the Alert  Post  Hist oryAlert  Post  Hist ory tab to view the records of alert  notificat ions (such as SMS and email)
that were sent for triggered alerts.

When an alert  rule is triggered, notificat ions are sent to the contact  group that you specified. Before
you create a contact  group, you must create contacts. When creating a contact, you can specify the
mobile phone number and email address of the contact  to receive notificat ions. You can also provide a
DingTalk chatbot webhook URL used to automatically send alert  notificat ions.

PrerequisitesPrerequisites
To add a DingTalk chatbot as a contact, you must obtain its webhook URL first . For more information,
see Enable DingTalk chatbot alert .

ProcedureProcedure
1. Log on to the console. Click the target application in Applicat ionsApplicat ions. In the left-side navigation

pane, choose Alert sAlert s >  > Alert  PoliciesAlert  Policies.

2. On the Alert  PoliciesAlert  Policies page, click Creat e AlertCreat e Alert  in the upper-right corner.

3. On the Cont act sCont act s tab, click Creat e Cont actCreat e Cont act  in the upper-right corner.

4. In Creat e Cont actCreat e Cont act  dialog box, edit  contact  information.

To add a contact, enter the NameName, Phone NumberPhone Number and EmailEmail.

Not e Not e The phone number and email address cannot be blank at  the same t ime. Each
phone number or email address must be used for only one contact. You can create a
maximum of 100 contacts.

To add a DingTalk chatbot, enter the name and the webhook URL of the chatbot.

Not e Not e For more information about how to obtain the webhook URL of the DingTalk
chatbot, see Enable DingTalk chatbot alert .

What to do nextWhat to do next
To search for contacts, on the Cont act sCont act s tab, select  NameName, Phone NumberPhone Number, or EmailEmail in the drop-
down list , then enter the entire or a part  of the selected name, phone number or email in the search
box, and click SearchSearch.

To edit  a contact, click EditEdit  in the Act ionsAct ions column of the contact, edit  the information in the
Updat e Cont actUpdat e Cont act  dialog box, then click OKOK.
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To delete a single contact, click Delet eDelet e in the Act ionsAct ions column of the contact, then click Delet eDelet e in
the Delet eDelet e dialog box.

To delete mult iple contacts, select  the target contacts, click Bat ch Delet e Cont act sBat ch Delet e Cont act s, then click OKOK
in the Not eNot e dialog box.

When creating an alert  rule, you can specify a contact  group as the alert  notificat ions receiver. When
the alert  rule is triggered, Application Real-Time Monitoring Service (ARMS) sends alert  notificat ions to
the contacts in this contact  group. This topic describes how to create contact  groups.

PrerequisitesPrerequisites
You have created contacts.

ProcedureProcedure
1. Log on to the console. Click the target application in Applicat ionsApplicat ions. In the left-side navigation

pane, choose Alert sAlert s >  > Cont act  ManagementCont act  Management .

2. On the Cont act  GroupsCont act  Groups tab page, click New Cont act  GroupNew Cont act  Group in the upper-right corner.

3. In Creat e Cont act  GroupCreat e Cont act  Group dialog box, enter Group NameGroup Name, select  Cont act  MembersCont act  Members, and click
OKOK.

Not e Not e If  there are no options in the Cont act  MembersCont act  Members list , you need to first  Create a
contact.

What to do nextWhat to do next
To search for a contact  group, go to the Cont act  GroupsCont act  Groups tab, enter all or some characters of the
contact  group name in the search box, then click SearchSearch.

Not ice Not ice English keywords are case-sensit ive.

To edit  a contact  group, click the pencil icon on the right side of the contact  group, and edit  the
information in the Edit  Cont act  GroupEdit  Cont act  Group dialog box.

To show the contacts under a contact  group, click the downward arrow on the right side of a
contact  group to expand the group.

Not e Not e You can remove one or more contacts from an expanded contact  group. To remove
a contact, click Delet eDelet e in the Act ionsAct ions column of the target contact.

To delete a contact  group, click the X icon on the right side of a contact  group.

Not ice Not ice Before delet ing a contact  group, make sure that no monitoring job is running.
Otherwise, alert ing and other functions may be ineffect ive.
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ARMS allows you to receive alert  notificat ions from DingTalk groups. After enabling the DingTalk robot
alert  function, you can receive alert  notificat ions from DingTalk groups. This topic describes how to
enable the DingTalk robot alert  function.

1. Obtain the address of the DingTalk robot.

i. Run the DingTalk client  on a PC, click to enter the DingTalk group to which you want to add an
alert  robot, and click the Group Sett ings icon in the upper-right corner.

ii. In the Group Sett ings dialog box that appears, choose Chat BotChat Bot .

iii. On the ChatBot page that appears, click ++  in the Add RobotAdd Robot  sect ion, and then click Cust omCust om.

iv. In the Add Robot dialog box that appears, edit  the robot avatar and name, and click FinishFinish.

v. In the Add RobotAdd Robot  dialog box that appears, copy the address that the system generates for
the robot.

2. In the ARMS console, add the DingTalk robot as the contact. For more information about how to
add a contact, see 创建联系人.

3. Create a contact  group, and add the contact  that you created in the previous step as the alert
contact. For more information about how to create a contact  group, see Create a contact group.

4. Set  alert  rules.

If  you have not created an alert  job yet, create an alert  f irst , set  the notificat ion mode to
DingT alk RobotDingT alk Robot , and set  the notificat ion receiver to the contact  group that you created in
Step 3.

If  you have created an alert  job, click Modify Alert Rules, set  the notificat ion mode to DingTalk
Robot, and set  the notificat ion receiver to the contact  group that you created in Step 3.

Now, you have enabled the DingTalk robot alert  function. When an alert  is triggered, you can receive
the alert  notificat ion in the specified DingTalk group, for example:
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