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Tracing Analysis Use the console-Legal disclaimer

Legal disclaimer

Alibaba Cloud reminds you to carefully read and fully understand the terms and conditions of this legal
disclaimer before you read or use this document. If you have read or used this document, it shall be deemed
as your total acceptance of this legal disclaimer.

1.

You shall download and obt ain this document from the Alibaba Cloud website or other Alibaba Cloud-
aut horized channels, and use this document for your own legal business activities only. The content of
this document is considered confidential information of Alibaba Cloud. You shall strictly abide by the
confidentiality obligations. No part of this document shall be disclosed or provided to any third party for
use wit hout the prior written consent of Alibaba Cloud.

. No part of this document shall be excerpted, translated, reproduced, transmitted, or disseminated by

any organization, company or individual in any form or by any means without the prior written consent of
Alibaba Cloud.

. The content of this document may be changed because of product version upgrade, adjustment, or

other reasons. Alibaba Cloud reserves the right to modify the content of this document without notice
and an updated version of this document will be released through Alibaba Cloud-aut horized channels
from time to time. You should pay attention to the version changes of this document as they occur and
download and obt ain the most up-to-date version of this document from Alibaba Cloud-aut horized
channels.

. This document serves only as a reference guide for your use of Alibaba Cloud products and services.

Alibaba Cloud provides this document based onthe "status quo", "being defective", and "existing
functions" of its products and services. Alibaba Cloud makes every effort to provide relevant operational
guidance based on existing technologies. However, Alibaba Cloud hereby makes a clear statement that
it in no way guarantees the accuracy, integrity, applicability, and reliability of the content of this
document, either explicitly or implicitly. Alibaba Cloud shall not take legal responsibility for any errors or
lost profits incurred by any organization, company, or individual arising from download, use, or trust in
this document. Alibaba Cloud shall not, under any circumstances, take responsibility for any indirect,
consequential, punitive, contingent, special, or punitive damages, including lost profits arising from t he
use or trust inthis document (evenif Alibaba Cloud has been notified of the possibility of such a loss).

. By law, allthe contents in Alibaba Cloud documents, including but not limited to pictures, architecture

design, page layout, and text description, are intellectual property of Alibaba Cloud and/or its
affiliates. This intellect ual property includes, but is not limited to, trademark rights, patent rights,
copyrights, and trade secrets. No part of this document shall be used, modified, reproduced, publicly
transmitted, changed, disseminated, distributed, or published wit hout the prior written consent of
Alibaba Cloud and/or its affiliates. The names owned by Alibaba Cloud shall not be used, published, or
reproduced for marketing, advertising, promotion, or ot her purposes wit hout the prior written consent of
Alibaba Cloud. The names owned by Alibaba Cloud include, but are not limited to, "Alibaba Cloud",
"Aliyun", "HiChina", and other brands of Alibaba Cloud and/or its affiliates, which appear separately or in
combination, as well as the auxiliary signs and patterns of the preceding brands, or anyt hing similar to
the company names, trade names, trademarks, product or service names, domain names, patterns,
logos, marks, signs, or special descriptions that third parties identify as Alibaba Cloud and/or its
affiliates.

. Please directly contact Alibaba Cloud for any errors of this document.
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Document conventions

Style

/\ Danger

warning

) Notice

@ Note

Bold

Courier font

Italic

(1 or [alb]

{} or {a|b}

Description

A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

A note indicates supplemental
instructions, best practices, tips, and
other content.

Closing angle brackets are used to
indicate a multi-level menu cascade.

Bold formatting is used for buttons ,
menus, page names, and other Ul
elements.

Courier font is used for commands

ltalic formatting is used for parameters
and variables.

This format is used for an optional value,
where only one item can be selected.

This format is used for a required value,
where only one item can be selected.

Example

& Danger:

Resetting will result in the loss of user
configuration data.

warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

p Notice:

If the weight is set to 0, the server no
longer receives new requests.

@ Note:

You can use Ctrl + A to select all files.

Click Settings> Network> Set network
type.

Click OK.

Runthe cd /d C:/window command to
enter the Windows system folder.

bae log list --instanceid

Instance_ID

ipconfig [-all|-t]

switch {active|stand}
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1.Application management
1.1. Overview

On the overview page, you can view the overall metrics of your application, including the number of API
request entries, average response time, and related metrics. In addition, you can view the access
procedure and access point information.

Procedure

1.

2. Inthe left-side navigation pane, click Overview. On the top of the page, clickthe Overview
analysis tab.

Overview
The Overview analysis tab shows these key metrics:

e The number of inbound requests, average response time, number of spans, and number of Span
exceptions within the selected time, as well as the year-on-year increase or decrease compared with
that of the previous day and the previous day.

e Displays the name, region, health check result, requests, errors, and response time of each
application.

e The name, application, number of requests, response time, and constant of the entry.

e The name, alert trigger status, alert time, alert content, alert level, and rules to which the alert
belongs.

Procedure

The process tab shows the process and process. In addition, you can view access point information.

Related information

e Activate related services and authorize roles

1.2. View applications

On the Applications page of the Tracing Analysis console, you can check key metrics of all monitored
applications, including the request count and error count in the current day, and the health status. You
can also set customtags for your app and use tags to filter.

Context

The applications page displays multiple key metrics of the monitored Application. The scores of these
metrics are calculated based on the APDEX Performance Index (Application Performance Index). It is an
international standard for evaluating the performance of applications. The user experience of an
application includes the following aspects:

e - Satisfied (0to T)
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e -Tolerating (T to 4T)
e - Frustrated (greaterthan 4T)

The following formula is used to calculate the APDEX score:

APDEX = (satisfactory number + tolerable number /2) /Total sample size

Tracing analysis uses the average response time of an application as a calculation metric and defines T
as 500 milliseconds.

Procedure
Follow these steps to enter the application list page.

1. Log on Tracing Analysis console.

2. Inthe left-side navigation pane, choose application list , and select the target region at the top
of the application list page.

Applications page

Sorting application

You can sort all apps in ascending or descending order by clicking the arrow next to the column
headers:

Health Score

Number of requests today

Number of errors today

e Response time

Set application tags

Afteryou set customtags for an application, you can use these tags to filter the application.

1. Place the pointer over the label column and click the pencil icon.

2. Inthe manage account labels dialog box, enter custom labels in the add labels field and click
add . Click one or more labels at the top, and click OK .

) Notice If you delete an existing tag in the manage account tags dialog box, the app
that previously added the tag will lose it.

Filter applications by tag

Inthe select tags section, click one or more tags to filter all applications that have at least one tag.

Related information
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e Before you begin

e Manage apps and tags

1.3. View key application performance
metrics and topology

The application overview page displays the key performance metrics and topology of your application.

Context

Afterthe application data is reported to Tracing Analysis, Tracing Analysis monitors your application.
Onthe Application Overview page, you can quickly view key metrics for application performance and
view the upstream and downstream dependencies of an application using the topology.

View key application performance metrics
You can view the key metrics of application performance on the Overview analysis tab.

1. Log on Tracing Analysis console.

2. Inthe left-side navigation pane, clickapplication list . Onthe top of the application list page,
select a region, and then click the application name.

3. Onthe Application Overview page, view the following key metrics on the Overview analysis
tab.

o The total number of requests, average response time, number of abnormal calls, and Span in the
selected time range, and how these indicators change fromthe previous week to the previous
day or previous week.

o The line chart of how many times your application is called by upstream components and the
response time, and how many times your application calls downstream services and the response
time.

o Thetop 10 APIs with the lowest call speed and their average response time sequence curves.

Overview analysis
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View the application topology

Onthetopology tab, you can have a better view of the upstream and downstream components of
your application and their call relations, allowing you to quickly identify the performance bottlenecks of
your application.

1. Inthe left-side navigation pane, clickapplication list . Onthe top of the application list page,
select a region, and then click the application name.

2. Onthe Application Overview page, clickthe Topology Graph tab. Onthe Topology Graph
tab, you can view the following information:

o The call topology of the application within the selected time range.

o The number of calls, average response time, and error rate of the client, provider, and internal
calls within the selected time.

o The sequence time chart of the number of requests, response time, and error rate per minute
wit hin the specified period.

Topology tab
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Set the query time range

You can select a preset time range or enter a customtime range.

e (Clickthe time option in the upper-right corner of the page, and then click a preset time range, such as

Last 30 minutes,T his week,Last 30 days.

e If no preset time range meets your requirements, click Custom. Select the start time and end time
fromthe calendar, or enter them manually in the text box. Then, click OK.

@ Note

Query time range selector

B 2018-00-25 13:45 =]

o 13 v|:4s ¥ o
< SEP 2018

Mon Tue Wed Thu Fri Sat Sun Mon Tue
27 28 29 3 11 2 24 25
3 4 5 & 7 8 % 1 2
0 11 12 13 14 15 16 g 0
17 18 19 20 21 22 23 15 16
24 E 26 27 @ 22 2 22 22
1 2 3 4 5 6 7 22 30

2018-09-25 14:00

14 v |:[00
OCT 2018
Wed Thu Fri
26 27 28
3 4 5
10 11 12
17 1| 19
24 23 2%
N 1 2

The date format is YYYY-MM-DD , The time format is HH:MM .

2018-09-25 13:45 To 2018-09-25 14:00 J &
Last 15 Last 1 Hour
Minutes
v Last 6 Hours
> Today This Week
Sat Sun This Month  Last 7 Days
29 30 EES I Customize
6 7 BEE
13 14 m Cancel
0 2
27 28
3 4

Related information

e Before you begin

e Manage apps and tags
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1.4. View application details

On the details page of an application in the Tracing Analysis console, you can view the key metrics, call
topology, and traces of each server.

View key performance metrics and topology

Application details page: the overview tab displays all instances deployed with the application.
You can sort the interface calls by response time, request count, and error count. Select a single
machine fromthe machine List. On the overview tab, you can view the detailed call topology of an
application and the time sequence curves of the number of requests, response time, and number of
errors.

1. Log on Tracing Analysis console.

2. Inthe left-side navigation pane, clickapplication list . Onthe top of the application list page,
select a region, and then click the application name.

3. Inthe left-side navigation pane, clickapplication details . In the left-side server list, clickall or a
server. On the overview tab, view the call topology and key performance metrics.

@ Note Clickthe response time ,requests , errors tab, and then click the arrow next to
the tab. You can sort the instances by the required criteria. Enter a keyword in the search box
to dynamically filter machines that meet the keyword.

@ Note Toswitchto another application in the same region, click the application name drop-
down list in the upper-left corner and select another application.

View traces

The Call link

Trace tab

@ Note Status The green icon in the column indicates that the time consumed is less than 500
milliseconds, the yellow icon indicates that the time consumed is between 500 milliseconds and
1000 milliseconds, the red icon indicates that the time consumed is greater than 1000 milliseconds,
orthe Tag Key is Error .

Onthe Call link tab page, you can perform the following operations as needed:

e InTime-consuming enter a time value (in milliseconds) in the adjustment box, and click Query to
filter traces whose time consumption is greater than the specified value.

e Select Exception and click Query to filter out abnormal call links.

e ClickTime consumed Or Status By using the up and down arrows on the right, you can sort the
query results in ascending or descending order.

e (Clickthe TracelD to open it in a new window. Call link Page, and view the waterfall chart of the call
link.
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View trace waterfall chart

Onthe Call link page, you can check the log generation time, status, IP address/machine name, service
name, and Timeline of the call link are displayed on the page.

@ Note IP addressWhetherthe IP address or machine name is displayed depends on
Application Settings the display configuration on the page. For more information, see manage
applications and tags.

Trace page

2Back

Distributed Invocation Trace At

Place the cursor over a service name to view the service duration, start time, Tag, and log event
information.

GET i GET
Service: a3 Duration: 1115378 Start Time: 2019-05-10 a LogManagerAction.doQuer--
16:03:00.710
Tags: a SourceSQLUtils.sqgl
http.status code 200
= a GET
component Java-web-serviet
span.kind server 3 GET
sampler_type const
sampler.param 1 a RenderJsonValve.name
hitpourl ¥ ¥
http.method GET
Log Events:

Set the query time range
You can select a preset time range or enter a customtime range.

e Clickthe time option in the upper-right corner of the page, and then click a preset time range, such as
Last 30 minutes,T his week,Last 30 days.

e [f no preset time range meets your requirements, click Custom. Select the start time and end time
fromthe calendar, or enter them manually in the text box. Then, click OK.

® Note Thedate format is YYYY-MM-DD , The time format is HH:MM .

Query time range selector
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1.5. View APl usage

The APlinvocation page displays the performance indicators of APIcalls in client calls, server calls, and
local calls, as well as API calls of upstream and downstream links.

View API call performance metrics

Theinterface invocation page lists all the interfaces (spans) involved in the application call. You can
sort the list by response time, number of requests, or number of exceptions. Select an interface from
the interface list. On the overview tab, you can view the topology of an application and the time
sequence curves of the API call performance metrics, including the number of requests, response time,

and variation constants.

1. Log on Tracing Analysis console.
2. Inthe left-side navigation pane, clickapplication list . Onthe top of the application list page,
select a region, and then click the application name.

3. Inthe left-side navigation pane, clickinterface invocation . Click an interface in the left-side
navigation pane, and then click the overview tab to view the topology and performance metrics

of the interface.

o Clicktheresponse time ,requests , exceptions tab, and then click the upward or downward
arrow next to the tab. Then, you can sort all APIs in ascending or descending order by the

specified condition.

o Inthe call type section, clickall , client , server , orlocal call to filter the types of interfaces
that need to be called.

o You can enter a keyword in the search box to dynamically filter APl operations that meet the
keyword.

@ Note To switchto another application in the same region, click the application name drop-
down list in the upper-left corner and select another application.

View upstream and downstream services
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Tracing Analysis

The upstream interface and downstream interface tabs display the interfaces of the upstream
application that calls the selected application and downstream application that calls the specified

application and their perf ormance metrics, including the number of requests, response time, and
latency.

Downstream link tab

Onthe upstream and downstream tabs, you can performthe following operations as needed:

e At thetop of the tab, clickshow /hide all.

e Onthe tabs, enter an application name or an interface (span) name in the search box, and click the
magnifier icon to filter out the interfaces that meet corresponding conditions.

e Clickthe collapse panel where the interface call information is located, or click the up or down arrow
at the end of the row to expand or collapse the performance metric information of this interface
call.

View traces
The Call link

Trace tab

@ Note StatusThe green icon in the column indicates that the time consumed is less than 500
milliseconds, the yellow icon indicates that the time consumed is between 500 milliseconds and
1000 milliseconds, the red icon indicates that the time consumed is greater than 1000 milliseconds,
orthe Tag Key is Error .

On the Call link tab page, you can performthe following operations as needed:

e InTime-consuming enter a time value (in milliseconds) in the adjustment box, and click Query to
filter traces whose time consumption is greater than the specified value.

e Select Exception and click Query to filter out abnormal call links.

e (lickTime consumed OrStatus By using the up and down arrows on the right, you can sort the
query results in ascending or descending order.

e C(Clickthe TracelD to open it in a new window. Call link Page, and view the waterfall chart of the call
link.

View trace waterfall chart

Onthe Call link page, you can check the log generation time, status, IP address/machine name, service
name, and Timeline of the call link are displayed on the page.

@ Note IP addressWhetherthe IP address or machine name is displayed depends on

Application Settings the display configuration on the page. For more information, see manage
applications and tags.

Trace page
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tBack

Distributed Invocation Trace st

b
]

Timeline (In Millisecond

Application Name Log Generation Time ~ Status 1P Address Call Type Service Name Iz

Qe

©°

B tomcat-demo 21/05/2018, 10:32:10 [ ] an HTTPAD

Place the cursor over a service name to view the service duration, start time, Tag, and log event
information.

GET i GET
Service: a3 Duration: 1115378 Start Time: 2019-05-10 2 LogManagerAction doQuer--
16:03:00.710
Tags: a SourceSQLUtils.sqgl
http.status code 200
= a GET
component Java-web-serviet
span.kind server 3 GET
sampler_type const
sampler param 1 a RenderJsonValvename
http.url ¥ ¥
http.method GET
Log Events:

Set the query time range

You can select a preset time range or enter a customtime range.

e Clickthe time option in the upper-right corner of the page, and then click a preset time range, such as
Last 30 minutes,T his week,Last 30 days.

e [f no preset time range meets your requirements, click Custom. Select the start time and end time
fromthe calendar, or enter them manually in the text box. Then, click OK.

@ Note The date format is YYYY-MM-DD , The time format is HH:MM .

Query time range selector

2018-09-25 13:45 To 2018-09-25 14:00 J &

B 2018-09-25 13:45 B 2018-09-25 14:00 Last15  Last 1 Hour
Minutes

© 13 v|i[45 ¥ o 14 v|:oo v Last 6 Hours

< SEP 2018 OCT 2018 > Today This Week

Mon Tue Wed Thu Fri Sat Sun Mon Tue Wed Thu Fri Sat Sun  This Month Last 7 Days

27 28 29 30 31 1 2 24 25 26 27 28 29 30 PO Customize
3 4 5 6 7 8 9 12 3 4 5 6 7 DEVE
i 11 12 13 14 15 16 § 9 10 11 12 13 14 n Cancel
17 18 19 220 2 2 23 15 16 17 18 19 20 21
24 E 26 27 18 29 30 22 23 24 15 2% 27 I8
2 3 4 5 6 7 29 30 31 1 2 3 4
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Related information

e Before you begin

e Manage apps and tags

1.6. View SQL performance analysis

The database call page displays the call times, average time consumption, and call links of each SQL
statement to help you locate SQL performance problems.

View SQL analysis
Follow these steps to view the SQL statistics and analysis of the application.

1. Log on Tracing Analysis console.

2. Inthe left-side navigation pane, clickApplication List, And inApplication List Select a region and
clickthe application name.

3. Inthe left-side navigation pane, clickDat abase call, And then chooseSQL analysisOn the Tab
Page, view the following metrics:

o Displays the number of SQL calls per minute and average elapsed time within a specified period.

o The number of times an SQL statement is called and the average time consumed during the
selected period.

4. InSQL analysisOn the Tab Page, performthe following operations as needed:

o InOperationColumn, clickCall statisticsTo view the chart of the number of calls per minute and
the average time consumed by a specific SQL statement within the selected time range.

o InOperationColumn, clickLink queryIn theCall linkTab page to view all call links related to the
corresponding SQL statement.

@ Note Toswitchto another application in the same region, click the application name drop-
down list in the upper-left corner and select another application.

Set the query time range
You can select a preset time range or enter a customtime range.

e Clickthe time option in the upper-right corner of the page, and then click a preset time range, such as
Last 30 minutes,T his week,Last 30 days.

e If no preset time range meets your requirements, click Custom. Select the start time and end time
fromthe calendar, or enter them manually in the text box. Then, click OK.

® Note The date format is YYYY-MM-DD , The time format is HH:MM .

Query time range selector
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2018-09-25 13:45 To 2018-09-25 14:00 J &

E 2018-09-25 13:45 B 2018-09-25 14:00 Last 15 Last 1 Hour
Minutes
© 13 ¥ 145 ¥ [C] 14 v|:lop - Last 6 Hours

< SEP 2018 OCT 2018 » Today This Week

Mon Tue Wed Thu Fri Sat Sun Mon Tue Wed Thu Fri Sat Sun  This Month Last7 Days

27 28 29 30 31 1 2 24 25 26 27 28 29 30 P . ciomize
i 4 5 6 7 8 9 12 3 4 5 6 7 BELE

11 12 13 14 15 16 &8 9 10 11 12 13 14 m Cancel

17 18 19 20 M 2 B i5 16 17 18 19 20 A

24 E 26 27 8 29 30 22 23 24 5 2% 27 28

1 2 3 4 5 6 7 29 030 31 1 2 3 4

Related information

e Before you begin

e Manage apps and tags

1.7. Query trace

This paper introduces how to use multi-dimensional query function to query call chain.

Procedure

1. Log on Tracing Analysis console.

2. Inthe left-side navigation pane, click multidimensional query .

Tracing Analysis Multidimensional Query China East 1 (Hangzhou) China East 2 (Shanghai) China North 1 (Qingdao)

China North 2 (Beijing) China South 1 (Shenzhen)
Overview —
2018-09-25 11:14 To 2018-09-25 11:29 B
Application List
Multidimensional Que... Traceld ©  Takes Longer. -]
Server Name | Empty - RPC Name | Empty -
Tag Key | Empty - Tag Value o ° QFavorite Share

3. Onthe multidimensional query page, enter values for the following parameters as needed, and
clickquery .

o Fixed query parameters
m TracelD
m Time consumed: greater than (milliseconds)
m Server Name

m RPC name
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o Optional query parameters: Tag key

Select the key of the Tag fromthe Tag key drop-down list and fill in the Tag value field with
the value of the Tag. To add a Tag key or Tag value as a query condition, click the blue plus sign
icon to the right of the field.

4. Inthe search results, clickthe TracelD to go to the invocation trace tab and view the trace
details.

What's next
e To save the current parameter configurations, clickfavorites . The parameter configurations of
favorite queries are displayed in the favorite queries section.

e To delete all the query parameter configurations fromyour favorite, clickthe favorite query onthe
right side of clear .

Related information

e Before you begin

e View applications

1.8. Real-time diagnosis

Afterthe datais reported to the Tracing Analysis component, the Tracing Analysis component
performs real-time aggregate computing on the data. Generally, there is a certain delay. If you want to
see the real-time result when locating a problem, you can use the real-time diagnosis function to
quickly display the diagnostic result.

Context

e Real-time diagnostics enables temporary storage. After data is reported, you can quickly display
diagnostic results without real-time statistics.

e Real-time diagnosis does not affect normal statistics, and is automatically disabled in five minutes.
Afterthe function is disabled, you can enable it again.

e By default, the real-time diagnosis page is refreshed reqularly every 10 seconds. You can also disable
the timed refresh function.

View trace information

1. Log on Tracing Analysis console.

2. Inthe left-side navigation pane, clickApplication List, And inApplication List Select a region and
click the name of the target application.

3. Inthe left-side navigation pane, clickReal-time diagnosis, InReal-time diagnosisPage. Clickthe
+ icononthe top to addSpan name IPANdT agThree filter criteria.

@ Note When you add a filter, you can add oneSpan nameOrPAnd multipleT ag.

4. ClickQueryTo view the filtered trace information, including:

o The scatter chart of real-time request response time distribution.
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@ Note Youcanselect an area in a scatter chart to obtain the real-time diagnostic
results for this area.

o Request count/time consumption distribution chart.

o The list of trace information.

View the waterfall chart of call traces

1. Click a trace ID in the trace list. The waterfall chart appears.

Onthe trace page, you can view the trace information such as the Span name, application name,
status, IP address /machine name, log generation time, and timeline.

@ Note TheIP address field displays the IP address or machine name, depending on the
display configuration onthe app settings page. For more information, see Manage apps and
tags.

Link page

2. Move the pointer over a Span to view the time, start time, Tag, and event log of the Span.

fadapt_ /apiftraces xtrace-collector

checkAndRefresh  checkAndRefresh
Service: xtrace-collector Duration: 215 Start Time: 2019-10-10

etAppConf
gepptomia 17:20:53.403
getAppConfig Tags:
pid
getAppConfig sn Myaz. ParcelTracking. API
getAppConfig .
Log Events:
writel oo

View the interface aggregation list

1. Clickinterface aggregationTab to view the list of APl aggregates that aggregate call chains by
Span name.

1.9. Analyze traces

After analyzing the call link information of an application on the call link analysis page, you can filter
the call link information by condition. you can also view the link topology, real-time aggregate link
table, and call link waterfall chart.

View trace information

1. Log on Tracing Analysis console.

2. Inthe left-side navigation pane, clickApplication List, And inApplication List Select a region and
click the name of the target application.

3. Inthe left-side navigation pane, clickT race Analysis, InTrace AnalysisPage to filtertrace
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information, as shown in the following figure.

o ClickComprehensive conditioninput box, which can be added simultaneously or separately
Span name, IP andLabel. Three filter criteria. When you add afilter, you can add one Span

name orIP, And multiple Label.

o InTime consumed (> ms)Enter a specific response time in the input box to query trace

information that is later than this time consumption.

o CheckExceptionCheck box to query trace information with exceptions.

4. ClicksearchTo view the filtered trace information, including:

o Time series curves of time consumption and number of spans.

o The distribution chart of the number of spans and the time consumed.

o You canfilter call link information by Span, IP address, or Tag.

1 Last 30 Minutes 5]
Conditions Takes Longer Than ms) Exceptions: Search History
~ TrendLine  Span Elapsed Time Distribution
Trend Line Span Elapsed Time Distribution
© Elapsed Time + Span Amount Success
\AM\ VAV AVNIAY ﬁ\ :
Traces Application Topology(® End-to
Traceld Time J Span Name Elapsed Time |} 13
2020-12-21 17:29:25 RenderJsonValve name 0.032ms
2020-12-21 17:29:24 GET 312.063ms
5. FromGroup bylList, select Span, IP, or Tag to filter groups. For example, select TaglP.
P Elapsed Time I} Span Amount ! Exceptions ||
527ms 3 0
3745ms 8 0
887.5ms 158 0 B
51.1ms 3 0
oe
5
6. ClickaIP. A list of trace information related to this IP is displayed.
Group By P 6 records found
Back |IP: Exception Count0 Span Amount6 Elapsed Time:243 3ms
Traces Application Topology(®) End-to-
Traceld Time J} Span Name Elapsed Time |} P
2020-12-21 17:38:46 GET 283.411ms. 11.163.1.40
2020-12-21 17:38:46 GET 283.433ms 11.163.1.40
2020-12-21 17:38:46 SourceSQLUtils sql 286.677ms 11.163.1.40
2020-12-21 17:38:46 GET 302.01ms. 11.163.1.40
2020-12-21 17:38:46 GET 301.987ms 11.163.1.40
2020-12-21 17:34:40 GET 2.169ms 11.163.1.40
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The linktopology mainly displays the topology of the dependency between applications after
conditional filtering, as well as the request ratio, call speed, and time consumption ratio between
applications. In consideration of the performance experience, the link topology can pull up to 5000 link
requests for aggregation.

1. ClickLink topologyTab to view the link topology.

Traces Application Topology(?) End-to-End Aggregation(?)

) 3

100.00% / 1.00x

g

al

@ Note

o Request ratio = number of requests requested by an application for external calls/total
number of requests of an application. For example, if 100 requests enter upper-layer
application A and only 90 requests from A call lower-layer application B, the request
ratio fromA to Bis 90%. ( In application A, some requests may not go into application B
because some requests may be filtered by if judgment.)

o Call multiple = number of spans called by the application/total number of spans of the
application. For example, if 100 spans enter upper-layer application A and 300 spans
call lower-layer application Bfrom A, the call multiple fromA to Bis 3. For example, the
values of A to B are 90%/3X, indicating that 90% of requests from application A call
Application B, and application A Calls application B three times on average.

View the real-time aggregation link table

Real-time aggregation s a call link table that aggregates call links that have been filtered by conditions
based on Span names and application names. In consideration of performance experience, real-time
aggregation supports pulling up to 5000 link requests for aggregation.

1. ClickReal-time aggregationTab to view the real-time aggregation link table.
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Traces Application Topology® End-to-End Aggregation®

Span Name Application Name Request Count / Request Percantage @ Span Amount / Request Mutiplier @ Average Sef Elapsed Time | Percentage @ Average Elapsed Time Excaption Count / Excaption Percentage @

¥ GET 345 7100.00% 345 1100 058ms  10.24% 238.398ms 10.00%

¥ Loghanagraction doQueryVisw 67 [19.42% 67 /100 235.10ms /19.15% 235.130ms 10.00%
RenderJsonValve.name 67 119.42% 67 /100 0.03ms  10.00% 0.034ms /0.00%
GET 194 15623% 194 1100 338.39ms 179.81% 338.389ms 10.00%
RenderJsonValve.name 50 [17.10% 50 /100 0.03ms  10.00% 0.027ms 10.00%
v Loghanageraction doSearchByName 8 r231% 8 /100 80.48ms  /073% 20.520ms 10.00%
RenderJsonValve.name s r231% s /100 0.04ms  10.00% 0.042ms /0.00%
v POST 231 1100.00% 23 /100 41476ms 1347% 3079.114ms 10.00%
¥ Loghanageraction doQueryRate 87 13766% 87 /100 2386.86ms / 20.19% 3470.246ms 10.00%
RenderJsonValve.name 80 13463% 80 /100 013ms  10.00% 0.132ms /0.00%
¥ SourceSQLUtils sal 87 13766% 87 /100 683.25ms /8.35% 1083.460ms 10.00%

v GET o7 [3766% a7 /100 0.02ms  10.00% 400209ms 10.00%

GET a7 13766% a7 /100 400.19ms 14.89% 400.191ms /0.00%

@ Note

o Requests/request ratio: The request ratio indicates the percentage of requests that
call the current Span node. For example, if the total number of requests is 100 and the
request ratio is 10%, 10 requests call the current Span. Calculation formula = number of
requests forthe current Span/total number of requests X 100%.

o Span/request multiple: The request multiple indicates the average number of times
each request calls the current Span. For example, 1.5x indicates that each request calls
the current Span 1.5 times on average. Calculation formula = number of spans/number
of requests per Span.

o Average self-elapsed time/ratio: the average self-elapsed time does not include the
average elapsed time of subspans. For example, if Span A to B, the elapsed time of A is
10 milliseconds, and that of B is 8 milliseconds. the time consumed by A is 2 milliseconds.
The formula is as follows: Span elapsed time-Sum (subspan elapsed time). If an
Asynchronous call is performed, the child time consumed is not subtracted. The formula
is as follows: Span time consumed.

o Exception count/exception percentage: The exception percentage indicates the
percentage of requests with exceptions. For example, 3% indicates that 3% of requests
have exceptions. Calculation formula = number of abnormal requests/total number of
requests. The number of exception requests is not equal to the number of exceptions.
If the request multiple is greater than 1, an exception request may correspond to
multiple exceptions.

2. (Optional)Hover the mouse over the blue Span name to displayRecommended call linkPrompt
information, you can view the call chains associated with this Span. Click a trace id. The trace
waterfall chart is displayed. For more information, seeView trace waterfall chart.

View trace waterfall chart

1. Click atrace IDinthe trace list. The trace waterfall chart is displayed.

InCall linkYou can view the Span name, application name, status, IP address/machine name, log
generation time, and Timeline of a call chain.

@ Note IP addressWhetherthe IP address or machine name is displayed depends
onApplication SettingsThe display configuration on the page. For more information,
seeManage apps and tags.

Span Name, Timetine (ms) Applcaton Name Start Time 1P Address. Status
v T 268 549ms. 2020-1221 181802076 °

cET 266.529ms. 2020-1221 18:1802.078 ] °
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2. Place the cursor over a Span name to view the length, start time, Tag, and log events of the Span.

w fadapi_

checkAndRefresh

getAppConfig
getAppConfig
getAppConfig
getAppConfig

writel oo

/apiftraces xtrace-collector

checkAndRefresh
Service: xtrace-collector Duration: 215 Start Time: 2019-10-10
17:29:53 403
Tags:
pid
5N Myaz ParcelTracking API
userld 1 ol "
Log Events:

Set the query time range

You can select a preset time range or enter a custom time range.

e Clickthe time option in the upper-right corner of the page, and then click a preset time range, such as
Last 30 minutes,T his week,Last 30 days.

e If no preset time range meets your requirements, click Custom. Select the start time and end time
fromthe calendar, or enter them manually in the text box. Then, click OK.

@ Note The date format is YYYY-MM-DD , The time format is HH:MM .

Query time range selector

2018-09-25 13:45 To 2018-09-25 14:00 J &=

E 2018-02-25 13:45

E 2018-09-25 14:00 Last 15 Last 1 Hour

o 13 v]|:[45

< SEP 2018

Mon Tue Wed Thu Fri

17 18 19 20

24 E 26 27

14

28

v

Sat Sun  Mon Tue Wed Thu Fri Sat Sun  This Month Last7 Days

1

8

13

22

29

Minutes
] 14 ¥ :gp - Last 6 Hours |

OCT 2018 > Today This Week

2 24 25 26 27 28 29 30 PN . ctomize
g 1 2 3 4 5 & 7 BEE

16 g 9 10 1 12 13 14 m Cancel

23 15 16 17 18 19 20 21

30 2 22 24 25 2 27 8

7 2203 3 1 2 3 4

Related information

e Before you begin

e Manage apps and tags

1.10. Manage apps and tags

On the Application Settings page, you can specify whether to display the machine name and collect
application data. You can also manage the customtags of applications and delete applications.

22
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Background

In the link Tracing Analysis console, when you need to display the IP address of the host that is

deployed by application, the IP address of the host is displayed by def ault. However, you can select

the host name onthe application settings page.

@ Note Only the data that is generated after the setting takes effect is affected. For example,

if the display machine name switch is turned on and saved, the machine name will only be
displayed in the new data generated thereafter, and the IP address will still be displayed in the

previously generated data.

Example: Display the IP address of the machine

<

BIf B
B
BOBEA
HEFEEH
AR

B

IaB

NaRIfiE +
A
@ 11163

@ 111607 &

@ 11163 [Es
@161 ==

@ 10081 N

EHRE

894ms/28/0 >

90.Tms /42 /0 >

912ms /44 /0 >

915ms/35/0 >

96ms/35/0 >

Example: Display Machine name

<

BREE
BIFHE
BOEA
HEREFBA
AR

B

IaB

N3 Rzl
A
@ 23011161228
@ 230111621588
@ 2301116214

@ 2301116316

EHRE

177 ims /21 /0 >

2054ms /1970 >

610ms/20/0 >

2228ms /1370 >
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To stop billing for an application, disable data collection.

Onthe application settings page, you can also configure whether to use all tags forthe current
application and manage all tags under your account. You can delete an application when you no longer
need it.

Open Application Settings
Follow these steps to open the application settings page.

1. Log on Tracing Analysis console.

2. Inthe left-side navigation pane, choose application list , and select a region at the top of the
application list page.

3. Onthe applications page, clickactions inthe settings column of an application.

Display Machine name
Performthe following steps to display the name of the host where the application is deployed:

1. Onthe application settings page, clickthe custom configuration tab (displayed by default).

2. Onthe custom configuration tab, turn ondisplay configuration switch in the display
configuration area.

3. Clicksave at the bottom of the page.

@ Note Only the data that is generated afterthe setting takes effect is affected. For example,
if the display machine name switch is turned on and saved, the machine name will only be
displayed in the new data generated thereafter, and the IP address will still be displayed in the
previously generated data.

Stop Collecting application data

To stop application billing, performthe following steps to stop application data collection.
1. Onthe application settings page, clickthe custom configuration tab (displayed by default).
2. Inthe collection configuration section, turn on disable data collection .

3. Clicksave at the bottom of the page.

Enable or disable labels for an application
Follow these steps to enable or disable an existing label for your app.
1. Onthe application settings page, clickthe labels tab.
2. Inthe apply tags section, select the tags to be enabled and clear the corresponding tags.

3. Clicksave at the bottom of the page.

Manage all tags of an account

To manage all tags under an account, such as adding tags for all applications or deleting all existing
tags, performthe following steps:

1. Onthe application settings page, clickthe labels tab.
2. Underapply tags , clickmanage account tags .

3. Inthe manage account tags dialog box, performthe following operations as needed.
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Manage account labels dialog box

namespace:| $£HMa3 demo

©

o To create a new tag, clickthe plus icon and enter a tag in the text box.

o To delete an existing tag, move the pointer over the tag and clickthe X icon on the left.

P Notice ff you delete an existing tag in the manage account tags dialog box, all

applications that have enabled the tag will lose it.

4. Clickconfirm at the bottom of the dialog box.

Delete an application
Follow these steps to delete unnecessary applications.

1. Onthe application settings page, clickdelete .

2. Inthe delete application section, clickdelete . Inthe note dialog box that appears, click OK .
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2.Alerting
2.1. Manage alerts

You can manage all alert rules under your account and query alert events and alert notification records
through the alert management module in the tracing analysis console.

Manage an alert rule

The created alarmrule is displayed on the alarm rules and history page. You can start, stop, edit, and
delete the alert rules. You can also view alert details.

1. Log on Tracing Analysis console.
2. Inthe left-side navigation pane, choose Alarm management > Alarm rules .

3. Onthe alarm rules and history tab page, enter an alarm name in the search box and then click
search .

@ Note Youcanenter part of an alert name in the search box to performa fuzzy search.

4. Inthe search results list of operation column, on-demand target alarm rule to take the following

actions:
RTFREE OREURE ARMSIEE < RiER
EEANEE ]
rnE R BI04 SERE THEATETN BTN I MRTIAATET  g1pmm00m Trsanss
Ll AERE BIF 5 S48 IW_FUlGCE i Fi9iE 5 b hatEtk o100 201812529
= RFEEE 201851

RFERE BiF 1 5% ADBRRRETE_ms FisE ATET0 2018512288 FF4:52:25
EEES i& 10 5340 ISHERER Tl ATST20 & BE 10 540 ISERM 25 ATST ?—]138;2;11%215 =2 ®== P

== 018512858 TE3u5:57  @ETE BE| S| Bk &
EEEE BiE 10 560 APIRIIE FiufE ATETS 2018512358 F43:118:53 R FL e =1
RIERE BiF 1 5% ADBRRRETE_ms FisE ATET0 018512538 FF1138:10 @EFTT RS &L Mg -
wERE =7 1 5w \DBSBREEms FiE AFEF0 WisEE2E T | S1L| e | SEEG

10:15:45

o To edit an alarmrule, clickedit . Inthe edit alarm dialog box, edit the alarm rule and click save .
o To delete an alarmrule, clickdelete . Inthe delete dialog box, clickdelete .

o To start astopped alert rule, clickstart . Inthe start dialog box, click OK .

o To stopthe started alarmrule, clickstop . Inthe stop dialog box, click OK .

o To view the alert event history and alert notification history, click view alert details and view
the alert history records onthe alert history query tab.
Query the alert history

You can click alarm history to search for historical records about when an alarm rule is triggered and
the alarm notifications sent to specific alarm contacts after the rule is triggered.

Ll lmm ma Tommina A mbhimie cmamaala
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1. LOY Ol 1 Iduing AlldLysis LoTisulLe.
. Inthe left-side navigation pane, choose Alarm management > Alarm rules .

. Onthe alarm rules and history page, clickthe alarm history tab.

A W N

. Onthe alarm history tab, select orenterthe alarmtype , event trigger status , and alarm
name . Then clicksearch . The line charts and bar charts on the tab show the relationship
between alert data and alert trigger events, also the alert trigger details. The line chart represents
the alert data and the bar chart represents the alert events.

T EE BERESE 2019-01-07 13:51 X 2019-01-07 14:51 B

2w 2 R T TR Ty —— -IE3
25 . . . [R= =0

1479
10.74
97125
6.5175
158

EeESE: fmow " RIESH T AHLAFEERECPU_BStF
358 1.43 NFEF5)

1-7 13:50 171405 17 14:20 171435

BESHER BEEEDR

BE  EEEiE EEAE

1
&

+ BT A PERcPU_B 7 EE
PY ;?:;?;ﬁﬁ T 145 PTETs - WARN OIS SESS# TS ERCPU_ESH FIE MTETS CRUBFERE-=0]

5. Clickthe alarm event history tab at the bottomto view the history of alarm events.

@ Note An alarm notification is sent only when the triggering status istriggered (red
dot in the triggering status column).

BEBEHZR 1B RE S

#
2 RENE FRAE $B  FEAN WEAH
/1 BoE12HAOEENAR E_ms P 47 AFETe
/apifalert.json: EE154NOVEMR IERIR E]_msFEE
145 o T
@ 20181016 12:0020 FEE WARN % A1 ATREIAT s TiyE AT gF0 DO RERERRE
/apisarms.json: RT1% %A 018 FEIRRTES B]_msFEiME
865.5 AFHF0
/1 BoE19HAOEAIAR E_msPH{H 98 AFHTe
/apifconGroup. json: BE144 A OIRMIARESE_nsTi
1 37 AFBFe T
@ 20181016 115821 WARN S0 1A ADREIRTL s RiE ATEF0 OO TRERERRE
/apisolap. json: RT1% %A 08 FEIRRTES E]_msFiME
37.5 AFEFe

6. Clickthe alarm sending History tab to view the records of alarm notifications (by SMS, email, or
other means) that have triggered alarms.

Related information

e (reate an alert contact
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2.2. Create an alert contact

When the tracing alarmrule is triggered, the system sends a notification to the specified contact group.
Before you create a contact group, you must create a contact first. When you create a contact, you
can specify a mobile phone number and email address for the contact to receive notifications. You can
also specify the webhook URL of a DingT alk chatbot to automatically receive alert notifications.

Prerequisites

Enable DingTalk chatbot alert: to add a DingTalk robot as a contact, you need to obtain the address of
the DingTalk robot first.

Procedure

1. Log on Tracing Analysis console.

2. Inthe left-side navigation pane, choose Alarm management > Alert contact .
3. Onthe contacts tab, clickcreate contact inthe upper-right corner.

4. Edit the contact information in the new contact dialog box.

o To add a contact, edit the contact name , mobile number , and email .

@ Note The mobile phone number and email address cannot be left blank at the same
time. Each mobile phone number or email address must be used for only one contact. You
can create a maximum of 100 contacts.

o To add a DingTalk chatbot, enter the name and the webhook URL of the chatbot.

@ Note For more information about how to obtain DingT alk address of a robot, see
Enable DingT alk chatbot alert.

What's next

e To searchfora contact, onthe contact tab, select the name , mobile number, or Email fromthe
search drop-down box. Then, enter all or part of the contact's name, mobile number, or Email in the
search box and clicksearch .

e To edit a contact, clickactions inthe edit column corresponding to the contact. Inthe update
contact dialog box, edit the information and click OK .

e To delete asingle contact, clickactions inthe delete columnforthe right contact. Inthe delete
dialog box, clickdelete .

e To delete multiple contacts, select the contacts and clickdelete contacts . Inthe note dialog box
that appears, click OK .

Related information

e Manage alerts

2.3. Create an alert
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By creating alerts, you can set alert rules for specific monitored objects. When a rule is triggered, the
systemwill send an alert message to the specified contact group in the specified alerting mode. T his
reminds you to take necessary actions to solve the problem.

Prerequisites

e You have created contacts. You can only set a contact group as the notification receiver of an alert.

Context
Def ault behaviors of alert notifications:

e To prevent you fromreceiving a large number of alert notifications in a short period of time, the
system only sends one message for repeated alerts within 24 hours.

e [f no duplicate alerts are generated within five minutes, Application Real-Time Monitoring Service
(ARMS) sends a recovery email to notify you that the alert has been cleared.

e Afterarecovery emailis sent, the alert status is reset. If this alert arises again, it is deemed as a new
one.

An alert widget is essentially a data display method of datasets. When you create an alert widget, a
dataset is created to store the underlying data of the alert widget.

@ Note New alerts take effect within 10 minutes. The alert check may have a delay of 1to 3
minutes.

Create an alert

To create an alert for an application monitoring job on Java Virtual Machine-Garbage Collection (JVM-GC)
times in corresponding-period comparison, performthe following steps:

1. Log onto the console. Click the target application in Applications. In the left-side navigation
pane, choose Alerts > Alert Policies.

2. Onthe Alert Policies page, click Create Alert in the upper-right corner.
3. Inthe Create Alert dialog box, enter all required information and click Save.
i. Enter Alert Name, for example, alert on JVM-GC times in corresponding-period comparison.
ii. Select an applicationforApplication Site and an application group for Application Group.

iii. Inthe Type drop-down list, select the type of the monitoring metrics, for example,
JVM_Monitoring.

iv. Set Dimensionto Traverse.
v. Set alert rules.
a. Select Meet All of the Following Criteria.

b. Edit the alert rule. For example, an alert is triggered when the value of Nis 5 and the
average value of JVM _FullGC increases by 100% compared with that in the previous hour.

(@ Note To add another alert rule, click+ on the right of Alert Rules.

vi. Set Notification Mode. For example, select Email.

vii. Set Notification Receiver. Inthe Contact Groups box, clickthe name of a contact group. If
the contact group appears in the Selected Groups box, the setting is successful.
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Description of basic fields

The following table describes the basic fields of the Create Alert dialog box.

Field Description Remarks

The monitoring job that has

Application Site
ppiicatl ! been created.

Select a value from the drop-down list.

The types for the three alerts are different:

e Application monitoring alerts: This displays
application entry calls, the statistics of
application call types, database metrics, JVM
monitoring, host monitoring, and abnormal
interface calls.

Type The type of the metric. ® Browser monitoring alerts: This shows page

metrics, interface metrics, custom metrics, and
page interface metrics.

® Custom monitoring alerts: This creates alerts
based on existing drilled-down datasets and
existing general datasets.

e Whenit is set to None, the alert content shows
the sum of all values of this dimension.

The dimensions for alert ® Whenit is set to "=", you need to enter the
Dimension metrics (datasets). You can specific content.

select None,"=", or Traverse. e Whenit is set to Traverse, the alert content

shows the dimension content that actually
triggers the alert.

The system checks whether
. the data results in the last N )
Last N Minutes . . Range of N: 3 to 3600 minutes.
minutes meet the trigger

condition.

You can select multiple modes. If you want to set
DingTalk chatbot alert, see Enable DingTalk chatbot
alert.

Email, SMS, and DingT alk

Notification Mode
chatbot are supported.

e Whenit is enabled: if data remains in the
triggered state, the second alert message will
only be sent 24 hours after the first alert is
triggered. When data recovers, you will receive a

You can enable or disable data recovery notification and the alert will be
Alert Quiet Period Alert Quiet Period. By default, cleared. If the data triggers the alert one more
it is enabled. time, the alert message is sent again.

e When it is disabled: if the alert is continually
triggered, the system sends the alert message
every minute.
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Field Description Remarks

. Valid values include warn,
Alert Severity Error and Fatal None

The time when the alert was

sent. No alert notification is For more information about alert event history, see
sent out of this time period, Alert management.

but alert events are recorded.

Notification Time

You can edit the default template. In the template,
the four variables, $AlertName, $AlertFilter,
$AlertTime, and $AlertContent, are preset. (Other
preset variables are not supported currently.) The
rest of the content can be customized.

Notification The custom content of the
Content alert.

Description of complex general fields: Period-over-period
comparison

e N-minute-on-N-minute comparison: Assume that B is the data (optionally average, sum, maximum, or
minimum) in the last N minutes, and a is the N-minute data starting from 2N minutes ago. The N-
minute-on-N-minute comparison is the percentage increase or decrease of B as compared to a.

e N-minute-on-N-minute hourly comparison: Assume that B is the data (optionally average, sum,
maximum or minimum) in the last N minutes, and a is the N-minute data from an hour ago. The N-
minut e-on-N-minute hourly comparison is the percentage increase or decrease of  as compared to
a.

e N-minute-on-N-minute daily comparison: Assume that B is the data (optionally average, sum,
maximum or minimum) in the last N minutes, and a is the N-minute data a day ago. The N-minute-on-
N-minute daily comparison is the percentage increase or decrease of B as compared to a.

Description of complex general fields: Alert data revision strategy

You can select "Zero fill", "One fill", or "Zero fill null" (default). This feature is generally used to fix
anomalies in data, including no data, abnormal composite metrics, or abnormal period-on-period
comparison.

e Zero fill: fixes the value checked to 0.

o One fill: fixes the value checked to 1.

e Zero fill null: does not trigger the alert.

Scenarios:
e Anomaly 1: No data

User A wants to use the alert feature to monitor the page views. When creating the alert, user A
selects Browser Monitoring Alert. User A sets the alert rule as follows: Nis 5 and the sum of the page
views is at most 10. If the page is not hit, no data is reported and no alert is sent. To solve this
problem, you can select "Zero fill" as the alert data revision policy. If you do not receive any data, it
considered that zero data is received. This meets the alert rule and an alert is sent.

e Anomaly 2: abnormal composite metrics
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User Bwants to use the alert feature to monitor the real-time unit price of a product. When creating
the alert, user B selects Custom Monitoring Alert. User B sets the dataset of variable a to the current
total price, and the dataset of variable b to the current total items. User B also sets the alert rule as
follows: N is 3 and the minimum value of current total price divided by current total items is at most
10. If the current total of items is 0, the value of the composite metric, current total price divided by
current total items, does not exist. No alert will be sent. To solve this problem, you can select "Zero
fill" as the alert data revision policy. The value of the composite metric, current total price divided by
current total items, is now considered as 0. This meets the alert rule and an alert will be sent.

e Anomaly 3: Abnormal period-on-period comparisons

User Cwants to use the alert function to monitorthe CPU utilization of the node machine. When user
Ccreates the alert, C selects Application Monitoring Alert, and sets the alert rule as follows: Nis 3
and the average user CPU utilization of the node machine decreases by 100% compared with the
previous monitoring period. If the user's CPU fails to workin the last N minutes, the a cannot be
obtained. This means the period-on-period result does not exist. No alert is sent. To solve this
problem, you can select the alert data revision strategy as "One fill", and consider the period-on-
period comparison result as a decrease of 100%. This meets the alert rule and an alert will be sent.

What's next

You can query and delete alert records in alert management.

2.4. Manage alerts

On the alert Policies page, you can manage all the alert rules under your account and query the history
of alert events and alert posts.

Manage alert rules

1. Log onto the console. Click the target application in Applications. In the left-side navigation
pane, choose Alerts > Alert Policies.

2. (Optional)Onthe Alert Rules tab, enter the alert name in the search box, then click Search.
@ Note Youcanenter part of an alert name in the search box to perform a fuzzy search.

3. Inthe Actions column, you may take actions on the filtered alert rules, as needed:
o To edit an alert rule, click Edit. In the Edit Alert dialog box, edit the alert rule, and click Save.
o To delete an alert rule, click Delete. In the Delete dialog box, click Delete.
o To start astopped alert rule, clickStart, and in OK dialog box, clickStart.
o To stop arunning alert rule, clickStop, and then click OK in the Stop dialog box.
o To view the alert event history and alert post history, clickView Alert Detail, and view related

records onthe Alert Event History tab.
Query alert history

You can view historical records about when and why an alert rule was triggered, and about the alert
notification records sent to specified alert contacts onthe Alert History tab.

1. Onthe Alert Policies page, clickthe Alert History tab.
2. Onthe Alert History tab, select orenterthe Alert Type, Trigger State and Alert Name, and
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thenclick Search.

The line charts and bar charts on the tab show the relationship between alert data and alert
trigger events, also the alert trigger details. The line chart represents the alert data and the bar
chart represents the alert events.

3. Scrolldownto the bottom, view the history of alert events onthe Alert Event History tab.

@ Note Alert notifications are sent only when the trigger state is triggered. (Trigger
column contains a red dot.)

4. Clickthe Alert Post History tab to view the records of alert notifications (such as SMS and email)
that were sent fortriggered alerts.

2.5. Create contacts

When an alert rule is triggered, notifications are sent to the contact group that you specified. Before
you create a contact group, you must create contacts. When creating a contact, you can specify the
mobile phone number and email address of the contact to receive notifications. You can also provide a
DingT alk chatbot webhook URL used to automatically send alert notifications.

Prerequisites

To add a DingTalk chatbot as a contact, you must obtain its webhook URL first. For more information,
see Enable DingT alk chatbot alert.

Procedure

1. Log onto the console. Click the target application in Applications. In the left-side navigation
pane, choose Alerts > Alert Policies.

2. Onthe Alert Policies page, click Create Alert in the upper-right corner.
3. Onthe Contacts tab, click Create Contact inthe upper-right corner.
4. InCreate Contact dialog box, edit contact information.

o To add a contact, enter the Name, Phone Number and Email.

@ Note The phone number and email address cannot be blank at the same time. Each
phone number or email address must be used for only one contact. You can create a
maximum of 100 contacts.

o To add a DingTalk chatbot, enter the name and the webhook URL of the chatbot.

@ Note For more information about how to obtain the webhook URL of the DingT alk
chatbot, see Enable DingTalk chatbot alert.

wWhat to do next

e To searchforcontacts, onthe Contacts tab, select Name, Phone Number, or Email in the drop-
down list, then enter the entire or a part of the selected name, phone number or email in the search
box, and click Search.

e To edit a contact, click Edit inthe Actions column of the contact, edit the information inthe
Update Contact dialog box, then click OK.
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e To delete asingle contact, clickDelete inthe Actions column of the contact, then click Delete in
the Delete dialog box.

e To delete multiple contacts, select the target contacts, click Batch Delete Contacts, then click OK
in the Note dialog box.

2.6. Create contact groups

When creating an alert rule, you can specify a contact group as the alert notifications receiver. When
the alert rule is triggered, Application Real-Time Monitoring Service (ARMS) sends alert notifications to
the contacts in this contact group. T his topic describes how to create contact groups.

Prerequisites

You have created contacts.

Procedure

1. Log onto the console. Click the target application in Applications. In the left-side navigation
pane, choose Alerts > Contact Management.

2. Onthe Contact Groups tab page, clickNew Contact Group inthe upper-right corner.

3. InCreate Contact Group dialog box, enter Group Name, select Contact Members, and click
OK.

@ Note If there are no options inthe Contact Members list, you need to first Create a
contact.

What to do next

e To searchfora contact group, go to the Contact Groups tab, enter all or some characters of the
contact group name in the search box, then click Search.

P Notice English keywords are case-sensitive.
e To edit a contact group, click the pencil icon on the right side of the contact group, and edit the

information in the Edit Contact Group dialog box.

e To show the contacts under a contact group, click the downward arrow on the right side of a
contact group to expand the group.

@ Note You canremove one or more contacts froman expanded contact group. To remove
a contact, clickDelete inthe Actions column of the target contact.

e To delete a contact group, clickthe X icon on the right side of a contact group.

D Notice Before deleting a contact group, make sure that no monitoring job is running.
Otherwise, alerting and ot her functions may be ineffective.

2.7. Enable DingTalk robot alerts
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ARMS allows you to receive alert notifications from DingT alk groups. After enabling the DingTalk robot

alert function, you can receive alert notifications from DingT alk groups. T his topic describes how to
enable the DingTalk robot alert function.

1. Obtain the address of the DingTalk robot.

i. Runthe DingTalk client on a PC, clickto enter the DingT alk group to which you want to add an

alert robot, and click the Group Settings icon in the upper-right corner.

ii. Inthe Group Settings dialog box that appears, choose ChatBot.

ii. Onthe ChatBot page that appears, click+ inthe Add Robot section, and then click Custom.

iv. Inthe Add Robot dialog box that appears, edit the robot avatar and name, and click Finish.

v. Inthe Add Robot dialog box that appears, copy the address that the system generates for

the robot.

2. Inthe ARMS console, add the DingT alk robot as the contact. For more information about how to
add a contact, see tlZEZELZE A.

3. Create a contact group, and add the contact that you created in the previous step as the alert
contact. For more information about how to create a contact group, see Create a contact group.

4. Set alert rules.

o If you have not created an alert job yet, create an alert first, set the notification mode to
DingT alk Robot, and set the notification receiver to the contact group that you created in
Step 3.

o If you have created an alert job, click Modify Alert Rules, set the notification mode to DingTalk
Robot, and set the notification receiver to the contact group that you created in Step 3.

Now, you have enabled the DingT alk robot alert function. When an alert is triggered, you can receive
the alert notification in the specified DingTalk group, for example:
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